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In the current method used by the AGILE-GRID automated
pipeline, the significance of a GRB detection is calculated with
the Li & Ma formula (Li & Ma 1983) using the counts
extracted in the previous steps. The Li & Ma formula is a
likelihood ratio method applied to aperture photometry. It is
largely used in ~-ray astronomy and by the AGILE Team as a
standard analysis for GRB detection. This method, cited from
now on as Li&Ma, has two main limits.

The Li&Ma method does not use the shape of the PSF
during the analysis, just the event number inside a region
defined large enough to include the PSF. Furthermore, the
Li&Ma method requires the counts in both the T,,, and Ty time
windows not to be too few, with a threshold of 10 usually
applied (Li & Ma 1983). The AGILE team, following Li & Ma
(1983), defined a threshold of 10 counts for the real-time
analysis pipeline, and for this reason, detections with a lower
count rate are discarded.

This work proposes a new detection method to overcome
these limitations and, in general, improve the AGILE-GRID
automated pipeline’s capability to detect GRBs during the
follow-up of science alerts received from other observatories
through the GCN network.

This new method uses a class of deep learning (DL) methods
called convolutional neural networks (CNN), described in
detail in Section 5.

DL methods (LeCun et al. 2015) are subsets of machine
learning (ML) methods. ML methods use automated training
algorithms (without human intervention) to learn how to
predict the correct output concerning several problems
(classification, regression, etc.) without being directly pro-
grammed to do this. The training is performed using a training
data set that is a subset of the whole population of possible
inputs that the model will obtain to predict the output. ML
techniques cannot be used directly on the raw data but require a
first step of feature engineering (feature extraction) from the
raw data. This operation is time-consuming and must be
performed by field experts with a complete understanding of
the data. Once extracted, the features are used as input for the
ML model. DL methods, on the contrary, do not require this
feature engineering performed by experts because they can
extract features directly from the raw data. DL architectures,
called deep neural networks (DNN), are composed of several
layers that are able to extract features at different levels of
abstraction during the training phase. The number of layers can
vary with the problem complexity and the available computing
power starting from fewer than 10 layers (Krizhevsky et al.
2012) to more than 100 (He et al. 2016) and up. DNNs have
become even more popular in recent years thanks to three main
factors: (i) the improvement in computational hardware (e.g.,
graphical processing unit—GPU) required to train DNNs with
millions or billions of parameters, (ii) the availability of huge
amounts of data suitable for the training of large DNN models,
and (iii) the development of frameworks that can be used to
implement these DNN models with standard technologies (e.g.,
Python).

The CNN developed in this work is used to classify AGILE-
GRID intensity maps and detect the presence of GRBs in the
field. Intensity maps are counts maps divided by the exposure
and therefore report the measurement in phcm—2s *sr* for
each pixel. The CNN uses the intensity maps as input and does
not require information about the exposure.
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The CNN requires a training phase with large simulated data
sets of intensity maps representing the average background
level and the GRB flux distribution expected in the AGILE-
GRID energy range 0.1-10 GeV. The study of the observing
pattern is described in Section 3. Section 4 describes the GRB
model used to simulate GRBs for CNN training. After
performing CNN training, the p-value distribution from only
background maps is computed in different observational
conditions (Section 6). The CNN is then applied to real data
using the GRBs’ position and trigger time of the Swift-BAT*
Fermi-LAT (Ajello et al. 2019) and Fermi-GBM™® catalogs.
Section 7 describes this analysis, and the results show a
considerable improvement in the detection capability compared
to the Li&Ma method.

The main reasons why the CNN method improves the
AGILE-GRID GRBs detection capabilities are:

1. The CNN can be trained on the data of a specific
instrument, learning from huge data sets of simulated
data, while Li&Ma is a generic method. In fact, the PSF
of the AGILE-GRID instrument is used during the CNN
training phase to define the size of the kernels used during
the convolution process.

2. The CNN is trained with data sets simulated using the
background level calculated during real AGILE-GRID
observation. In addition, the fluxes of the simulated
GRBs are extracted from the Fermi-LAT GRB catalog
(Ajello et al. 2019) and scaled to the AGILE energy
range. All this knowledge is learned by the CNN, while
Li&Ma is applied as is.

3. The CNN does not require a minimum number of events
to be applicable. On the contrary, Li&Ma requires at least
10 events in the Ty, and T time windows.

This is the first attempt to use a CNN to classify the AGILE-
GRID ~-ray sky maps. The results obtained in this work
(Section 7) encourage further research in this direction. Future
works are planned to use the CNN to classify AGILE-GRID ~-
ray sky maps containing more than one source and perform a
regression analysis to determine the GRB position and the flux.
These kinds of analyses cannot be performed with the Li&Ma
method. The method described in this work can also be used to
train a CNN network to classify sky maps produced by the next
generation of X-ray and ~-ray observatories such as the
Cherenkov Telescope Array (Actis et al. 2011; Acharya et al.
2019) or the e-ASTROGAM (De Angelis et al. 2021) and
THESEUS (Amati et al. 2021) spacecraft. These observatories
will produce more complex sky maps collecting a larger
number of events and background information. The CNN can
be trained on the observing condition (e.g., the background
level) of the specific instrument and can learn detection patterns
following the instrument’s PSF. These are additional reasons to
promote research in this field.

CNNs are used in astrophysics to analyze data in several
contexts. In particular, CNNs can be used for image
classification problems. As described in Hezaveh et al.
(2017), a CNN is used to perform fast and automated
gravitational lens analyses. With the next generation of ground
and space observatories such as the Vera C. Rubin Observatory

14 Swift-BAT Gamma-Ray Bursts online catalog: https://swift.gsfc.nasa.gov/
archive/grb_table/.

15 Fermi-GBM Gamma-Ray Bursts catalog: https://heasarc.gsfc.nasa.gov/
W3Browse/fermi/fermigbrst.html.
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(formerly Large Synoptic Survey Telescope—LSST; Thomas
et al. 2020), tens of thousands of new lenses are expected to be
discovered. A CNN can improve these analyses’ performances
and reduce the time required to obtain results in contrast with
traditional analysis methods based on the maximum likelihood
estimator (MLE). CNN technologies can be used to analyze the
Big Data generated by the next generation of observatories,
exploiting the GPUs computing power and parallel processing.
Several works use CNNs in ~-ray data analysis. In Caron et al.
(2018), the CNN approach is used to analyze Fermi-LAT ~-ray
maps of the Galactic Center. In Drozdova et al. (2020), the
CNN method is used to extract point sources on Fermi-LAT
simulated images.

2. Assumptions of This Work

The analyses presented in this paper use parameters inherited
from the AGILE real-time analysis pipeline developed for the
follow-up of external science alerts. The new method based on
DL techniques is compared with the standard method used in
this pipeline. The parameters that are not inherited by the
AGILE pipeline are defined here to test the CNN model with
the common conditions that can be found during the AGILE-
GRID observations. This work does not treat rare and
complex situations that will be analyzed in future works. Not
all parameters are fixed. They may be calculated during the
analyses (e.g., the time window used to evaluate the back-
ground level). The main assumptions made for this work are:

1. The ~-ray sky maps used to train and evaluate the CNN
have a size of 100 =< 100 pixels and a bin size of 0°5.
This map size is defined to be larger than the AGILE-
GRID PSF and to include background regions. The bin
size is a standard parameter used in the AGILE-GRID
data analysis.

2. The ~-ray sky is simulated with a time window of 200 s.
This value is selected after the analysis of the AGILE
observing pattern described in Section 3.1.

3. The maps are simulated using a representative value for
the AGILE-GRID exposure in maps with 200s time
windows, calculated excluding exposure levels under a
threshold defined to avoid limit conditions that are not the
goal for this work.

4. The energy range considered in this work is 0.1-10 GeV.
This energy range is the standard one used by the AGILE
Team to perform analysis on AGILE-GRID data and is
supported by the AGILE Science Tools’ simulation
software.

5. This work is focused on GRBs in the extragalactic region
(|b| > 10°, where b is the Galactic latitude) to evaluate the
new method excluding regions with several background
sources and to avoid the diffuse Galactic ~-ray back-
ground (Section 3.2).

6. The background levels of the maps classified with the
CNN are calculated with an MLE analysis. The AGILE
Team defined that the time windows to calculate the
background with an MLE analysis must contain a
minimum of 10 counts. The time windows are found
automatically to have at least 10 counts. For a minimum
of 10 counts, the background time windows last from 6 to
32 hr. During extragalactic observations, the AGILE-
GRID background is isotropic and mainly dominated by
charged particles populating the low-Earth orbit radiation
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environment (see Section 3.2 for a full description). This
background flux is fairly quiescent, and no significant
variations are expected for timescales from several hours
to a few days. In fact, when studying the general
background fluctuation trends within a year, an average
variability of only 30% (10) is found.

7. As described in Bulgarelli et al. (2012), the AGILE Team
uses analysis regions with a radius of 10° for the AGILE-
GRID data centered on the source position to include the
PSF of the instrument.

8. The external science alerts considered for this work have
a maximum error region of 1°. This scenario covers more
than 90% of GRBs presented in the Second Fermi-LAT
GRBs catalog and 100% of the GRBs reported in the
Swift-BAT GRBs catalog. The science alerts with greater
error regions are excluded because this work does not
have the goal of finding the source’s position in a blind
search.

9. The CNN uses intensity maps (counts maps divided by
the exposure maps) as input. This solution makes the
CNN exposure independent.

3. Modeling the Observations

The AGILE orbit (quasi-equatorial with an inclination angle
of 295 and an average altitude of 500 km, 96 minute period) is
optimal for low-background ~-ray observations. From July
2007 to October 2009, AGILE observed the ~-ray sky in
“pointing mode,” characterized by a quasi-fixed pointing with a
slow drift (~1°/day) of the instrument boresight direction
following solar panel constraints.

Due to a change in the satellite pointing control system, since
November 2009, the AGILE ~-ray observations have been
obtained with the instrument operating in “spinning mode”
(i.e., the satellite axis sweeps a 360° circle in the sky
approximately every 7 minutes). The axis of this circle points
toward the Sun, so the whole sky is exposed every six months.

This new mission configuration provides a unique capability
to the AGILE satellite to discover transients. The actual
spinning configuration of the satellite, together with a large
field of view and a sensitivity of typically F=(1-2) %
10 8ergcm 2s! for 100s time integration, provides a
coverage of 80% of the sky, with each sky position covered
200 times per day with 100 s of integration time.

3.1. Parameter Identification

The complex observing pattern of AGILE in “spinning
mode” is studied to identify the range of conditions during the
observations (average exposure level and background level).
These conditions are used to perform the Monte Carlo
simulations of the training, validation, and test data sets.
Because this work is focused on extragalactic sky regions, a
sky region centered at Galactic coordinates (I, b) = (45, 30) is
selected to study the exposure and background level. The
AGILE-GRID exposure in the center of this sky region is
calculated during one spinning revolution. Figure 1 shows the
typical exposure pattern for fixed accessible sky regions: the
exposure values are calculated in a time window of 500s
divided into 1s bins and in a radius of 10°. The exposure is
highly variable, with a well-defined peak due to the AGILE
rotation. The study of the exposure pattern during the AGILE
spacecraft spinning is used to determine the time window size
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Figure 1. Typical pattern of the AGILE-GRID exposure for a fixed accessible
sky region given in values of [cm? 5] as a function of time during the AGILE
spinning mode. The red dotted lines represent the time window of 200 s used
for the maps simulation.

used during the maps simulation. A time window of 200s
(shown in Figure 1 with red dotted lines) is selected because it
contains an entire spin of AGILE exposure.

The exposure analysis is repeated for a year of observation
(2018 January 1, 2019 January 1), with an integration time of
200 to obtain the exposure distribution. Excluding intervals
with no exposure, the mean value obtained is ~20 x 10° cm?s
(Figure 2). Thus, all exposure levels lower than 20 < 10° cm?s
are excluded from this work. Then, a new distribution is
obtained with a mean value of ~40 x 10% cm?s. The obtained
value is used to simulate the data sets. This procedure aims to
focus the training and the evaluation of the CNN on exposure
values excluding limit conditions that are not the goal of
this work.

3.2. AGILE-GRID Background Estimation

Two background components are taken into account. The
diffuse ~-ray background (gqa) is assumed to be produced by
the interaction of cosmic rays (CR) with the Galactic
interstellar medium, the cosmic microwave background
(CMB), and the interstellar radiation field (ISRF). The (quasi)
isotropic background (gis,) includes both a contribution from
the cosmic extragalactic diffuse emission as well as a
component of noise due to residual CR-induced background
at the detector level. In the extragalactic regions, the isotropic
background dominates the AGILE-GRID data. For this reason,
the gqa Vvalue is considered equal to zero. More details about
the AGILE-GRID background model can be found in
Bulgarelli et al. (2019). One year of data (2018 January 1,
2019 January 1) is analyzed using time windows of 6 hr to
obtain the distribution of g, Vvalues in an extragalactic
position. The time window size is defined to have a mean of
10 counts in a radius of 10°. This counts value is required to
perform the statistical analysis of the background level using
the MLE method. Figure 3 shows the gis, distribution
excluding time windows with fewer than 10 counts in a
radius of 10°. The mean of the distribution is 10.4 x

“2s7tsr! and the standard deviation is 3.0 x

10 5ctsem 25 Lsr
10 Sctsem2stsr~t. This distribution is used to simulate
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Figure 2. Histogram of exposure values (cm?s) calculated with 200s
integrations during one year of AGILE-GRID data.

2

Figure 3. Histogram of g;s, values, expressed in 107> ctscm =2 st sr?, for 6

hours integrations during one year of AGILE-GRID data.

the data sets to train the CNN; more details are given in
Section 5.1.

4, GRB Model

AGILE-GRID has detected so far only 11 GRBs, namely
GRB 080514B (Giuliani et al. 2008), GRB 090401B (Giuliani
et al. 2009; Moretti et al. 2009), GRB 090510 (Giuliani et al.
2010), GRB 100724B (Del Monte et al. 2011), GRB 130327B
(Longo et al. 2013), GRB 130427A (Verrecchia et al. 2013),
GRB 131108A (Giuliani et al. 2013), GRB 170115B
(Verrecchia et al. 2017), GRB 180914B (Verrecchia et al.
2018), GRB 190501A (Lucarelli et al. 2019), and GRB
1905030A (Verrecchia et al. 2019).

These events exhibit some of the main properties of the
larger GRB population detected by the Fermi-LAT experiment
and discussed, for example, in its First GRB catalog
(Ackermann et al. 2013) and confirmed more recently in its
Second GRB catalog (Ajello et al. 2019). From here on, the
work will refer to the Second Fermi-LAT GRB catalog. In
particular, the GRBs’ main characteristics at energies greater
than 100 MeV, as detected by LAT and used in this study, are
the spectral model and its temporal decay. The first one shows a
clear flattening of the spectrum to a value of around —2 at late
times, independent of other GRB properties, and a typical
larger duration concerning lower energies, extending up to
1000 s in the first catalog and up to 10,000 s in the second one.
The temporal power-law decay index is clustered around —1.
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Figure 9. 3D histogram obtained summing all the counts of the smoothed maps
of the data set with a GRB. X and Y axes represent the pixels of the maps, while

the Z-axis represents the normalized summed counts.
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Figure 10. 3D histogram obtained summing the smoothed counts maps of the
background-only data set. X and Y axes represent the pixels of the map while
the Z-axis represents the normalized summed counts.

contains a GRB signal with 100% probability. Usually, the
CVs are numbers between these two opposite situations, and
the 0.5 value is the standard threshold between the two
classifications.

As a final remark, all of the convolutional layers use the
Rectified Linear Unit (ReLU) activation function (f(x)=
max(0, x)) that returns as output the input if it is positive;
otherwise, it returns zero. This activation function is largely
used with the CNN because it improves computing efficiency.

Before starting the CNN training, all the weights of the CNN
model (that will be optimized during the training phase) must
be randomly initialized with an initialization criterion. In this
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work, the initializer used to set weights is a Keras method
called the variance scaling initializer. With this method, the
weights are initialized with a random number obtained from a
uniform distribution [—limit, limit] with limit = \/3/n and n
equals the average of the numbers of the input and output units.
The CNN model also contains biases initialized to zero and
used together with weights during the training.

All the experiments are performed using Python 3.6 on an
NVIDIA Tesla K80 GPU.

5.3. CNN Training and Testing

Once the set of optimal parameters is obtained, the final
training is performed using a batch size of 200 maps, and the
CNN model achieves convergence after five epochs
(Figure 12). The epoch number defines the number of times
that the learning algorithm examined all of the maps inside the
training data set. During one epoch, each map in the training
data set is used to update the model weights during the learning
process. The data set contains thousands of maps. Instead of
performing a single training step with the complete data set,
each epoch is divided into several iterations. During each
iteration, the learning algorithm analyzes a batch of data that is
a subsample of the whole data set. The CNN requires a loss
function as part of the optimization process to calculate the
error for the current state of the model between the predicted
output and the expected output. The CNN implements the
sparse categorical cross-entropy loss function;

N
CE = =" tilog (f()), ()

i=1

where 7; is the target vector for the ith simulated map, f(s); is
the prediction of the CNN after the Softmax activation
function, and N is the number of maps used for the training.
The cross-entropy loss function is used when there are two or
more labeled classes. The learning procedure updates the
weights to reduce the loss on the next evaluation with an
iterative process. The optimization algorithm used in this work
to train the CNN is the Adam optimizer applied with a learning
rate of 0.001. The Adam optimization algorithm, described in
Kingma & Ba (2014), is an extension of the stochastic gradient
descent algorithm, and empirical results demonstrate that it
works well in many DL applications.

The accuracy and the area under the curve (AUC) are
calculated as performance metrics. The accuracy is the
percentage of input maps that the CNN classifies correctly
with respect to all the maps tested. The AUC is calculated as
the area under the receiver operating characteristic (ROC)
curve, which is a graphical plot that shows the discrimination
ability of a binary classifier when the probability threshold to
determine the target class varies. In Fawcett (2006), the ROC
curve and the AUC are described in detail. The X-axis of the
ROC represents the false-positive rate (FPR), while the Y-axis
represents the true-positive rate (TPR):

TP FP

TPR = ——— and FPR = ——,
TP + FN TN + FP

(2)
where TP =True Positive, FP =False Positive, TN = True
Negative, and FN = False Negative. These values are calcu-
lated on the results obtained evaluating the test data set. The
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Figure 11. Schema of the CNN architecture created with a graphical tool.*
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Figure 12. Accuracy and loss values obtained during the five epochs of training of the CNN, with both train and test data sets.

AUC provides an aggregated measure of performance
calculated with all the possible classification thresholds
represented in the ROC curve. The AUC value ranges between
[0, 1], a model with 100% wrong predictions has an AUC =0,
while a model with 100% correct predictions has an AUC = 1.
The AUC value should be as close as possible to 1.

Figure 12 shows the accuracy and the loss for training and
test sets. As expected, the training accuracy increases with the
number of epochs, while the opposite behavior is observed
when considering the training loss function. This means that
the CNN model gradually learns how to classify the maps
correctly. The final CNN has an accuracy of 98.2% on the test
data set, which means that the CNN correctly classifies the
98.2% of evaluated maps, and it performs accurately in both
classes, GRB and background.

Figure 13 shows the ROC curve of the CNN obtained
evaluating the test data set after the training phase. The AUC
calculated with the ROC curve is equal to 0.997. This value is
very close to 1 and indicates that the model reached a high-
performance level.

Notice that, from a technical point of view, similar results
when considering different parameterizations and a low

19 http://alexlenail.me/NN-SVG/LeNet.html

number of epochs to obtain optimal performance indicate that
the problem is relatively simple to solve for the CNN.

During the first epoch of the training, the network reaches an
accuracy close to the optimal accuracy value, improving it in
small quantities in the following epochs. This because the
40,000 ~-ray sky maps that compose the training data set are
enough to teach the CNN how to classify maps with and
without a GRB. The CNN can learn from this data set all of the
information required with a few epochs.

Several different CNN architectures with more layers are
tested, but these additional layers do not lead to better results.
The additional layers increase the training time, and for this
reason, the CNN architecture with the best tradeoff between
training time and results is selected.

6. CNN p-value Evaluation

This CNN network is trained to work as part of the
automated pipeline for detecting GRBs in AGILE-GRID maps
starting from external notices received from other instruments.
If the CNN detects a GRB, the AGILE team can communicate
this detection to the community.

The CV value provided by the CNN cannot be used directly
to determine the significance level of a GRB detection. An
evaluation using empty fields to determine the p-value of the
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Figure 13. Receiver operating characteristic (ROC) curve. The X-axis of the
ROC represents the false-positive rate (FPR), while the Y-axis represents the
true-positive rate (TPR).

CNN is performed. The determination of the p-value for an
MLE method is described in detail in Bulgarelli et al. (2012). A
similar approach is used for the CNN presented here. The
p-value distributions are calculated using the CNN output
values obtained with background-only maps in different
conditions. The main goal of the CNN is to detect GRBs in
the context of the AGILE-GRID real-time analysis minimizing
the false positives and avoiding the communication of false
transient alerts to the community. For this reason, this analysis
is focused on background-only maps to obtain the thresholds
on CV values used to reject the null hypothesis and classify the
map as a GRB map with a certain o level.

The distribution ® of the CV values resulting from the CNN
analysis procedure on empty simulated fields with a defined
level of background is defined to evaluate the p-value. The
probability that the result of a trial in an empty field has CV > h
(that is the complement of the cumulative distribution function)
is

P(CV > h) = fm D(x)dx. 3)
h

which is also called the p-value p = P(CV > h) and defines the
probability of obtaining that value or larger when the null
hypothesis is true.

6.1. p-value Determination for Different Background
Conditions

The p-value distribution is strongly affected by the back-
ground level. Different p-value distributions are calculated to
determine the statistical significance of a CNN detection in
different background conditions, allowing this method to be
applied to real maps.

Three different background levels have been selected
from the background distribution defined in Section 3.2 and
reported in Figure 3: the mean level (giso=10.4x 10>
ctscm 25 1sr 1) and two 1o deviations adding or subtracting
the standard deviation of 3.0 x 107> ctscm2s *sr%, obtain-
iNg giso=7.4%10"° ctscm ?s tsr! and g, =13.4 %
10 % ctsem 2s tsro
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For each background level, a data set of 10 million
background-only maps is simulated. The maps are simulated
using the parameters and the same observational model
used to create the data sets described in Section 5.1.
These background-only maps are evaluated using the trained
CNN, and the classification results are used to calculate
the p-value distribution for each different observing condition.
The p-value distribution of CV values obtained with the
mean background level is shown in Figure 14. The number
of different observing conditions is limited for constraints
on computing power and time. More p-value analyses
are planned for the future to improve the accuracy of this
method.

The simulation software requires an exposure map as input,
and a map with the exposure level of ~40 x 10%m?s, defined
in Section 3.1, is selected. The exposure level used to simulate
the maps is fixed because the CNN evaluates intensity maps,
which are not influenced by different levels of exposure.

Table 1 shows the thresholds of the CNN classification
values (CV) reported as (1-CV) in relation to different o levels
for different background conditions. It is possible to note the
dependence of the CV thresholds on the background levels.
This behavior is expected, given that the detection of a GRB
depends strongly on the background conditions. The results
reach a maximum significance level of 5o due to constraints on
computing power and time. A fitting function between the three
p-value distributions is calculated to estimate the CV thresholds
for giso values different from the three values used to calculate
the p-value.

7. AGILE-GRID GRB Search and Results

The GRB catalogs of Swift-BAT, Fermi-LAT, and Fermi-
GBM are used to test the trained CNN with real GRBs and real
AGILE-GRID data.








