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Data–driven Semiotics
and Semiotics–driven Machine Learning

L S*

A: Nowadays there is a huge and growing variety of digital data. Despite
the obvious relevance for the humanities and the social sciences, these massive
quantities of data, usually defined as “big data”, are mainly selected and ana-
lyzed using computer science and statistics. The paper proposes a theoretical and
practical approach to the analysis of large quantities of data within the field of
semiotic analysis. The main claim is that semiotics should dialogue with IT and
statistics, that are essential to deal with the vastness and continuous variability of
data. In particular, machine learning might become really useful from a semiotic
perspective. In this work, we use a machine learning technique that is used in
Natural Language Processing (NLP), to create a vector space based on probabilities
of co–occurrences of words. In a distributional semantics perspective, this space is
interpreted as a representation of semantic relations among words. We present
then two directions in which we could intend the joint effort of semiotics and
machine learning. In the first case, we propose a case study of semiotics–driven
machine learning, in which we create a dataset starting from a semiotic analysis.
In the second case, we present an example of data–driven semiotics, were the
semiotic tools are used on an existing dataset, that was not build with semiotic
scopes. The two directions have not to be intended as a dichotomy but instead
as a part of a joint effort where semiotics interacts with machine learning and
machine learning interacts with qualitative analysis.

K–W: Big Data, Digital Methods, Machine Learning, Word Embedding.

. Background

Digital data and the so–called new media are problematic for the
humanities and semiotics is not an exception. The semiotics of the
new media has studied signification over the World Wide Web since
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its foundation (Cosenza ), and one of the most relevant topics
has been interface analysis, especially evaluating the usability of web-
sites and their interactivity, in collaboration with other disciplines
such as cognitive ergonomics and usability engineering (Adami ;
Derboven et al. ; Nazrul Islam and Tétard ).

The literature in the field of applied semiotics is still limited, despite
the variety of digital objects that could be studied. Semiotic studies on the
social media, for instance, are still scarce, fifteen years after the foundation
of the semiotics of the new media. However, it is not just a matter of
quantity, it is a matter of the approach that semiotics has been adopting
towards social media. Few studies tried to deal with theoretical matters
(Kress ; Maggi ; Mirsarraf et al. ), while more often there
have been applied studies based on text analysis (Peverini ; Finocchi
; Bonilla and Rosa ; Madison ). The applied studies that have
been carried out on social media are case studies based on small–data
corpora such as the works of Marrone () and Peverini ().

The aim of this paper is to propose a preliminary outline of a new
methodological approach to digital media, in which semiotics could
deal with very large corpora. In this perspective, it is essential to make
semiotics establish dialogue with other disciplines like computational
linguistics and digital methods. In fact, although semiotics has started
a reflection on the methodological challenges imposed by a digital
scenario (Ferraro and Lorusso eds. ), it is not possible to do research
on social media and on the web without an interdisciplinary approach.

Digital methods are an extensive and multidisciplinary framework to
approach digital–born data (Rogers ). During the last decade, this
discipline has been dealing with a variety of case studies mainly in the
area of social sciences (Rogers ; Rieder ; Borra et al. ; Rieder
et al. ; Helmond et al. ; Rogers ; Nieborg and Helmond ).
Even though digital methods are mainly developed by social scientists,
their epistemology is broad enough to work, with the necessary adjust-
ments, in every discipline within the area of the humanities. Hence,
we propose to use digital methods as the main discipline to take into
consideration for methodologies of social media analysis.

On the other hand, computational linguistics is necessary to have
the know–how on Natural Language Processing (henceforth NLP).
Computational linguistics has a quite long tradition of social media
analysis, using a set of different tools all structured on a corpus–based
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approach (Zappavigna ; Bamman et al. ; Aditya et al. ; Mewari
et al. ; Apoorva and Pradeep ). Recently there have been some
attempts of including NLP in a semiotic analysis (Chartier et al. )
and also some research works about the interaction between semiotics
and quantitative methodologies (Compagno ).

In the following two sections, we present two different case studies
in which NLP and digital methods have been used in combination
with semiotics; in the discussion, after a brief overview on the findings
of the two studies, we focus on the methodological aspects. As a
matter of fact, both cases are explorative, the aim of presenting them
is mainly to provide an insight on the development of new semiotic
approaches to digital data, highlighting also their limitations. Finally,
we conclude the paper proposing a first interdisciplinary research
protocol to approach big data in semiotics.

. Machine Learning: Word and Document Embedding

In this work, we present a set of machine learning techniques called
word embedding, used in NLP to create a semantic model of the lan-
guage that can be explored and visualized. The main idea is that every
word is mapped to a vector and then represented as a geometrical
n–dimensional space; words with similar meanings are represented
close to each other, while words that have less semantic relations are
represented more distant in the space. The basic concept on which
word embeddings are founded is what is called the distributional
hypothesis (Harris ). This hypothesis basically affirms that similar
words usually occur in the same contexts.

If we consider words or morphemes A and B to be more different in meaning
than A and C, then we will often find that the distributions of A and B are
more different than the distributions of A and C. In other words, difference of
meaning correlates with difference of distribution. (Harris , p. )

There are several ways of doing word embedding: wordvec
(Mikolov et al. a), fastText (Bojanowski et al. ), Star Space (Wu
et al. ) and RAND–WALK (Arora et al. ). In this paper, we will
use the renowned version of wordvec, that has been largely used
and documented in other studies (Ouyang et al. ; Ma et al. ,
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Jang et al. ; Li et al. ). There are two versions of wordvec
(Mikolov et al. b), meaning that the training could be performed in
two different ways: the first is the Continuous–Bag–Of–Words model
(CBOW) and the second the skip–gram.

A continuous–bag–of–words is basically a bag–of–words in which
context words are concatenated to predict the target word; the missing
word is usually put at the center of the context window; thus, to
predict the focus word Wt, the input will be Wt–, Wt–, Wt+,
Wt+, so in this case the two following and the two preceding words.

The skip–gram model works in the opposite direction, predicting the
context starting from a target word. So, we have to imagine inputting Wt
and having its context as output. In a nutshell, the C–BOW computes the
probability of a word to occur given its context, while the Skip–Gram
computes the probability of a context to occur given a word.

The fact that word embedding is based on probabilities, rather than on
simple co–occurrences, is really the added value of this tool. Counting
co–occurrences was the most used method before word embeddings.
One of the most famous count–based algorithms is for sure Latent Se-
mantic Analysis (Landauer and Dumais ). Basically, Latent Semantic
Analysis works creating a matrix in which one column represents words
and the other represents contexts. An empirical evaluation performed
by Baroni, Dinu and Kruszewski () showed that predictive models
outperformed their ancestors based on co–occurrences.

In a few words, the real innovation of word embedding is its ca-
pacity to capture semantic relations even between words that nev-
er co–occur in the same context. In fact, the main reason to use
word embedding is that the word space model is not a representa-
tion of co–occurrences, but instead a representation of probabilities
of co–occurrences. That means that word embedding can capture
the semantic relation even in absentia, capturing also relations among
words that never co–occur in our corpus. In more semiotic terms, we
might say that word embeddings allow us to explore the semantic
field of a word, highlighting the contexts that the term would evoke.

Besides word embedding, it is important to consider an algorithm
that works on entire texts, called docvec or Paragraph Vector. Ac-
cording to what Le and Mikolov wrote in their paper (), paragraph
vectors are created from word vectors:
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In our Paragraph Vector framework, every paragraph is mapped to a unique
vector, represented by a column in matrix D and every word is also mapped
to a unique vector, represented by a column in matrix W. The paragraph
vector and word vectors are averaged or concatenated to predict the next
word in a context. (Le and Mikolov )

Basically, word vectors are somehow condensed in a single big
vector representing the semantics of the whole document, creating
a document embedding. With docvec we can easily explore text
similarity in our corpus.

. Semiotics–driven Machine Learning: Building a Dataset

By semiotics–driven machine learning we mean an analysis in which
the dataset used for machine learning is built following the results
of a semiotic analysis. In this case, the object of the study was the
post–truth issue, in particular the case of vaccines. The concept of
post–truth is challenging for semiotics, since in traditional textual
semiotics we do not intend “truth” as a direct correspondence with
some reality outside the text (Lorusso and Violi ; Lorusso ):
truth and veridiction are seen rather as the product of textual strate-
gies whose aim is to gain the trust of the reader (Greimas et al. ).
In our case study, we decided to investigate post–truth starting from
the assumption that the circulation of alternative and competing truths
is a mass–mediatic process, hence we decided to investigate its evolu-
tion starting from an analysis of the journalistic discourse in British
newspapers.

The case of vaccines arose in  when Andrew Wakefield pub-
lished a controversial study about the MMR vaccine, claiming that
he found out some correlation between MMR vaccine and autism. In
 a journalistic inquiry conducted by the “Sunday Times” found
out that the study was fraudulent and in  a tribunal proved the
accusation to be true; Wakefield got expelled from the UK medical
register and “The Lancet” officially retracted his paper.

. According to Oxford Dictionary, post–truth is relating to or denoting circumstances
in which “objective facts are less influential in shaping public opinion than appeals to
emotion and personal belief ”.
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In our analysis, we decided to take into consideration the English
context, in the period of the controversy (hence from  to ),
taking into account four different newspapers, analyzing how the story
evolved in the press. Our initial corpus was built with  articles from
“The Independent”,  from “The Telegraph”,  from the “Daily
Mail” and  from “The Guardian”. These articles were selected
trying to keep a balance between the newspapers, selecting at least 
articles per year with goal of inquiring the evolution of the narrative.

The analysis highlighted that two newspapers were in favor of vac-
cines (“The Independent” and “The Guardian”) and two against (“The
Telegraph” and the “Daily Mail”). However, the point of view of the news-
papers has sometimes been ambiguous; in fact, in the period between
 and  even the newspapers that were clearly in favor of vaccines
had sometimes a critical view towards health institutions, insinuating a
series of doubt (more or less sneakily) towards vaccines safety.

This aspect appeared in texts as an isotopy that we called “the
matter of trust” or simply “mistrust”. Hence, despite differences in
enunciation strategies, we noticed that each newspaper, no matter of
its axiology, presented this isotopy in some way (see Figure ).

Figure . “Matter of trust” regarding vaccines safety.

. In the “The Independent” archive we retrieved more articles about vaccines. Hence,
we decided to include more articles to represent the proportions among our newspapers
archives.



Data–driven Semiotics and Semiotics–driven Machine Learning 

In the end the analysis suggested that texts involved in post–truth
processes are structurally very similar. In particular, they are similar in
their semantic structures, as they express similar isotopies. However,
the similarity summarized in Figure  is the product of a qualitative
investigation on a small corpus. Moreover, it appeared that the isotopy
of mistrust somehow evolved diachronically; in fact, despite being
sometimes present in its original form (as distrust towards institu-
tions), in “The Guardian” and in “The Independent” this isotopy was
also used to discredit the anti–vaccine counterpart.

Therefore, we decided to test our hypothesis, using a digital meth-
ods perspective to enlarge our corpus. We scraped the search engine
Bing using BootCat, a computational tool that queries the search
engine starting from a set of defined seed–words. These words are
then combined in each possible combination, creating what is called a
tuple. Each tuple can retrieve up to  URLs.

We used the results of our semiotic analysis to build our tuples,
selecting four topics that emerged in the first stage of analysis: (a) The
MMR controversy and Andrew Wakefield, (b) Mercury and chemicals
in vaccines, (c) Flu vaccine, (d) Cervical cancer vaccine. Each tuple
was built using words related to each of the topics, collecting the
isotopies within our initial corpus. While building our queries we
also tried to use ideological keywords (Rogers ) that were more
likely to orient our search results in favor or against vaccines.

Afterwards, we manually identified and labelled texts in favor
(henceforth ProVaxx) and against vaccines (henceforth AntiVaxx).
We considered AntiVaxx all those texts which mentioned explicitly
that vaccines were dangerous and also all texts which had the isotopy
of mistrust against official science or institutions. On the other hand,
we considered ProVaxx all texts which simply explained vaccines ef-
fects according to official science, those that clearly expressed their
support for vaccinations and also debunking texts. In the end, we had
 texts for AntiVaxx and  texts for ProVaxx, mainly coming from
blogs and webzines, as shown in Figure . In total our BootCat corpus
had  documents and  words (word tokens), of which 
were unique words (word types).
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Figure . Text genres within the corpus built with BootCat.

The BootCat corpus was then processed with docvec, to visualize
the degree of semantic similarity between the texts of the two factions.
As shown in Figure , vectors are all mixed together, meaning that
there is a semantic affinity between ProVaxx and AntiVaxx. The only



Data–driven Semiotics and Semiotics–driven Machine Learning 

exception is a very small cluster on the left, that might also be an
artifact of our model.

Figure . DocVec showing that among AntiVaxx texts (in red) and ProVaxx texts
(in green) there is no clear polarization.

. Data–driven Semiotics: Analyzing the Data

Another example of semiotics working together with digital meth-
ods and NLP could be a case of what we call data–driven semiotics,
namely when the semiotic elaboration follows the creation of the
dataset.

In this paper, we present the case of the dataset built by Facebook
Tracking Exposed, which is the first project of the tracking exposed
manifesto. The main interest of the Tracking Exposed group is to
look for evidence of user profiling and algorithmic personalization.
During the Italian elections in , they studied algorithmic person-
alization of Facebook, highlighting that different users were unevenly

. In data science, a cluster is a group of objects that are similar to each other compared
to the rest of the dataset.

. The small cluster has only articles from the “Daily Mail”. This might be either for
their high semantic coherence, compared to the rest of the corpus, or simply because those
vectors have not been trained well. This might be due to words and contexts that appeared
very few times in our corpus, e.g. advertisement banners.

. See https://tracking.exposed/.

https://tracking.exposed/
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exposed to political communication during the electoral campaign
(Hargreaves et al. ). The phenomena at stake in their project are
also known as filter bubbles (Pariser ).

In a nutshell, they built six experimental Facebook profiles (hence-
forth bots); each profile followed  different political sources, cov-
ering the whole Italian political spectrum. However, each of these
profiles interacted (liking posts) just with a specific political party,
simulating an interest towards a political ideology. With the help of
a tool built by the researchers, they collected evidence of what each
bot was seeing on its personal newsfeed. According to their findings
we have  different Facebook newsfeeds and each one is coherent
with the simulated political ideology of the experimental profile.

In the dataset, we have the total amount of  Facebook posts
(called “sources dataset”) made by the political sources and also all the
posts that have been effectively selected for each bot (called “impres-
sions dataset”,  posts in total). The sources dataset was explored
with a semiotic analysis to inquiry semantic similarity among posts.
In fact, since algorithmic personalization operates by homophily, it
should be questioned whether semantic similarity is an influential
criterion in the algorithm choices. We used docvec to inquire se-
mantic similarity within the sources dataset, mapping the different
political ideologies within our semantic space. Then, we compared
the semantic affinity of each ideology with their impressions (what
each bot saw on its newsfeed).

While the right–wing profile (Figure ) seems to have visualized
posts that are quite coherent with its alleged ideology, in the case of
the Five–Stars movement (Figure ) there is a huge part of the cluster
that has not been shown to the Five–Stars bot.

. We also remark that that part of the cluster was not shown to any of the profiles.
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Figure . Right–wing filter bubble. In blue the posts seen by the profile, in green
the actual posts made by right–wing sources.

Figure . Five Star Movement filter bubble. In purple the posts seen by the profile,
in yellow the actual posts made by Five Stars Movement sources.
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At this point, a semiotician has to go back to the text to understand
the machine learning output. A qualitative investigation showed then
that the omitted part of the Five–Star Movement cluster was a set of
“supportive” posts towards the party and the candidates, while in the
case of the right–wing the content was mainly ideological and almost
never simply supportive towards the main candidates. The role of the
semiotic analysis is to further explore the dataset. In a data–driven per-
spective, the analysis starts from word vectors, exploring the semantic
framing of words and expression as in Figure .

Figure . The semantic frame of the word “immigrato” (immigrant), showing
the  most similar words according to WordVec. This semantic frame is the

“general” frame, meaning that it emerges from the whole corpus.

We argue that the WordVec visualization (Figure ) is nothing more
than a computational operationalization of what has been theorized by
Violi (); words have the power to select their context, therefore
meaning is not constrained by context but instead words select their
contexts. In this case the contexts selected are ascribable mainly to a
right–wing ideology, meaning that the right–wing ideology, on this
theme, was dominant in the dataset.
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. Discussion on the Findings

The main advantage of a semiotics–driven approach is that we can verify
a hypothesis on a larger dataset. In applied semiotics, this might be
really helpful, as it allows to generalize assumptions and to test possible
biases due to researcher interpretation. On the other hand, the main
limitation of this approach is the size of the corpus. In fact, although
it was large enough for machine learning, it is quite small to have
meaningful results in a quantitative perspective. However, this is the
compromise of using machine learning within semiotic analysis; indeed,
in the semiotic tradition the corpus is not built with statistical criteria.

In the end the hypothesis of similarity between the two factions
seemed founded, as it appeared that the semantic structures were effec-
tively similar. Hence, it is reasonable to think that post–truth processes
might imply always semantic similarity because of opposed veridiction
strategies; however, it also emerged that similarity might be also due to
contradictory discursive patterns, e.g. “vaccines are dangerous” and “vac-
cines are NOT dangerous”. In fact, distributional semantic models detect
any type of semantic affinity among lexemes, including complementarity.
Thus, it was not possible to determine if document embedding captured
the same type of semantic similarity that we observed in our semiotic
investigation. More general assumptions on post–truth would need
larger corpora built with statistical criteria so that we can investigate
both veridiction and complementary terms.

Conversely, working in a data–driven perspective gave us the ad-
vantage of working on a larger corpus and also to start our analysis
without making a preliminary semiotic analysis. This has the benefit
of working directly on evidence that emerges from data, which is
normally not possible in semiotics. The research question in this case
was to understand if semantic similarity was influential for algorithmic
personalization.

Specifically, we found that:

. the filter bubble is not always influenced by semantic similarity;

. According to Greimas and Courtés (, Eng. trans. p. ), “the representativity of the
corpus can be obtained either by statistical sampling or by saturation of the model. In the latter
case, the model, constructed on the basis of a segment chosen intuitively, is later on applied
for confirmation, complement, or rejection to other segments until all the data are used”.
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. the right–wing sources influenced the semantic framing of
ideological words within the sources dataset, as shown in the
example in Figure . This might be the reason of the differ-
ent algorithmic treatment, but at this stage of analysis it is not
possible to make more solid statements.

Even though the dominance of right–wing within the sources is
not an algorithmic product, it is relevant to show that the right–wing
and the Five–Stars Movement have been treated differently, as in the
case of Five–Stars Movement a relevant part of their content was never
shown to the bot. Nonetheless, further research is necessary to study
the composition of the filter bubbles trying to understand: (a) how
diverse the bubbles are and (b) if their composition is coherent with
the composition of the sources dataset. The main limitation of this
approach is that it allows only a preliminary exploration, leading to
more semiotic–oriented research questions. Semantic similarity alone
is not properly a semiotic research question, although its reasons are
for sure interesting for the discipline. Starting from these findings it
should be necessary to do a qualitative investigation on algorithmic
personalization and on the reasons of semantic similarity within the
clusters.

Regarding other technical limits of the approaches we presented, we
must use machine learning always keeping a critical perspective. For
instance, word embedding has some difficulties in representing words
that occur few times in the corpus (Sergienya and Schütze : Faruqui
et al. ; Pilehvar and Collier ) and might be a significant issue,
depending on our case study. It is also important to remember that
any computational tool should be used critically, understanding that
the output is heavily influenced also by the quality of our dataset. In
computer science, the motto in this case is “garbage in, garbage out”,
meaning that a poor dataset would outcome poor results.

. Conclusions

We presented two new approaches to digital data in a semiotic analysis.
As we hope to have shown, these two approaches have both strengths
and limitations. Specifically, the data–driven method allows us to start the
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analysis on robust findings, while the semiotics–driven method allows
us to explore in deep the signification structures of our corpus. On the
other hand, the huge amount of data creates also a great complexity,
that entails a multidisciplinary approach. Thus, a purely quantitative
methodology cannot capture the details of the object of study, at least
not with the granularity required in semiotics. Conversely, keeping an
idiographic approach prevents us from generalizing our conclusions,
regardless of the enlargement of our corpus.

Following the tradition of digital methods, we should then create
a new methodological know–how that is specifically meant to effec-
tively study social media and related topics, since digital media and
digital spaces are by now a part of our reality. In this perspective, it
is necessary to overcome the dichotomy between virtual and real
(Rogers ), combining qualitative and quantitative methods to
enhance the semiotic approach to digital media.

Hence, we propose a preliminary methodological framework to
approach digital objects within the semiotic analysis:

. build an exploratory corpus for traditional semiotic analysis;
. starting from the findings of step (), build a larger dataset,

scraping the web and/or social media using digital methods
and computational techniques;

. build a computational dataset (big–data corpus) for a semiot-
ics–driven machine learning;

. starting from the findings of step (), carry out a data–driven
semiotic analysis.

This methodological proposal is a combination of qualitative and
quantitative techniques. In stage (), the composition of the corpus
follows the usual semiotic methodology, having in mind that we have
to output something useful for stage two. With “useful” we mean
something that can be used for data collection and machine learning,
such as keywords or topics. However, in stage () it would be necessary
to build the dataset with statistical criteria, so that we can dialogue
better with other disciplines and we can generalize our findings of
the qualitative stage.

There are still a number of questions that have not been discussed
in this work. We conclude suggesting that further research on these
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themes might follow two main axes: the epistemological issues of
the quali–quantitative compound and the use of computational tools
in experimental studies. As we are aware of the difficulties brought
by these subjects, we suggest keeping a broad interdisciplinary per-
spective, dialoguing with statisticians, computer scientists and social
sciences experts.
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