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Abstract—With this work we tackle immunofluorescence classification in renal biopsy, employing state-of-the-art Convolutional Neural Networks. In this setting, the aim of the probabilistic model is to assist an expert practitioner towards identifying the location pattern of antibody deposits within a glomerulus. Since modern neural networks often provide overconfident outputs, we stress the importance of having a reliable prediction, demonstrating that Temperature Scaling (TS), a recently introduced re-calibration technique, can be successfully applied to immunofluorescence classification in renal biopsy. Experimental results demonstrate that the designed model yields good accuracy on the specific task, and that TS is able to provide reliable probabilities, which are highly valuable for such a task given the low inter-rater agreement.

I. INTRODUCTION

Immunofluorescence is a powerful technique for light microscopy that makes use of fluorescent-labeled antibodies to detect specific target antigens. It is widely used in both scientific research and clinical laboratories [1]. As a matter of fact, it represents a step of the diagnostic pipeline needed to address a correct renal histopathological diagnosis. Some specific renal diseases such as IgA Nephropathy, Membranous Glomerulonephritis and the anti-GBM glomerulonephritis, can be virtually diagnosed using only the result of immunofluorescence. The intensity and patterns of the deposits for each applied antibody must be analyzed and evaluated by an operator with strong experience in the field.

This work aims at introducing an automated tool to aid professionals in this time-consuming and highly variable evaluation process, by focusing on the identification of patterns of different antibody deposits using state-of-the-art Convolutional Neural Networks (CNNs). These models have outperformed other strategies in several computer vision tasks such as semantic segmentation [2], [3], [4], object detection [5], [6], object classification [7], [8], [9], video captioning [10], [11], [12], [13], and many others. Moreover, CNNs are nowadays the cornerstone of medical image analysis: they have been obtaining state-of-the-art results in skin lesion analysis [14], [15], [16], [17], brain and lung tumor detection [18], [19], and countless other medical imaging tasks [20], [21]. The most attractive aspect of CNNs is their ability to learn features directly from input image data, with no need of hand-crafted features, regardless of the input image acquisition techniques (e.g. dermoscopy, MRI, microscopy, ultrasound).

Since our main goal is to assist an expert practitioner towards making a meticulous analysis, predictions need to be intelligible, i.e., we need the model to output reliable probabilities distributions and guarantee optimal support to the final decision. However, the scores provided by modern

Fig. 1. Example of mesangial (a), (b) and parietal patterns (c), (d).

The mesangial pattern gets the name from the heavy presence of deposits in the mesangium of the glomerulus. The parietal pattern can be divided in different subcategories, but the deposits are always well distributed all across the whole glomerulus and with spatial continuity.
CNNs cannot be correctly interpreted, as the likelihoods do not represent the proportion of real outcomes. In fact, in consideration of the overconfidence of neural networks, out of 1000 images classified as disease with probability of 0.90, it cannot be assumed that 900 of them belong to that class. Proper confidence values provide valuable information to establish trustworthiness to the reader [22]. Following this observation, previous works on the field of medical diagnosis show that it is possible to apply Generalized Additive Models (GAM), such as logistic regression, to predict pneumonia risk [23], showing good accuracy performance and correct interpretability. However, these kind of models compromise accuracy in comparison to modern state-of-the-art CNNs, making the gap bigger as long as the dimensionality of the input features increases. For instance, while the features used in [23] are just 46 dimensional, in other tasks we deal with dimensionalities that are four orders of magnitude larger. Moreover, and contrary to pneumonia prediction, our inputs are images, which again motivates the use of CNNs.

To deal with the unreliable probabilities provided by modern CNNs, we apply two different re-calibration techniques: Platt Scaling (PS) [24] and Temperature Scaling (TS) [22]. By doing so, we are able to combine CNNs with an optimal decision rule, which is mandatory in critical applications as we will discuss in Section IV. To our knowledge, the latter has not yet been successfully applied to real problems. The main contributions of the paper can be thus resumed as follows:

1) This is a pioneering work that introduces for the first time the use of CNNs for immunofluorescence classification of renal biopsy.
2) We apply modern state-of-the-art re-calibration techniques to this specific task, demonstrating the importance of having reliable probabilities to support clinical decisions.
3) An exhaustive quantitative evaluation of the proposed approach is presented. Together with the qualitative analysis provided by expert nephrologists, it validates the effectiveness of our proposal.

Our final goal is to provide clinicians with a valuable tool for supporting the renal biopsy immunofluorescence image analysis.

The rest of the paper is organized as follows. In Section II a description of the existing approaches for model calibration is provided. Section III describes the dataset used to train the proposed architecture, which is introduced in Section IV. Experimental results are then presented in Section V and discussed in Section VI. Finally, in Section VII conclusion are drawn.

II. RELATED WORK

The first work that showed the badly calibrated probabilities of CNN is found in [22], where different classical re-calibration techniques are compared. Among all of them temperature scaling raised as the best performing technique, concluding that simple techniques should be employed for re-calibration of CNNs. Lately, [25] has shown how more complex re-calibration techniques can improve calibration if uncertainty is correctly incorporated. In that paper the authors explored the use of Bayesian Neural Networks for the purpose. In this work we focus on comparing whether simple state-of-the-art re-calibration techniques can be employed to the task tackled by this paper, establishing a performance baseline. Thus, future work will be focused on checking whether more complex techniques can be successfully applied on the same medical application.

Recently, Mozafari et al. proposed the Attended Temperature Scaling, a variant of TS designed to be used in scenarios where the validation set is small, or contains noisy-labeled samples [26]. On the other hand, [27] has studied how pre-training affects calibration, robustness and uncertainty quantification. The work has been then extended in [28], where self-supervised scenarios are explored. Additionally, in [29] the authors measured performance on calibration and uncertainty quantification of several techniques under dataset shift.

Many papers that study how data augmentation strategies affect the calibration, uncertainty quantification and robustness has been published in the last years. In [30], for instance, has been measured the robustness and calibration of Mixup training [31] showing improved results over a baseline model. However, [32] performed a deep analysis on Mixup trained models, showing that it does not always improve calibration and proposing a loss function to deal with the problem. Hence, it is not clear whether data augmentation strategies can calibrate by design.

Following related strategies, [33] proposed On-Manifold Adversarial Data Augmentation, which attempts to generate challenging examples by following an on-manifold adversarial attack path in the latent space of a generative model. More recently, [34] proposed Augmix, a technique that is build on top of Mixup and provide good results both on uncertainty quantification and robustness. Network Ensembles are another promising line of research [35].

III. MESANGIAL AND PARIETAL PATTERNS

A. The Task

The location within a glomerulus of potential deposits is extremely meaningful during the medical diagnosis. We thus focus on recognizing the two most common and relevant deposit location patterns: mesangial and parietal, shown in Fig. 1. This two distinctive patterns emerge when an antibody gets attached to a precise type of cell inside the glomerulus, respectively mesangial and parietal cells. The two investigated location patterns are not mutually exclusive, each image can present both, only one, or neither of the two. As a matter of fact, the location pattern recognition problem could be treated as two separated binary tasks, or as a single task with four different classes, one for each combination of the predictions of the two location patterns. We consider the fact that there is no theoretical relation between the presence (or absence) of the two patterns and chose to treat this problem as two completely decoupled binary prediction tasks. Moreover, studying the two patterns jointly would introduce the issue of training the CNN...
to recognize that making a wrong prediction over both of the patterns is worse than making a wrong prediction over one pattern, while correctly classifying the other one. This aspect would not be reflected by the most common loss functions employed in the neural network training.

Unlike many other computer vision tasks such as object detection, the analysis of immunofluorescence images requires a specific background and, as proved by a low inter-rater agreement, in many cases it remains ambiguous even for expert practitioners. Indeed, in Section VI we measure the agreement, in many cases it remains ambiguous even for a specific background and, as proved by a low inter-rater detection, the analysis of immunofluorescence images requires employed in the neural network training.

As a matter of fact, binary predictions would be an extremely undermining tool for immunofluorescence image analysis. On the other hand, continuous scores are a good representation of the actual opinion of an expert pathologist. In other words, rigorous likelihood scores are extremely more functional than a plain category assignment, since they can be interpreted by a specialist during the analysis of biopsied tissues. However, as discussed in Section IV, neural networks are a great tool for binary classification but they do not naturally provide accurate likelihood scores.

B. The Dataset

In order to tackle renal biopsy immunofluorescence image analysis, we gathered a dataset composed of histological images of renal biopsies, which were captured on a fluorescence microscope (BX41 with U-RFL-T, Olympus) by a digital camera (XC30, Firmware version 4.0.2, Olympus) controlled by a dedicated software (cellB software, Olympus). The pictures are stored as one channel images with a resolution of 1040 × 772 pixels, in 12 bit uncompressed Tagged Image File Format (TIFF) [36].

Although each image shows deposits on a single glomerulus, annotations are inferred by medical reports, which were given by experts on account of the analysis of several glomeruli obtained through the biopsy. As a result of this label-deduction process, ground truth annotations contain minor inaccuracies. In consideration of the fact that the patterns are not affected in any way by the choice of antibody used during immunofluorescence, images are merged regardless of the antibody employed, leading to a database composed of 10879 samples. The dataset contains many more samples that do not present the investigated patterns (negatives) than samples that do present such patterns (positive), and is therefore imbalanced. Indeed, of the 10879 total images, 3249 exhibit the parietal pattern, 2104 exhibit the mesangial one. A total of 1097 samples exhibit both of the investigated patterns.

In order to consider the two tasks as independent of one another, two different splits of the dataset are created in order to obtain, for each task, a 9479 samples training set, a 500 samples validation set, and a 1000 samples test set. Positive samples are over-represented in the test set, whereas the original proportions are preserved in the validation set.

IV. Probabilistic Framework

Neural networks are function approximators that combine linear and non-linear operations, which are designed to be distributed across modern hardware architectures. The key property of these models is that they make a hierarchical representation of the input, starting from low level features represented in the early layers, to more complex abstract features in the final ones. These features can be then used to take decisions.

In our classification scenario, where the goal is to assign a class label \( t \) to a set of input images \( x \), neural networks are typically trained by maximizing an unbiased stochastic estimate of the likelihood or posterior \( w.r.t. \) a set of parameters \( \theta \) given a set of \( N \) observations \( O = \{(x^i,t^i)\}_{i=1}^N \). In this context, the neural network models a \( k \)-Categorical class conditional probability distribution \( p(t_k|x,\theta) \), where \( k \) is the total number of classes, in this case \( k = 2 \). Once the training criteria is optimized, we recover the optimal parameters \( \hat{\theta} \) and use them to make predictions over new unseen images.

When dealing with unbalanced dataset, it should be noticed that a point-estimate selection of the optimal \( \hat{\theta} \) might lead to an undesired behaviour where the most unrepresented class is ignored, and the CNN just learns to classify all the samples to the most represented class. This can be avoided by subtracting the empirical prior, something which can be done through a weighted cross entropy loss using the inverse prior probability.

To justify this claim we have to consider the Bayes rule, from which we know that

\[
p(t^k|x) \propto p(x|t^k)p(t^k).
\]

Thus, by maximizing \( p(t^k|x) \) we implicitly maximize \( p(x|t^k)p(t^k) \). As a consequence, the cross entropy loss can be scaled by \( 1/p(t^k) \) so that our model learns \( p(x|t^k) \) for each of the classes. This can be viewed as learning the posterior distribution assuming equal prior distributions for all classes. With this approach we force the model to learn a representation of data based on \( x \) and not based on the class proportion.

On the other hand, the key point of using neural networks in the context of medical diagnosis is to assist an expert practitioner towards the final decision, not replace it. Thus, we now discuss how the probabilistic information provided by the neural network can be used to assist an expert practitioner in an optimal manner and how expert knowledge can be combined with the information provided by the model. This will motivate the necessity of having reliable probability distributions.

A. Probabilistic Models For Optimal Decision Making

In critical applications different decisions can have extremely different consequences. For instance, in the medical context, it is different to decide towards action \( \alpha_1: \text{the patient has a disease} \), than towards \( \alpha_2: \text{the patient does not have a disease} \). In the latter, an incorrect diagnosis can have drastic consequences. For that reason, if we are going to use a
probabilistic framework to assist the decision make by an expert practitioner, we must be able to incorporate expert knowledge in the best possible way.

A probabilistic binary classifier decides towards action \( \alpha_i \) by selecting the action that minimizes the Bayes Risk denoted by \( R(\alpha_i|x) \). This rule can be defined in the following way:

\[
R(\alpha_i|x) = \sum_{k=1}^{2} \lambda_{ik} \cdot p(t_k|x, \hat{\theta})
\]

\[
\alpha_i = \text{argmin}_{\alpha} R(\alpha_i|x)
\]  

(2)

where \( \lambda_{ik} \) is the loss incurred when deciding class \( t_i \) if the ground truth is \( t_k \). It is well known that this rule provides optimal performance if our model probability \( p(t|x, \hat{\theta}) \) recovers the data distribution \( p(t|x) \) which, in general, cannot be guaranteed. However, the better our model approximates this distribution, the closer to the optimal error we will be.

In order to illustrate how expert knowledge can be incorporated, we rewrite this rule. We decide \( \alpha_2 \) if:

\[
p(x|t_2) \cdot p(t_2) \cdot \lambda_{12} > p(x|t_1) \cdot p(t_1) \cdot \lambda_{21}
\]  

(3)

where we are assuming that there is no loss associated in correctly classifying a sample, i.e. \( \lambda_{ii} = 0 \). Expert knowledge can now be incorporated through \( \lambda_{ik} \). For example, if the risk of deciding towards action 2 (our patient is sane) is higher than deciding towards class 1 (our patient is not sane), then an expert practitioner can set \( \lambda_{21} \gg \lambda_{12} \). If an automatic system assigns moderated probabilities, but slightly higher for action \( \alpha_2 \), a proper choice of \( \lambda_{ik} \) can change our final decision to be \( \alpha_1 \). This will lead an expert practitioner to perform new medical tests to deeply analyze that particular patient, given that the automatic system, and probably the expert, is not confident enough on the decision to be taken.

Following the previous example, it should be noted that when the probability provided by the model is overconfident the expert knowledge incorporated through \( \lambda_{21} \) could not change the final decision taken, with potential drastic consequences. This means that in critical applications, it is important to provide the correct class as much as to provide a probability distribution that actually reflects the ground truth.

B. Model Calibration

As already introduced, to provide optimal performance we need the model probability \( p(t|x, \hat{\theta}) \) to resemble the true unknown distribution, i.e. we need reliable probability distributions. To analyze this reliability, we need to measure two different concepts: accuracy and calibration [37]. The accuracy reflects if our final choice on the action to take is the correct one, while the calibration measures how informative are the confidence scores used to make these choices.

In a classification scenario, the calibration can be interpreted as the agreement between the probabilities assigned by a model and the distribution that characterizes the data. In other words, if our probabilistic classifier assigns class \( t_1 \) with probability 0.6 to a set of samples, then we expect that 60% of these samples actually belong to class \( t_1 \). If that happens, our model is perfectly calibrated because the confidences provided are reflecting the true proportion of samples in the distribution.

In this work we measure calibration by taking an unbiased estimate of the Expected Calibration Error (ECE). This is done by partitioning the probabilistic space in \( M \) equally spaced bins and then computing the metric:

\[
\text{ECE} = \frac{1}{N} \sum_{m=1}^{M} \left| \frac{B_m}{N} \cdot \text{acc}(B_m) - \text{conf}(B_m) \right|
\]  

(4)

where \( B_m \) represent the set of samples that lie in bin \( m \), \( \text{acc}(B_m) \) and \( \text{conf}(B_m) \) are the accuracy and average confidence of that bin. This metric is basically a weighted average of the intuitive description we have given for calibration. ECE is 0 if the accuracy is equal to the average confidence obtained on the samples contained in every bin. For a wider description see [22], [38].

It is important to remark that the two metrics, calibration and accuracy, are decoupled. This means that we can have perfect calibration and useless accuracy, as for example in a prior classifier. Thus, our model must provide sharp and calibrated probability distribution, i.e. models that correctly classify the data with a reliable confidence. The ideal case would be to classify correctly all the samples assigning them 1.0 confidence, that would be the case of a data distribution totally separable. On the other hand, if the data overlaps, our model must incorporate this uncertainty in the decision by setting adequate final confidences.

In theory, to achieve optimal accuracy and calibration we need to train the model by minimizing a proper scoring rule [39], [35]. Examples of these are the Negative-Log-Likelihood (NLL) or the Brier Score (BS). In our set-up, the CNNs are trained to minimize the NLL theoretically providing good accuracy and calibration performance. However, this is far from being true when using deep CNNs.

C. Convolutional Neural Networks

Convolutional Neural Networks are the current state-of-the-art in computer vision applications. They are designed to provide translation and scale invariance and detect local and global patterns. In this scenario, an input image \( x \) is mapped to a probability distribution over the different classes \( p(t|x, \hat{\theta}) \).

A recent work [22] has shown that state-of-the-art CNN architectures are badly calibrated in general, although they are trained to minimize a proper scoring rule. They show that these models provide overconfident predictions, which means that they assign high confidence without presenting such a high accuracy. Thus, if we want to use a deep CNN to parameterize \( p(t|x, \hat{\theta}) \) we need techniques to calibrate the output, in order to provide optimal decision performance, as discussed above.

In the literature we can find decoupled techniques which take as input the logit or pre-softmax from an already trained CNN to train a re-calibration mapping, or coupled techniques, that aim at directly calibrating the model.

On the other hand, in scenarios where the input distribution configured by the training images is complex, or the number
of training samples is scarce, a common practice is to use pre-trained CNNs. Firstly, the CNN is trained on a complex and large image dataset. In this step, the network learns relevant features that describe images in general. Afterwards, the CNN is fine-tuned with the samples from our training distribution. In other words, instead of training our model starting from a random choice of the parameters, we start from a model that already makes a good representation of images in general.

D. A Baseline for Renal Biopsy Immunofluorescence Images

In order to tackle our two classification tasks, we train several versions of ResNet [40], a state-of-the-art neural network introduced in 2016 that has obtained excellent results on several tasks by means of residual blocks. We further extend the experiments by employing one version of DenseNet [41], which was introduced in 2017 and enhances the concept of residual blocks, and three versions of EfficientNet, which was introduced in 2019 and aims to obtain state-of-the-art results with more shallow and efficient architecture [42]. Moreover, we aim to improve the results obtained by ResNet and DenseNet by introducing a dropout layer [43] right before the last fully connected layer of the neural network, thus improving regularization and avoiding overfitting. We do not add any regularization layer to EfficientNet, given the fact that a dropout layer is already built into the model.

The absence of balance between the positive and negative samples, which is relevant for both tasks, is handled through several techniques. First of all, we perform data augmentation by randomly flipping and rotating input images, which mitigates the need of huge amounts of training samples without altering the semantic content of an image. Moreover, neural networks are pre-trained on ImageNet [44] and then fine-tuned to minimize the weighted Cross-Entropy Loss over renal biopsy images: the loss obtained by each input image is multiplied by a weight inversely proportional to the quantity of samples belonging to the same class in the dataset. Finally, we monitor the F1-score metric and make use of the validation set to apply the early-stopping technique, which ends up forcing the last 40 of the 80 total epochs to be always ignored. During the fine-tuning of every network, the learning rate is initially set to $1^{-5}$ and then adjusted by the Adam optimizer [45].

E. Re-Calibration of Convolutional Neural Networks

Motivated by the observation in [22] we have measured the calibration performance of the trained models. We observed that they are very bad calibrated despite being pre-trained models [27]. For that reason we compare and discuss the performance of two simple yet effective and well-established decoupled calibration techniques [22], [24]. To our knowledge, only [26] has explored the use of re-calibration techniques for real-case scenarios involving Deep CNNs (skin-cancer detection). We build up on this work, exploring the use of re-calibration on a different medical application and proving his effectiveness. To illustrate how both calibration techniques work, consider a dataset $\mathcal{O} = \{(l_i, t_i)\}_{i=1}^N$ where $l_i$ is the logit vector (pre-softmax) computed by taking an input image $x$ and passing it through the already trained CNN.

**Platt Scaling** [24]: platt scaling maximizes the log-likelihood of the conditional distribution $p(t|l, W, b) = \text{softmax}(W \cdot l + b)$ w.r.t a set of parameters $W \in \mathbb{R}^{2 \times 2}$ and $b \in \mathbb{R}^2$ on a validation set.

**Temperature Scaling** [22]: temperature scaling maximizes the log-likelihood of the conditional distribution $p(t|l, T) = \text{softmax}(l/T)$ w.r.t a single parameter $T \in \mathbb{R}$ on a validation set. This parameter is applied to all the elements of the logit vector. This calibration technique does not change the accuracy of the CNN model because the transformation applied is monotonic, the softmax function does not affect the argmax of the probability vector. This is the best property of temperature scaling. The main drawback is that it is a very simple transformation that might not work in complex scenarios. However, as showed in [22] it works well in CNN for image classification.

A good property of both techniques is that, given a dataset, the optimization problem is convex. Thus, as these techniques minimize a proper scoring rule, we are guaranteeing optimal performance in terms of accuracy and calibration on the validation dataset\textsuperscript{1}. Moreover, this optimization is not expensive and can be run in a normal CPU.

V. EXPERIMENTAL RESULTS

Experimental results on the mesangial and parietal pattern recognition tasks are reported in Table I and Table II respectively. For each of the trained neural networks, the reported metrics are accuracy (Acc), precision (Prec), Recall (Rec), F1-Score (F1-S), Area Under the ROC Curve (AUC), and Expected Calibration Error (ECE). Eight different state-of-the-art pre-trained models are employed to solve the classification problem, they all rely on residual blocks and are presented in the first column of the Tables. The second column of the Tables displays the probability of dropping out each CNN unit [43].

The last part of the Tables is divided according to the two different calibration methods applied to the CNNs and described in Section IV-E. For both of them, the impact on the calibration metric ECE is reported. However, the Platt Scaling (PS) re-calibration technique has a negative impact on the final class decision, whereas the Temperature Scaling (TS) technique does not affect the discriminative power of the neural networks. Therefore, classification metrics are reported under the section platt scaling.

Experimental results show that every CNN yields a good classification accuracy on both tasks. Setting the dropout probability to 0.5 usually grants a minor boost in accuracy, although the only noticeable improvement is for DenseNet-121 in Table II, which is the only model providing an accuracy over 80% on parietal pattern recognition. Moreover, all the trained architectures achieve a valuable balance between recall

\textsuperscript{1}In order to make TS convex the logit transformation must be $l \cdot T$, however we follow the same notation from the original authors. In fact with the original notation we can reach $T < 0$ depending on where do we initialize the parameter.
and precision, obtaining positive results in both F1-Score and AUC. The ECE is always enhanced when the temperature scaling method is applied, whereas the Platt scaling approach is unable to yield good results when the model is already fairly calibrated. Moreover, temperature scaling preserves the classification capabilities of the networks, while Platt scaling tends to degrade them. However, both of the techniques are able to calibrate the output of the CNN trained to recognize the parietal pattern. It is remarkable that, although we are using pre-trained models, the baseline results are rather uncalibrated. This is in contrast with the observations in [27].

VI. DISCUSSION

Table III depicts the impact that calibration methods have on the task. The first two columns present images that DenseNet-121, with dropout probability set to 0, does not classify correctly. Differences between calibrated and uncalibrated values confirm that the neural network overconfidence is mitigated, which is undoubtedly helpful in the case of misclassified samples. The last column displays images where the mesangial pattern is correctly recognized by the CNN. Our approach proves to be helpful also in this case, when the neural network does not output a wrong prediction: as the calibrated predicted probability decreases, so does the clarity of the investigated pattern. We asked an expert practitioner to provide likelihood scores of the investigated pattern. The values presented by the human expert in the last column of Table III are very close to the calibrated output values of the CNN: when tested on a significant subset of the dataset, re-calibrating the CNNs output reduced the Mean Absolute Error by ∼5%.

Calibrated values are a plausible representation of the opinion of a wide selection of expert pathologists, with balanced scores and very few errors predicted with high confidence.
TABLE III
Visualization of temperature scaling effectiveness over DenseNet-121 with no dropout for the mesangial pattern recognition task. Each column of images is identified by the CNN prediction with respect to the Ground Truth annotation.

<table>
<thead>
<tr>
<th>GT: yes</th>
<th>Calib</th>
<th>GT: no</th>
<th>Calib</th>
<th>GT: yes</th>
<th>Calib</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pred: no</td>
<td>Uncalib</td>
<td>Pred: yes</td>
<td>Uncalib</td>
<td>Pred: yes</td>
<td>Uncalib</td>
</tr>
<tr>
<td>0.830</td>
<td>0.781</td>
<td>0.781</td>
<td>0.965</td>
<td>0.999</td>
<td></td>
</tr>
<tr>
<td>0.992</td>
<td>0.980</td>
<td>0.980</td>
<td>0.999</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>0.771</td>
<td>0.774</td>
<td>0.774</td>
<td>0.771</td>
<td>0.977</td>
<td></td>
</tr>
<tr>
<td>0.977</td>
<td>0.964</td>
<td>0.964</td>
<td>0.977</td>
<td>0.400</td>
<td></td>
</tr>
<tr>
<td>0.571</td>
<td>0.572</td>
<td>0.572</td>
<td>0.658</td>
<td>0.883</td>
<td></td>
</tr>
<tr>
<td>0.707</td>
<td>0.711</td>
<td>0.711</td>
<td>0.658</td>
<td>0.600</td>
<td></td>
</tr>
<tr>
<td>0.562</td>
<td>0.560</td>
<td>0.560</td>
<td>0.558</td>
<td>0.673</td>
<td></td>
</tr>
<tr>
<td>0.684</td>
<td>0.679</td>
<td>0.679</td>
<td>0.400</td>
<td>0.400</td>
<td></td>
</tr>
</tbody>
</table>

Indeed, Table IV displays Cohen’s kappa coefficients obtained through an inter-rater agreement study conducted among 3 expert pathologists and the ground truth (a fourth expert pathologist), across 40 images. Results clearly demonstrate that different practitioners tend to have diverse opinions on images, with wider uncertainties shown for more ambiguous samples. This outcome stresses once again that, in this sort of environment, delivering calibrated probabilities scores is highly more useful than just providing binary classification results. As a matter of fact, uncalibrated predictions present high probabilities for every input image, regardless of the clarity of the pattern. CNNs overconfidence introduces a wide gap between their output and results obtained by trained practitioners.

VII. CONCLUSION

This paper proposed a stable architecture for the analysis of the renal biopsy immunofluorescence images. State-of-the-art residual CNNs were employed to obtain an accuracy over 80% in the recognition of the two fundamental deposit location patterns: mesangial and parietal. Moreover, by means of the temperature scaling technique, the output of the neural network was exploited to retrieve consistent probability scores for each input image. To the best of our knowledge, this is the first work, alongside [26], that successfully explore the use of temperature scaling in real medical applications.

TABLE IV
Agreement between human evaluators (three different expert pathologists P1, P2, and P3) and ground truth GT calculated for both Mesangial (a) and Parietal (b) patterns using the Cohen’s Kappa.

<table>
<thead>
<tr>
<th>GT</th>
<th>P1</th>
<th>P2</th>
</tr>
</thead>
<tbody>
<tr>
<td>P3</td>
<td>0.50</td>
<td>0.70</td>
</tr>
<tr>
<td>P2</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td>P1</td>
<td>0.80</td>
<td></td>
</tr>
</tbody>
</table>

(a) Mesangial
(b) Parietal

Experimental results display both quantitatively and qualitatively the effectiveness of the proposed method, and provide a insightful visualization of the importance of calibrated probabilities. As a matter of fact, likelihood scores are an accurate representation of an expert opinion, and can thus lead to excellent medical image analysis tools.
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