Performances and robustness of a fluorescent sensor for nearly-neutral pH measurements in healthcare
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Abstract—The capability to measure pH is fundamental in many fields ranging from healthcare and agri-food, to chemistry and industrial applications. In medicine, the possibility of in-line and real-time monitoring critical care analytes such as pH is recognized to provide relevant information for the diagnosis and treatment of a variety of disorders and would be of considerable support for the management of extracorporeal (blood) circulation (ECC). In this paper, we theoretically and experimentally investigate the performances and the robustness of a fluorescent sensor we recently proposed for the in-line and real-time monitoring of blood pH in extracorporeal circulation (ECC). Thanks to the low-cost and biocompatibility, the proposed sensor can be used for the in-line and real-time monitoring of the pH of fluids especially in applications such as healthcare where safe and low-cost disposable are required for all parts in contact with the patient. The reported results demonstrate that the proposed sensor allows achieving significant robustness to unevennesses in the production process of the sensing element.

Index Terms—Ratiometric fluorescent sensor, pH measurement, Biomedical measurement, Healthcare, Extracorporeal circulation (ECC), Hemodialysis, Hemofiltration, Extracorporeal membrane oxygenation (ECMO).

I. INTRODUCTION

In spite of the long history of pH measurement, many problems are still open and new measuring systems are continuously developed to meet measurement needs. Indeed, pH monitoring is fundamental in many fields ranging from medicine and agri-food, to chemistry and industrial applications [1]–[5].

In healthcare, the acid-base status of critically ill patients is often altered, thus blood pH is one of the most important parameters to be monitored in the emergency room, recovery room and intensive care unit. In particular, the possibility of real-time and in-line monitoring blood pH would be of significant support for the management of extracorporeal blood circulation (ECC). ECC includes a set of different medical procedures in which the patient’s blood flows outside the body for therapies such as blood purification or heart and lungs temporary replacement as in cardiac surgery.

Given the interest in blood pH monitoring, many measurement methods and measuring systems have been presented in the literature in the last years i.e. [1], [6]–[14]. However, as discussed in more detail in our recent paper [5], nowadays no measurement method has been able to provide safe, economical, accurate and reliable estimates of pH in the bloodstream to be used routinely during ECC treatments, thus blood pH is generally not monitored during ECC treatments. To overcome all the above limitations, in our recent paper [5], we proposed and described a measuring system composed of a disposable fluorescent sensor and a non-disposable optical-head for the in-line and real-time monitoring of blood-pH in extracorporeal circulation (ECC). In such a paper [5], we described the proposed measuring instrument and measurement method, we report about a preliminary investigation on biocompatibility and, finally, we reported the results obtained by simulating with bovine blood an about 6 h ECC treatment. In this paper, we investigate and describe the performances and the robustness of the proposed sensor to unevennesses in the production process.

As will be demonstrated, such performances and robustness are mainly due to both the measurement method and model and, the developed sensing element. As a result, in the following, section II describes the sensing element, derives the measurement model and, reports the experimental activities carried out for the sensor characterization. The obtained results are reported in section III and conclusions are drawn in section IV.

II. MATERIALS AND METHODS

The following subsections, briefly describe the sensing element (subsection II-A), analyze in detail the measurement model (subsection II-B), and, give a detailed account of the experimental activities carried out to characterize the proposed sensing element (subsection II-C).

A. The sensing element

The proposed sensing element is based on HPTS (8-Hydroxypyrene-1,3,6-trisulfonic acid trisodium salt) an inexpensive and nontoxic ratiometric pH indicator. The fluorophore is fixed to the polymeric substrate by using anion exchange microbeads and a biocompatible polyurethane hydrogel according to the 6-step production process described in our recent paper [5]. An “out of scale” cross-section of the sensing element is shown in Fig. 1. Excluding the polymeric substrate, the cost of the raw materials used for a single sensor is about a tenth of a euro.

B. Measurement model

According to the optical properties of HPTS that will be shown in subsection III-B and the following demonstration,
the pH value can be estimated from the ratio of the fluorescent optical powers emitted by the sensor in small wavelength band around λ<sub>em</sub> ≈ 520 nm while exciting the sensor at wavelengths λ<sub>ex</sub> = 405 nm and λ<sub>ex</sub> = 475 nm, respectively.

The fluorescent radience generated by the sensor is proportional to the excitation power that is absorbed by the fluorophore [15], [16]. Since the sensing element is substantially composed of a monolayer of anion exchange microbeads loaded with HPTS (see Fig. 3), according to Fig. 2 and assuming the sensing element to be illuminated by a monochromatic infinite plane wave with irradiance I<sub>0</sub>(x, y) impinging orthogonally to the surface of the sensor, the overall irradiance absorbed by a small portion of the sensing element having thickness d(x, y) and infinitesimal area dσ can be estimated according to the Beer-Lambert’s law as:

\[
A_0(x, y) - I_T(x, y) = I_0(x, y) \cdot \left[1 - 10^{-A(x, y)}\right],
\]

where \( I_T \) is the irradiance of the beam after crossing the sensor and, A is the (overall) absorbance [17]:

\[
A(\lambda, x, y) \triangleq \log_{10}\left[\frac{I_0(\lambda, x, y)}{I_T(\lambda, x, y)}\right] = \frac{1}{2.303} \ln\left[\frac{I_0(\lambda, x, y)}{I_T(\lambda, x, y)}\right]
= \sum_{i=1}^{N} \epsilon_i(\lambda) \cdot [C_i] \cdot d \cdot DPF + G + A_{sub}(\lambda)
= A_{sens}(\lambda, x, y) + A_{sub}(\lambda, x, y),
\]

where \( \lambda \) is the wavelength, \( N = 3 \) is the number of chromophores — light-absorbing species — composing the sensing element (HPTS, anion exchange microbeads and, polyurethane hydrogel), \( [C_i](x, y) \) and \( \epsilon_i(\lambda) \) are the concentration and the molar absorption coefficient of the \( i^{th} \) chromophore composing the sensor, \( DPF(\lambda, x, y) \) is the differential pathlength factor that takes into account practically extended pathlength due to scattering, \( G(\lambda, x, y) \) represents potential losses due to scattering and, \( A_{sub}(\lambda, x, y) \) and \( A_{sens}(\lambda, x, y) \) represent the absorbances of the polymeric substrate and the sensing element, respectively. In (2) the chromophores concentrations \( [C_i](x, y) \) have been supposed to be uniform throughout the thickness \( d(x, y) \).

It is important to notice that the fluorescent intensity is not due to the overall absorbance of the sensing element \( A_{sens} \), but it is proportional to the excitation power that is absorbed by the fluorophore only:

\[
A_{HP}(\lambda, x, y) = \epsilon_{HP}(\lambda) \cdot [C_{HP}](x, y) \cdot d(x, y) \cdot DPF(x, y),
\]

where \( \epsilon_{HP} \) and \( [C_{HP}] \) are the molar absorption coefficient and the molarity of HPTS, respectively.

Hence, the overall optical power \( P_F \) relative to the fluorescence generated by the sensor in a small bandwidth around the \( \lambda_{em} \) wavelength once it is illuminated (excited) by a beam having a small bandwidth around the wavelength \( \lambda_{ex} \) and irradiance \( I_0 \) is:

\[
P_F = \Phi_e \cdot k \cdot \int_{x, y} I_0(x, y) \cdot \left[1 - e^{-2 \cdot 303 \cdot \lambda_{HP}}(x, y)\right] \, dx \, dy,
\]

where \( \Phi_e(\lambda_{em}, \lambda_{em}, \rho H) \) is the fluorescence quantum yield — the ratio of photons emitted at \( \lambda_{em} \) through fluorescence to photons absorbed at \( \lambda_{ex} \), \( k(\lambda_{ex}, \lambda_{em}) \) is a constant that takes into account the different energies of photons at \( \lambda_{ex} \) and \( \lambda_{em} \).

Expanding in series the exponential in (4) and keeping only the zero and first-order terms, (4) becomes:

\[
P_F \approx \Phi_e \cdot k \cdot \int_{x, y} I_0(x, y) \cdot 2 \cdot 303 \cdot A_{HP}(x, y) \, dx \, dy.
\]

As a result, the ratio between the overall optical powers \( P_{F-2} \) and \( P_{F-1} \) emitted at the emission wavelength \( \lambda_{em} \) once the sensor is respectively excited at the wavelengths \( \lambda_{ex-2} \) and \( \lambda_{ex-1} \) is substantially insensitive to changes in sensor thickness and fluorophore concentration:

\[
\frac{P_{F-2}}{P_{F-1}} = \frac{\Phi_{E-2} \cdot k_2 \cdot \epsilon_{HP}(\lambda_{ex-2}) \cdot I_0(\lambda_{ex-2})}{\Phi_{E-1} \cdot k_1 \cdot \epsilon_{HP}(\lambda_{ex-1}) \cdot I_0(\lambda_{ex-1})} = \frac{\Phi_{E-2} \cdot k_2 \cdot \epsilon_{HP}(\lambda_{ex-2}) \cdot P_{sens}(\lambda_{ex-2})}{\Phi_{E-1} \cdot k_1 \cdot \epsilon_{HP}(\lambda_{ex-1}) \cdot P_{sens}(\lambda_{ex-1})},
\]

where \( \Phi_{E-2} = \Phi_e(\lambda_{ex-2}, \lambda_{em}), \Phi_{E-1} = \Phi_e(\lambda_{ex-1}, \lambda_{em}), k_2 = k(\lambda_{ex-2}, \lambda_{em}), k_1 = k(\lambda_{ex-1}, \lambda_{em}) \) and, \( P_{sens} \) is the overall excitation optical power equal to the product between the \( I_0 \) irradiance and the sensor area in the \((x, y)\) plane. Equation (7) has been obtained assuming that the scattering coefficient varies little between \( \lambda_{ex-1} \) and \( \lambda_{ex-2} \). Indeed, the \( DPF \) is due by both the concentration and the scattering coefficient of the scatterers. Since the scatterers are the same both for \( \lambda_{ex-1} \) and \( \lambda_{ex-2} \) and, the two wavelengths are not very far apart, we
approximated \( DPF(\lambda_{ex-1}, x, y) \approx DPF(\lambda_{ex-2}, x, y) \).

For pH-sensitive ratiometric fluorophores such as HPTS, \( \Phi_{E-1}, \Phi_{E-2}, \epsilon_{HP}(\lambda_{ex-1}) \) and, \( \epsilon_{HP}(\lambda_{ex-2}) \) are known to vary as a function of the pH. Therefore, from (7) it is evident that the ratio between the fluorescent powers emitted by the sensing elements depends on both the pH and, the irradiances \( I_0(\lambda_{ex-1}) \) and \( I_0(\lambda_{ex-2}) \). As a result, it is important to monitor and compensate potential drift of the excitation powers.

C. Sensor characterization

Sensor characterization has been aimed at investigating the performances and robustness of the proposed sensor and measurement method to unevennesses in the production of the sensors. The properties of the fluorescent sensing element have been investigated by analyzing and comparing the performances of \( N_s = 6 \) sensors produced following the procedure previously described in subsection II-A and using a 6-wells multi-well plate (model 657160 by Greiner) as substrate. A picture of the sensors is shown in Fig. 3.

Fig. 3. Picture of the \( N_s = 6 \) sensors produced following the procedure described in subsection II-A and using a 6-wells multi-well plate (model 657160 by Greiner) as substrate. The zoom shows the anion exchange microbeads “loaded” with HPTS and fixed to the substrate by the polyurethane hydrogel (microbeads sizes declared by the manufacturer: [200, 400] mesh).

Sensors have been investigated by analyzing the absorbance and fluorescence spectra as a function of the pH of the medium — the measurand. To modify the pH, wells were filled with 5 ml phosphate-buffered saline (PBS) solutions at different pH. The pH of the PBS solutions was estimated by using a pH electrode (model HI9125, Hanna). PBS has been preferred to blood since blood-pH is known to vary with the blood-pCO2. Hence, blood-pH would have varied over time due to exposure to air, giving rise to a relevant uncertainty on the pH value of the sample.

Then, spectral absorbance and fluorescence were analyzed by using a Multimode Plate Reader (MPR, model EnSpire 2300 by PerkinElmer). In particular, as shown in Fig. 4, the absorbance has been investigated by measuring the attenuation of the light beam traversing the layered structure realized by the substrate, the sensor and, the PBS. On the other hand, the fluorescence has been investigated by exciting the sensor and measuring the fluorescence from the bottom of the well. \( I_f \) is the fluorescence irradiance, \( d_s \) and \( d_{PBS} \) are the (mean) thicknesses of the sensor and the PBS layer, respectively.

1) Substrate absorbances and inter-sensors uniformity:

Absorbance spectra have been investigated by using the MPR previously described and modifying the pH of the PBS solution filling each well. It is important to notice that absorbance spectra allow to both investigate the optical properties of the fluorescent sensor and, to investigate the inter-sensors uniformity. Indeed, according to (2), the overall absorbance \( A \) of a monochromatic and collimated light beam of irradiance \( I_0 \) traversing the three-layer structure realized by the substrate, the sensor and the PBS can be estimated according to the Beer-Lambert’s law as:

\[
A = A_{sub} + A_{sens} + A_{PBS}, \tag{8}
\]

where, \( A_{sub}, A_{sens} \) and \( A_{PBS} \) are the absorbances of the substrate, the sensor and the PBS. According to subsection II-A, the sensing element is composed of 3 chromophores, namely the HPTS, the hydrogel and, anion exchange microbeads. Since the molar absorption coefficient of HPTS \( \epsilon_{HP} \) is known to vary as a function of the pH, while the others quantities basically do not, it is possible to define the following quantity:

\[
\gamma(\lambda, pH_1, pH_2) = A(\lambda, pH_2) - A(\lambda, pH_1) \\
\approx [C_{HP} \cdot d_s \cdot DPF \cdot \Delta \epsilon_{HP}(\lambda, pH_1, pH_2)], \tag{9}
\]

where \([C_{HP}]\) is the (mean) concentration of the fluorophore (HPTS), \( d_s \) is the (mean) thickness of the sensing element, \( DPF \) is the (mean) differential pathlength factor that takes into account potential scattering, and

\[
\Delta \epsilon_{HP}(\lambda, pH_1, pH_2) = \epsilon_{HP}(\lambda, pH_2) - \epsilon_{HP}(\lambda, pH_1). \tag{10}
\]
In (9) the variation in PBS thickness has been neglected as the thickness of the sensing element is negligible compared to that of PBS. Since $\Delta C_{\text{HPTS}}$ is a property of HPTS, thus the same for all the 6 sensors, differences between the $\gamma$ values obtained from the absorbances of the 6 sensors reveal differences in the HPTS concentrations $[C_{\text{HPTS}}]$, thicknesses $d_s$ and/or scattering ($DPF$) between the sensors. Thus, inter-sensors uniformity has been investigated analyzing

$$\Delta \gamma(\lambda, pH_1, pH_2) = \frac{\gamma(\lambda, pH_1, pH_2) - \gamma_{\text{mean}}(\lambda, pH_1, pH_2)}{\gamma_{\text{mean}}(\lambda, pH_1, pH_2)},$$

and

$$s_\gamma = \sqrt{\frac{1}{N_s - 1} \sum_{i=1}^{N_s} \left[ \frac{\gamma(i) - \gamma_{\text{mean}}}{\gamma_{\text{mean}}} \right]^2 \left( \gamma_{\text{mean}} \right)^{-1}},$$

where $\gamma(\lambda, pH_1, pH_2)$ is the relative experimental standard deviation, $\gamma(i)$ is the $i$th mean value obtained from one of the $N_s = 6$ sensors. Equation (11) has been divided by $\gamma_{\text{mean}}$ so that to remove the contribution of $\Delta C_{\text{HPTS}}$, thus providing an estimate of how much the current sensor differs in percentage from the “average sensor” in terms of fluorophore concentration, thickness and, scatterers.

2) **Substrate fluorescence and calibration curve**: As previously shown in Fig. 4, for each sensor the fluorescence has been investigated by using the MPR, and exciting and measuring the sensor from the bottom of the well. It is important to notice that the spectra provided by spectrofluorimeters are automatically rescaled by the excitation power used by the spectrofluorimeter to obtain the fluorescence signal. Thus, the fluorescence spectra provided by the Multimode Plate Reader at $\lambda_{ex} - 1$ and $\lambda_{ex} - 2$ are corrected with respect to variation of $P_{\text{em}}$ in (7). Then, unevennesses in the fluorescence signals generated by the various sensors have been investigated similarly to what was done for the analysis of the absorbance spectra. Hence, for each of the $N_s = 6$ sensors we estimated:

$$\Delta P(i, \lambda_{\text{em}}, \lambda_{ex}, pH) = \frac{P(i) - P_{\text{mean}}}{P_{\text{mean}}},$$

and

$$s_P = \sqrt{\frac{1}{N_s - 1} \sum_{i=1}^{N_s} \left[ \frac{P(i) - P_{\text{mean}}}{P_{\text{mean}}} \right]^2 \left( P_{\text{mean}} \right)^{-1}},$$

where $\lambda_{\text{em}}$ and $\lambda_{ex}$ are the emission and excitation wavelengths, $P(i, \lambda_{\text{em}}, \lambda_{ex}, pH)$ is the fluorescence optical power recorded from the $i$th sensor and, $P_{\text{mean}}(\lambda_{\text{em}}, \lambda_{ex}, pH)$ are the mean and the relative experimental standard deviation of the $P$ recorded from the $N_s = 6$ sensors.

Moreover, according to subsection II-B, from the analysis of the fluorescence spectrum, it is possible to estimate the pH of the solution. Thus, in accordance with (7), for each of the 6 sensors we estimate the ratios $R$:

$$R(i, pH) = \frac{P(i, \lambda_{\text{em}}, \lambda_{ex-2}, pH)}{P(i, \lambda_{\text{em}}, \lambda_{ex-1}, pH)},$$

and the sigmoid obtained as a function of the pH. Then, the calibration function $pH_{\text{est}}(R)$ has been estimated by reversing such sigmoid function as described in subsection III-B.

3) **Sensitivity and $pK_a$**: The $pK_a$ of the fluorophore defines the sensitivity and the measuring interval of the sensor [18]. Thus, it is important to know and match the $pK_a$ of the indicator to the pH of the measurand [18]. $pK_a$ of HPTS is known in the literature e.g. $pK_a \approx 7.30$ in 0.066 M phosphate buffers at 22 °C [18]. However, $pK_a$ depends on several quantities such as the ionic strength, and the dielectric constant of the surrounding medium [19]. Hence, it is important to determine the $pK_a$ of HPTS once incorporated in the polyeurethane hydrogel and anion exchange microbeads.

The $pK_a$ of the sensor in PBS has been estimated as the pH value for which the second-order derivative of the $R$ values as a function of the pH of the medium is equal to zero — the inflection point [19]:

$$pK_a = pH : \frac{\partial^2 R}{\partial pH^2} = 0 .$$

Then, the sensitivity $\eta$ of the sensor has been investigated as the derivative of the $R$ values as a function of the pH of the medium:

$$\eta = \frac{\partial R}{\partial pH} .$$

### III. Results

#### A. Substrate absorbances and inter-sensors uniformity

As an example, Fig. 5 shows the absorbance spectra obtained from one of the $N_s = 6$ sensors realized using the multi-well plate as described in subsection II-A.

According to subsection II-C, inter-sensors uniformity has been investigated analyzing the $\gamma$ parameter defined in (9). Fig. 6 shows the $\Delta \gamma$ values obtained from the $N_s = 6$ sensors considering $pH_1 = 4.11$ and $pH_2 = 9.50$ pH. As shown in Fig. 6, the $\Delta \gamma$ obtained by the “handmade” sensors revealed significant differences. Thus, according to (11), sensors have significant differences in terms of HPTS concentrations $[C_{\text{HPTS}}]$, thicknesses $d_s$ and/or scattering ($DPF$). Indeed, according to (12) we obtained $s_\gamma \approx 40\%$ for $\lambda = 408$ nm and $s_\gamma \approx 38\%$ for $\lambda = 464$ nm (the two peak wavelengths in the absorbance spectra). Nevertheless, thanks to the use of a ratiometric fluorophore, the sensors have almost the same ratio $R$ as it will be shown in subsection III-B.

#### B. Substrate fluorescence and calibration curve

As an example, Fig. 7 shows the fluorescence spectra obtained from one of the $N_s = 6$ sensors realized using the multi-well plate as described in subsection II-A.

Fig. 8 and 9 show the $\Delta P$ and $s_P$ values obtained by analyzing the $N_s = 6$ sensors according to (13) and (14). According to the results obtained by analyzing the absorbance spectra and previously shown in Fig. 6, also the results relative to fluorescence spectra shown in Fig. 8 and 9 reveal significant inter-sensors differences. Despite the significant inter-sensors differences shown in Fig. 6, 8, and 9, the ratiometric analysis described in (15)
allows to greatly limit the negative effects due to such intersensors differences. Fig. 10 shows the mean R values and the respective experimental standard deviations of the mean \( s_{R-mean} = s_R / \sqrt{N_s} \) obtained from the sensors changing the pH of the PBS solutions filling the wells:

\[
R_{mean}(\text{pH}) = \frac{1}{N_s} \sum_{i=1}^{N_s} R(i, \text{pH}) , \\

s_R(\text{pH}) = \sqrt{ \frac{1}{N_s - 1} \sum_{i=1}^{N_s} [R(i) - R_{mean}]^2 } ,
\]

where \( R(i, \text{pH}) \) is the \( i^{th} \) R value obtained from the \( i^{th} \)-sensor. In particular, according to (15), each \( R(i, \text{pH}) \) has been obtained exciting the sensing element at \( \lambda_{ex-1} = 405 \text{ nm} \) and \( \lambda_{ex-2} = 475 \text{ nm} \) and, recording the fluorescence power \( P \) emitted in the band \( \lambda_{em} = [515, 525] \text{ nm} \). Fig. 12 shows the relative experimental standard deviations \( (s_R / R_{mean}) \) of the \( R \) values obtained from the \( N_s = 6 \) sensors.

As previously described in subsection II-C, the ratio \( R \) allows estimating the pH of the solution. The function obtained by reversing the sigmoid shown in Fig. 10 is:

\[
\text{pH} = \alpha_3 - \log_{10} \left( \frac{\alpha_2 - \alpha_1}{R - \alpha_1} - 1 \right) \cdot \alpha_4^{-1} ,
\]

where \( \alpha_1 = 6.5 \cdot 10^{-3} \), \( \alpha_2 = 1.867 \), \( \alpha_3 = 6.920 \) and, \( \alpha_4 = 0.635 \). Note that (19) has real solutions only for \( \alpha_1 < R < \alpha_2 \). Therefore, given the limited sensitivity that would be obtained for pH values at the ends of the sigmoid and the interest in nearly-neutral pH, we have defined the calibration function as follows:

\[
\text{pH}_{est} = f(R) = \alpha_3 - \log_{10} \left( \frac{\alpha_2 - \alpha_1}{R - \alpha_1} - 1 \right) \cdot \alpha_4^{-1} \iff R_{min} < R < R_{max} ,
\]

\[
10 \iff R \geq R_{max} \\
4 \iff R \leq R_{min} ,
\]

where \( R_{min} = 32.17 \cdot 10^3 \) and \( R_{max} = 1.8469 \). By applying (20) to the experimental \( R \) values it is possible to estimate both the relative errors

\[
e(i, \text{pH}) = \frac{\text{pH} - \text{pH}_{est}(i, \text{pH})}{\text{pH}_{est-mean}(\text{pH})} ,
\]

and, the relative experimental standard deviations \( s_{\text{pH-est}} \) of the \( \text{pH}_{est} \) values:

\[
s^2_{\text{pH-est}}(\text{pH}) = \frac{\sum_{i=1}^{N_s} [\text{pH}_{est}(i, \text{pH}) - \text{pH}_{est-mean}(\text{pH})]^2}{(N_s - 1) \cdot [\text{pH}_{est-mean}(\text{pH})]^2} ,
\]

where \( \text{pH}_{est}(i, \text{pH}) \) is the estimate obtained from the \( i^{th} \)-sensor at pH and \( \text{pH}_{est-mean}(\text{pH}) \) is the mean. The obtained results are shown in Fig. 11 and 12.

Note that, since Fig. 6 gives an idea of how much the 6 sensors differ from the “average sensor” in terms of fluorophore concentration, thickness and, scatterers (see subsection II-C), while Fig. 11 and 12 show the percentage errors and the relative experimental standard deviations obtained by using the same calibration function for all the 6 sensors, by comparing Fig. 6, 11 and, 12, it is possible to obtain a visual estimate of the “robustness” of the ratiometric method to unevenness in the production process.

C. Sensitivity and \( pK_a \)

Fig. 13 and 14 show the \( \eta \) and \( \partial^2 R / \partial^2 \text{pH} \) values obtained from the sigmoid function shown in Fig. 10. As expected, the \( pK_a \) obtained in Fig. 14 is equal to the \( \alpha_3 \) obtained in (19). As shown in Fig. 10, 13 and 14, the measuring interval is about \([4, 10]\) pH and the maximum sensitivity is achieved for nearly-neutral pH values where \( \eta \approx 0.7 \text{ pH}^{-1} \). Thus, the maximum sensitivity in PBS at 27 °C is achieved for a pH value slightly different from the physiological pH value of the blood — \( \approx [7.35, 7.45] \) pH.
Fig. 7. Fluorescence spectra obtained exciting the sensor at various $\lambda$ and measuring the relative fluorescence power $P$ emitted at $\lambda_{\text{em}} = 520$ nm. Measurements have been performed varying the pH of the solution filling the well (PBS solution 1X, at 27 °C). $\text{pH} = 4.11$ (○), $\text{pH} = 5.11$ (△), $\text{pH} = 6.13$ (◇), $\text{pH} = 7.10$ (◇), $\text{pH} = 7.50$ (◇), $\text{pH} = 8.00$ (◇), $\text{pH} = 8.58$ (◇) and, $\text{pH} = 9.50$ (◇).

Fig. 8. $\Delta P$ values obtained from the $N_s = 6$ sensors (PBS solution 1X, at 27 °C). The reported values have been obtained according to (13) and analyzing the two peaks in Fig. 7. In particular, (○) and (◇) have been obtained by analyzing the fluorescence of the $N_s = 6$ sensors at $\lambda \approx 405$ nm and $\lambda \approx 475$ nm, respectively.

IV. DISCUSSIONS AND CONCLUSIONS

The acid-base status of critically ill patients is often altered, hence blood pH is one of the most important parameters to be monitored. As an example, as previously introduced, the possibility of in-line and real-time monitoring blood pH would be of considerable support for the management of ECC. However, nowadays no measurement method has been able to provide safe, economical, accurate and reliable estimates of pH in the bloodstream to be used routinely during ECC treatments [5], thus blood pH is generally not monitored during such treatments.

To overcome such a limitation, in our recent paper [5] we propose a measuring system composed of a disposable fluorescent sensing element and a non-disposable optical-head aimed at the contactless reading of the sensor. Indeed, optical techniques offer an extremely interesting measurement principle for the in-line and real-time monitoring of blood
In this paper, we theoretically and experimentally investigate the performances of the sensing element introduced in our recent paper [5]. According to the results reported in such a paper [5], the sensing element is both safe for the patient — preliminary tests performed according to ISO 10993-1:2018 revealed no biological hazards — and, capable of in-line and real-time measure the blood-pH in ECC — a 6 hours ECC treatment simulated using bovine blood revealed a maximum deviation with respect to the reference measuring instrument of about 0.01 pH while blood-pH was repeatedly varied in the range [6.95, 7.45] pH. In this paper, we mainly focus our attention on the analysis of the robustness of the sensor to unevenness in the production process. According to the reported results, the proposed measurement method and sensor are robust with respect to non-uniformity of the production process. Indeed, despite the sensors revealed composition differences of up to 60% (Fig. 6 and 8), the $R$ parameter showed variations of a few percentage points (Fig. 12). Such $R$ variations give rise to very limited variations in the estimates of the pH values. In fact, as shown in Fig. 12, the obtained relative experimental standard deviations of the $pH_{est}$ values were generally of the order of a few percentage points and, below 1% in the nearly-neutral region.

Note that, according to (5), to fully exploit the robustness of ratiometric fluorophores to variations of the concentration of the fluorophores $[C_{HP}]_0(x, y)$ and thickness $d(x, y)$ of the sensing element, the irradiance $I_0(x, y)$ of the exciting beams must be uniform — $I_0(x, y) = I_0$. Similarly, uniform concentration of the fluorophores and thickness results in a sensors robustness to uneven irradiance $I_0(x, y)$.

Concluding, the proposed sensing element offers the possibility to transform polymeric tubes and containers into sensors that can be read contactless from outside, offering robust in-line and real-time monitoring of the pH of the inside fluid. Thanks also to the low-cost and biocompatibility [5], the proposed sensor can be used for the monitoring of the pH of fluids especially in applications such as healthcare where safe and low-cost disposable are required for all parts in contact with the patient. Hence, it may allow supporting the many healthcare applications from the emergency room to the recovery room and the intensive care where it is important to monitor the altered acid-base status of critically ill patients.
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