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Abstract
Electron interferometers based on Hall edge states (ESs) proved to be robust demonstrators of the coherent quantum dynamics of carriers. Several proposals to expose their capability to build and control quantum entanglement and to exploit them as building block for quantum computing devices has been presented. Here, we review the time-dependent numerical modeling of Hall interferometers operating at the single-carrier level at integer filling factor (FF). By defining the qubit state either as the spatial localization (at FF 1) or the Landau index (at FF 2) of a single carrier propagating in the ES, we show how a generic one-qubit rotation can be realized. By a proper design of the two-dimensional electron gas potential landscape, an entangling two-qubit gate can be implemented by exploiting Coulomb interaction, thus realizing a universal set of quantum gates. We also assess how the shape of the edge confining potential affects the visibility of the quantum transformations.
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1. Introduction

Devices based on coherent carrier transport in semiconductor nanostructures play a strategic role in the quest for viable systems able to process quantum information, due to their intrinsic scalability and integrability with conventional electronics. This approach is usually termed flying-qubit quantum computation [1, 2], as the quantum bit of information is encoded in the carrier state, which propagates along the device to interact with other qubits.

However, carrier states in nanostructured semiconductors, as quantum wires or quantum dots, proved to be highly vulnerable to decoherence. A possible solution consists in encoding the qubit in a topologically-protected state, immune to decoherence, at least in an ideal system. Edge states (ESs) of a semiconductor subject to a magnetic field, thus operating in the quantum Hall regime, are a stereotypical example of topologically protected states, and function as ideal quasi-1D transport channels where electrons propagate protected from several types of scattering processes [3].

If ESs are able to guarantee the degree of quantum coherence needed for the serial operation of several quantum gates, is still an open question. The first attempts to measure the coherence length of electrons in edge channels were based on quantum dots in the integer quantum Hall (IQH) regime [4], coupled to a source and a drain lead by consecutive narrow constrictions forming two quantum point contacts (QPCs). Two ESs form two closed loop channels inside the dot, one of which is separated in a transmitted and a reflected path by each QPC. As a consequence, in this kind of device, electrons can tunnel through two QPCs from the source to the drain, while inside the quantum dot the path of the outer ES can be closed in a loop and isolated to define confined states. Magnetically-driven Aharonov–Bohm (AB) oscillations in the resistance thus arise as an effect of the electron self-interference. However, these are affected by the interplay with...
Coulomb-blockade effects [5] or energy averaging due to thermal smearing [4]. The first clear measurement of the electron coherence length in edge channels was reported in [6], based on an electron Mach–Zehnder interferometer (MZI) operating at bulk filling factor (FF) 2. Differently from the quantum dot setup, in the latter device the path of the two interfering edge channels could be tuned by top gates, and the path mismatch could be reduced to zero to avoid thermal smearing. By assessing the visibility of the electronic MZI, which is related to the coherence length, a result of 20 μm was obtained for a device temperature of 20 mK.

Earliest experimental implementations of these devices rely upon the injection of stationary currents [7, 8], so that the numerical characterization of the electron dynamics in ESs is generally afforded through scattering states. However, the realization of quantum logic gates able to process the information encoded in a single particle has been made possible thanks to the recent availability of single-electron sources and new excitation techniques, that allow for injecting localized wave packets inside ESs [9, 10]. Numerical models able to account for electron localization in a dynamical framework are therefore fundamental for a proper modeling of such devices.

The coherence of ES channels enables quantum optics experiments where electrons play the analogous role of single photons emitted in an optical medium [11]. The major differences are the Pauli exclusion principle, that allows a highly controlled autocorrelation and noise-free stream of electrons, and the strong coulomb interaction that favours phase manipulation and the control of entanglement strength in few-electron implementations. The controlled emission of single-electron excitations constitutes also an important tool for the study of exotic statistics, as for anyons in the fractional quantum Hall effect [12], to probe interactions in 1D systems by time of flight measurements, as for charge fractionalization in the IQH regime [13], and possibly to realize ultra-fast quantum nanoelectronics.

Here, we review recent proposals for the realization of quantum gates with ESs in the Hall regime at integer FF and results showing the capability of controlling the occupation of ESs up to the level of single carriers [14]. Time-dependent simulations of single-carrier interferometers based on III–V materials indicate the viability of this flying qubit approach, constituting a substantial improvement with respect to earlier proposals based on ballistic electrons in coupled quantum wires [1, 2, 15–21]. Specifically, two different proposals will be illustrated, operating at FF 1 and 2, with the qubit defined as either the ES occupancy or the Landau level (LL) of the electron, respectively. We will show that the geometry at FF 2 favors the miniaturization of the device and a higher visibility. It also solves the intrinsic non-scalability problem of the first Hall interferometers, thus allowing their concatenation in many-qubit architectures. By resorting to this geometry, we will indeed describe and simulate devices with two interacting electrons, that are able to manipulate two-electron states for quantum information protocols [22, 23]. These can be exploited, in principle, to measure the indistinguishability of particles generated from different sources [24] or to devise quantum computation logic gates based on entangled qubits, as for superconducting Cooper pairs [25] or in micromaser set-ups [26].

This work is organized as follows. Section 2 describes the general notation for the quantum transformations used in the following. Section 3 drafts the basic theory of quantum Hall ESs and introduces the form of the localized wave packets (WPs) used as initial condition for the time-dependent numerical simulations. In section 4, the modeling of quantum interferometers based on Hall ESs is presented, with a specific focus on the functioning of the beam splitters (BSs). In section 5, the numerical method is described, and the numerical results of the single-carrier dynamics are rationalized. Section 6 describes the two-particle dynamics with an exact simulation of the Pauli dip in an electronic Hong-Ou-Mandel interferometer. Finally, conclusions are drawn in section 7.

2. Quantum gates with flying qubits

This section is devoted to a short description of basic principles and notation of quantum computing and to the introduction of the matrix representation of quantum logic gates. In particular, we are interested in the so-called charge flying qubits model [27–29], where the elementary bits of quantum information (the qubit) move synchronously along pre-determined paths and undergo single-qubit operations or, through an effective mutual interaction, two-qubit transformations. Although the notation is general in the framework of quantum information processing, we will refer to our system of interest, with the qubit represented by a single carrier moving along one or a couple of ESs. Furthermore, we will limit our description to quantum gates that will be numerically modeled in the next sections.

The interest in quantum information theory is currently an exceptionally fertile research topics, with several branches like quantum algorithms, quantum cryptography, quantum communication, quantum teleportation [30] and, finally, quantum computation. Indeed, the latter topic represents the holy grail of quantum information processing, since the realization of a robust, affordable and scalable architecture able to implement universal quantum computation would have an impact on society that is difficult to overestimate.

At the present time, two different technology platforms have demonstrated the clear capability to achieve multi-qubit operation in a controlled and possibly scalable way. They are based on a fully connected trapped-ion network [31] and on superconducting charge qubits [32]. However, the quest for alternative approaches is still very active, especially in the field of semiconductor nanoelectronics, including devices based on commercial CMOS technology [33]. The system analyzed in this work, namely flying qubits encoded by the states of carriers propagating in ESs, seems a promising candidate due to its robustness against decoherence and its integrability with traditional semiconductor technology.

The two possible states of a qubit, namely |0⟩ and |1⟩, are the standard basis on which the single-qubit gates are represented. A general transformation of one qubit is indicated by a
rotation matrix of the SU(2) group, i.e. 
\[
U(\alpha, \beta, \theta) = \begin{pmatrix}
e^{i\alpha/2 + \beta/2} \cos(\theta/2) & e^{i(-\alpha/2 + \beta/2)} \sin(\theta/2) \\
e^{-i\alpha/2 + \beta/2} \sin(\theta/2) & e^{i(-\alpha/2 + \beta/2)} \cos(\theta/2)
\end{pmatrix},
\]
(1)
where \(\alpha, \beta, \theta\) are three real numbers representing three rotation angles around two orthogonal axes of the corresponding pseudo-spin state. Any transformation \(U\) can be obtained using two of the three basic rotations:
\[
R_x(\theta) = \begin{pmatrix}
\cos(\theta/2) & i \sin(\theta/2) \\
i \sin(\theta/2) & \cos(\theta/2)
\end{pmatrix},
\]
(2)
around the X axis,
\[
R_y(\theta) = \begin{pmatrix}
\cos(\theta/2) & \sin(\theta/2) \\
-\sin(\theta/2) & \cos(\theta/2)
\end{pmatrix},
\]
(3)
around the Y axis, and
\[
R_z(\theta) = \begin{pmatrix}
e^{i\theta/2} & 0 \\
0 & e^{-i\theta/2}
\end{pmatrix},
\]
(4)
around Z axis. For this reason, in order to design an architecture able to implement any single-qubit transformation (in turn, needed for a universal set of quantum gates), the proposed platform based on ESs must be able to realize two of the above transformations. In particular, the generic transformation \(U\) will be obtained using only \(R_x\) and \(R_z\), according to
\[
U(\alpha, \beta, \theta) = R_z(\alpha)R_x(\theta)R_z(\beta).
\]
(5)
In order to complete a universal set of quantum gates, a two-qubit transformation able to entangle qubits is necessary. We consider a two-qubit conditional phase shifter. This gate adds a phase factor \(e^{\gamma}\) to a given component of the two-qubit state, namely, to the state \([11]\):
\[
c_{11}[00] + c_{01}[01] + c_{10}[10] + c_{11}[11] \\
\rightarrow c_{11}[00] + c_{01}[01] + c_{10}[10] + e^{\gamma}c_{11}[11].
\]
For any value of the angle \(\gamma\), not equal to an integer multiple of \(\pi\), we have a transformation that, together with the one-qubit gates \(U\), form a universal set.

On the lexicographically ordered basis \(([00], [01], [10], [11])\), the matrix representation of the conditional phase shifter is:
\[
T(\gamma) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & e^{\gamma}
\end{pmatrix}.
\]
(6)
The transformation \(T\), acting on the two-qubit state, creates quantum entanglement between the two qubits, leading in general to a non-separable state. However, \(T\) does not change the relative weight of the four states. Thus, in order to detect the quantum entanglement, that is the basic resource for quantum computation, a composite transformation must be implemented, able to alter the detection probability of the states and, eventually, to create maximally entangled Bell’s states, as, for example, a ’controlled NOT’ [28].

A quantitative estimation of quantum entanglement generated by quantum gates can be obtained by computing the entanglement entropy. Indeed, while the dynamical properties of multi-partite entanglement [34], possibly affected by noise and a magnetic field [35–40], are still debated in literature, the bipartite entanglement of a pure state can be univocally assessed [41–43]. Considering the density matrix \(\rho\) of the pure bipartite state, with subsystems \(A\) and \(B\), the entanglement \(S\) is obtained as the von Neumann entropy of either \(\rho_A\) or \(\rho_B\), with \(\rho_A\) (\(\rho_B\)) being the reduced density matrix of the subsystem \(A(B)\): 
\[
S = -\text{Tr}(\rho_A \log \rho_A),
\]
where \(\text{Tr}\) is the trace operation.

3. Charge transport in quantum-Hall ESs

3.1. ESs of a two-dimensional electron gas (2DEG) hosted by a semiconductor quantum well

Non-interacting electrons with effective mass \(m^*\) and charge \(-e\) subject to a magnetic field \(B\) are described by the Hamiltonian \((p + eA)^2/(2m^*)\), where \(p\) is the momentum and \(A\) is the magnetic vector potential. If they are confined in a narrow semiconductor quantum well, they form a 2DEG whose dynamics in the direction perpendicular to the quantum well can be neglected in the limit of large energy level spacing of the well. Thus, the dynamics is two-dimensional, in a \(xy\) plane, and considering \(B = (0, 0, B)\) applied along the \(z\) direction, the single-electron eigenstates are the well-known LLs with eigenenergies \(\epsilon_n = (n + \frac{1}{2}) B|\omega_c|\), where \(\omega_c = -eB/m^*\) is the cyclotron frequency and \(n = 0, 1, 2,\ldots\) The above system is used to expose the quantum Hall effect [44], possibly the most celebrated consequence of magnetic quantization.

To derive the concept of Hall ESs and to set some definitions needed in the following sections, we follow the approach presented in [45]. Let us add an external confining potential \(V_{ext}(x)\) to the 2DEG system, function of the \(x\) coordinate alone, and choose the Landau gauge with magnetic vector potential \(A = (0, B_x, 0)\), where \(B\) is the constant modulus of the magnetic field. The Hamiltonian reads:
\[
\hat{H} = \frac{1}{2m^*}(-i\hbar \nabla + eA)^2 + V_{ext}(x)
\]
\[
= \frac{1}{2m^*} \left(-\hbar^2 \frac{\partial^2}{\partial x^2} + \left(-\hbar^2 \frac{\partial^2}{\partial y^2} - 2i\hbar B_x \frac{\partial}{\partial y}\right) + e^2B^2x^2\right) + V_{ext}(x).
\]
(7)
Since the operator \(\hat{P}_z = -i\hbar \partial_x\) commutes with \(\hat{H}\), the corresponding eigenstates with wave vector \(k\) (eigenvalue of \(\hat{P}_z\)) and Landau index \(n\) can be written in the form
\[
\Phi_n(x, y) = \varphi_n(x, k)e^{iky}.
\]
(8)
They correspond to Landau states if \(V_{ext}(x)\) vanishes. The
plane wave part \(e^{ikx}\) corresponds to a free motion along the \(\hat{y}\) direction, while the transverse component \(\varphi(x, k)\), the so-called ES, is an eigenfunction of the 1D effective Hamiltonian:

\[
H^\text{eff}(k) = -\frac{\hbar^2}{2m^*} \frac{\partial^2}{\partial x^2} + \frac{1}{2} m^* \omega_c^2 \left( x + \frac{\hbar}{eB} k \right)^2 + V_{\text{ext}}(x). \quad (9)
\]

The last two terms of \(H^\text{eff}\) represent an effective potential

\[
V^\text{eff}(x) = \frac{1}{2} m^* \omega_c^2 (x - x_0)^2 + V_{\text{ext}}(x), \quad (10)
\]

where

\[
x_0(k) = -\frac{\hbar k}{eB} \quad (11)
\]

is the center of the magnetic parabolic confinement along \(\hat{x}\). If \(V_{\text{ext}}(x) = 0\), the energy bands, i.e., the perturbed LLs, eigenvalues of \(H^\text{eff}(k)\), depend explicitly on \(k\):

\[
E_n(k) = \hbar |\omega_c| \left( n + \frac{1}{2} \right) + \epsilon_n(k), \quad (12)
\]

or, from a different perspective, on the position \(x_0\) according equation (11). In the last expression, \(\epsilon_n(k)\) is a positive correction depending on the specific form of \(V_{\text{ext}}(x)\), and gives the dispersion relation of the bands.

Typically, for electrons of a 2DEG nosedives, the external potential \(V_{\text{ext}}(x)\) is flat in the central region, while it defines a barrier near the edges of the device itself. The main effect of this confining potential is the bending upwards of the energy bands at the edges. As we will see, this induces a net group velocity for localized states lying at the border of the device.

Figure 1(a) displays a simple square confining potential \(V_{\text{ext}}(x)\) together with the parabolic term of equation (10) and the total \(V^\text{eff}(x)\). The ensuing five ESs with lower energy, localized on the right side of the domain, are shown in figure 1(b). These states constitute chiral channels that allow for coherent electronic transport in the \(y\) direction. However, it should be noticed that for carriers localized far from the barrier, the effects of the external potential is negligible. Therefore, the solutions of the effective Schrödinger equation are still LLs, eigenstates of the harmonic oscillator, as the correction \(\epsilon_n(k)\) of equation (12) is null.

Specifically, the confining potential of figure 1 and figure 2 is \(V_{\text{ext}}(x) = V_{\text{max}} [\Theta(-x - L) + \Theta(x - L)]\), and describes a device width \(\Delta x = 2L\) where the confining barrier has height \(V_{\text{max}}\) (with \(L = 450\) nm and \(V_{\text{max}} = 10\) eV) and \(\Theta\) is the Heaviside step function.

As stated above, the general effect of the barrier is to bend upwards the bands in the adjacent regions of space, as shown in figure 2. Then, as \(k\) (corresponding to the ‘center’ \(x_0\) of the wave function) approaches the position of the barrier, the energy of the eigenfunction increases, and its form \(\varphi_0(x, k)\), along \(\hat{x}\) loses its symmetry with respect to \(x_0\). The center \(x_0\), which is still defined by equation (11), can be even deeply inside the barrier, while the wave function remains mainly outside it and it may be quite different from the harmonic oscillator one. \(x_0\) is no more the center of symmetry of the eigenstate, but it is still a good quantum number and the center of the magnetic parabolic potential in equation (10). We can therefore express the bands \(E_n(k)\) also in terms of \(x_0\) through the inverse of equation (11). Concerning this point, we must stress that the wavevector \(k\) appearing in equation (8) is not a physical observable (it is not the true wavevector of the electron), since it depends, through \(x_0\), from the origin of the coordinate system. Therefore, it is a gauge-dependent quantity. For the system under study, this point will be explicitly dealt with in section 4.2.

From an analogy between the quantum and classical expressions for energy

\[
\hbar |\omega_c| \left( n + \frac{1}{2} \right) = \frac{1}{2} m \omega_c^2 r^2 \quad (13)
\]

we can obtain a relationship between the radii \(r\) of quantum and classical orbits, namely \(l_m \sqrt{2n + 1} = r_m\), where
le Bm harmonic con quench decoherence phenomena. Thanks to the properties described above, ESs are exploited to electrons or a current of delocalized electrons.

3.2. Carrier injection in ESs: injection of single localized electrons

LL ($\varepsilon_n(x_0(k))$) from the edge of the barrier at an energy of the unperturbed state $\varepsilon_n(x, k)$ is the magnetic length. Each eigenstate of energy $E_n$ has a corresponding 'classical radius' $r_n$, which is discretized in multiples of the magnetic length. This parameter expresses the spatial extension of the eigenstate along the $x$ direction, for any value of the quantum number $n$ [45, 46]. Indeed, even if the eigenfunctions show a common harmonic confinement around $x_0$, the presence of the Hermite-polynomials changes the width of $\varphi_n(x, k)$ with respect to that of a simple Gaussian. This parameter can be also interpreted as a measure of the space needed by the carrier to behave as a free particle, only subject to the magnetic field. Indeed, as we can see in the band representation of figure 2(b), the $n$th LL band starts to bend when near the edge: for every band of quantum number $n$, the black cross indicates the distance $r_n$ from the edge of the barrier at an energy of the unperturbed LL (i.e. the value of $E_n$ in the flat region), the center of the state $x_0$ is at a distance of about $r_n$ from the barrier, thus changing its behavior from a Landau state to an ES. Therefore, particles of higher energy can be perturbed by an external potential even at larger distances from the confining barrier.

It is important to stress the chiral nature of charge transport inside the edge channels, which is due to the magnetic field: chirality means that the charge transport inside the channel can only occur in a fixed direction—which is reversed at the two opposite edges of the device. As it happens for skipping orbits, the edge channels are therefore immune to back-scattering, so they represent ideal candidates for the coherent ballistic transport required in quantum computing devices.

3.2. Carrier injection in ESs: injection of single localized electrons or a current of delocalized electrons

Thanks to the properties described above, ESs are exploited to quench decoherence phenomena [47] in electron transport in semiconductor-based devices. In real systems, the LLs always produce ESs, due to the finite dimensions of the devices. As already stated in the previous section, well inside the samples the bands are flat, while at the borders they bend, typically intersecting the Fermi level (see figure 3). The number of LLs that cross the Fermi energy gives the number of ESs available for conduction at the edge of the device. Due to the linear relation between the cyclotron frequency $\omega_c$ and the magnetic field in equation (12), an increase of the magnetic field pushes the LLs towards higher energies, and the last occupied LL can eventually be depleted. Furthermore, a narrow constrictio in the 2DEG can put in contact two ESs of two opposite edges, thus allowing the electrons to be reflected in the opposite $x$ direction.

Electron devices operating in the IQH regime are usually fabricated in a high mobility 2DEG embedded in a semiconductor heterojunction (e.g. GaAs-AlGaAs), with Ohmic contacts connected to the edges of the structure as source/drain leads. However, the presence of ESs and the possibility of engineering their path is not limited to semiconductor systems [48]. The strong perpendicular magnetic field originates a new correlated state that behaves as an incompressible liquid with a fixed and well-defined density $n$ [3]. In the IQH regime, this is generally related to the bulk FF $v = \frac{\Phi_0}{en}$, that is the number of LLs that are filled in the bulk of the confined 2DEG. This parameter is controlled by the depletion of the 2DEG with metallic gates on top/bottom of the heterostructure, and it can be varied locally with modulation gates to control the path of the ESs in the internal region.

As anticipated above, ESs are ideal candidates to implement semiconductor logic gates for flying-qubit quantum computing architectures, due to their large coherence length. In fact, single-electron interferometry can in principle realize single-qubit transformations, while the mutual Coulomb interaction of propagating carriers can couple different qubits.

Indeed, the first experimental implementations of quantum ES interferometry were based on a continuous stream of electrons injected in an available ES of the 2DEG through an Ohmic contact [8, 11, 49–52]. In these implementations, the
ES wave function is localized only along the transverse direction of the device, so that the interference is realized between currents. The quantum properties of the system are assessed via ensemble measurements of noise and the detection of the transmitted current\cite{49, 50}. These interfering currents are usually modeled in a time-independent framework by means of scattering states\cite{53–56}. In this picture, each component of the logic gate can be represented by a scattering matrix with properly defined reflection and transmission coefficients. The many-body electron state representing the flow of electrons from the leads is built by applying creation and annihilation operators to the ground state\cite{a filled Fermi sea with negative energies}. The zero frequency cross correlation of the current fluctuations is generally related to the single-particle detection probability in a given output of the device, or to the joint detection probability in two different outputs, which is experimentally available by means of ensemble measurements. This framework has been applied to study how Coulomb interaction between an interferometer and a detector can be exploited to generate entanglement and which-path detection\cite{54}, to predict the violation of Bell’s inequality in the Hanbury–Brown–Twiss (HBT) interferometer\cite{53} or unexpected increase of the visibility at large biases in a MZI\cite{55}.

Only recently, experiments have focused on the interference of single localized carriers\cite{57–60}. From a quantum-information processing perspective, the possible encoding of qubits is simpler than in the previous scenario, as the qubit state can be represented by the spin state, the Landau index \( n \), or the spatial localization of the carrier. In the following sections we will focus on the modeling of quantum logic gates with the two latter qubit encodings.

Different protocols for the injection of electrons in WPs of ESs are nowadays available, but single-electron detection is still a challenging task due to the high velocity of the WPs and short interaction time with the detector\cite{61}. Within this framework, thanks to the quasi-parabolic dispersion of a single ES, transport in edge channels is usually modeled in a 1D approach by means of WPs of plane waves\cite{62–65} or in a full 2D approach with time-dependent solvers\cite{66–69}. In the following section, we will sketch the three available protocols for the injection of single carriers in ESs.

### 3.3. Quasi-particle wave function of electrons propagating in ESs: Levitons, Lorentzian and Gaussian wave functions

The on-demand generation of pure quantum excitations is crucial for the controlled propagation of single carriers in ESs, but it is particularly difficult for a system of fermions where an external voltage bias affects the states below the Fermi sea, thus resulting in a complex superposition of electrons and holes.

A protocol to inject single-electrons in edge channels was first proposed by Levitov\cite{9, 70, 71}, who suggested that it is possible to generate a minimal excitation, later named ‘Leviton’, containing only one electron charge and no holes, with a properly time-dependent perturbation \( V(t) \) of Lorentzian shape:

\[
V(t) = -\frac{2\pi}{e} \left( t - t_0 \right)^2 + \tau^2,
\]

where \( \tau \) is the emission time and \( t_0 \) the instant of maximum voltage (a sort of ‘emission time’ for the WP describing the electron). As a consequence of the modulated bias, the Fermi-sea re-organizes itself and a single electron (with no accompanying hole) is emitted in the conduction band. The normalized electronic wave function in the energy domain is given by \cite{63}:

\[
\Phi(E) = \sqrt{2\pi} e^{-\left( t - t_0 \right)(E - E_F)} \Theta(E - E_F),
\]

with \( E_F \) Fermi energy of the system. In general, the Leviton
wave function is given by the Fourier transform of equation (15), once the energy dispersion relation $E = E(k)$ is known:

$$
\psi(x, t) = \frac{1}{\sqrt{2\pi}} \int dk \, e^{i k x} \tilde{\psi}(k) e^{-\frac{E(k)(t - t_0)}{\hbar}} = \frac{1}{\sqrt{2\pi}} \int dk \, e^{i k x} \left[ \Phi(E(k)) \left| \frac{dE}{dk} \right| \right] e^{-\frac{E(k)(t - t_0)}{\hbar}}.
$$

(16)

However, usually this equation cannot be treated analytically and further approximations are needed. For a 1D system in our case the y axis with a linear dispersion, i.e. $E(k) = v \cdot k$, the Leviton wave function is given by a Lorentzian function:

$$
\psi(x, t) = \frac{1}{\sqrt{\pi \left( x - x_0 \right)}} e^{-\frac{(x - x_0)^2}{\Gamma} - \frac{v \cdot k}{2} + \frac{\Gamma}{2}},
$$

(17)

where $\Gamma = 2v \tau$ is the full width at the middle height of the density probability $|\psi(x, t)|^2$. A major advantage of Levitons, in comparison to alternative injection protocols, comes from their minimal excitation character. In fact, a Leviton injected at the Fermi energy, is less affected by energy relaxation processes [72]. We also note that the generation of Levitons relies on a properly designed voltage pulse on the source lead and does not require additional nanolithography of the sample. The generation of a minimal excitation containing a single electron charge has been designed theoretically and proven experimentally in Hong-Ou-Mandel (HOM) and HBT interferometers [60, 73]; the WPs are partitioned at a QPC and shot noise measurements reveal the number of electron and holes in the beam. This number is measured to be equal to a single electron charge for Lorentzian pulses, contrary to alternative shapes of the periodic drive, which proves the absence of additional holes propagating in the device.

An alternative method to inject single electrons is realized by means of a capacitor, as a dynamic quantum dot, weakly connected to the lead where a single charge is injected or absorbed [74]. The implementation of this protocol in the IQH regime was originally proposed by Büttiker in [75]: a quantum dot, connected to a 2DEG, is initially in a Coulomb blockade regime with the same Fermi energy inside and outside. A periodic voltage bias is then applied to the dot to shift the last occupied level above the Fermi energy inside the 2DEG, so that a single-electron, also called ‘Landau quasi-particle’, is injected into the device. In the next semi-period, the level drops below the Fermi energy and collects an electron from the 2DEG, corresponding to the injection of a hole. Consequently, no DC current can be produced by this source, but only AC current of alternated electrons and holes. These mesoscopic capacitors are realized in the IQH regime by means a tunable QPC that controls the tunnel-coupling with the 2DEG [57]. Due to the presence of the perpendicular magnetic field, ESs run along the boundary of the confined region and generate the discrete levels in the dot. By defining $\tau_e$ the emission time of the electron from the mesoscopic capacitor and $\epsilon_0$ its energy, the electronic WP in 1D for a linear dispersion [24]

$$
\psi(t; \epsilon_0, \tau_0) = \frac{\Theta(t - \tau_0)}{\sqrt{\pi \epsilon_0}} e^{\frac{-i \epsilon_0}{\hbar} (t - \tau_0)^2} e^{-\frac{\hbar}{\epsilon_0} (t - \tau_0)/2\tau_e},
$$

(18)

can be rewritten as a Lorentzian pulse in energy:

$$
\tilde{\psi}(\epsilon; \epsilon_0, \tau_0) = \frac{N e^{i\epsilon_0/\hbar}}{(\epsilon - \epsilon_0)^2 + \frac{\hbar^2}{4\tau_e^2} \epsilon_0},
$$

(19)

with $\Gamma = \hbar/\tau_e$ and $N$ the normalization constant. The quality of this single electron source is assessed by an ensemble measurement of the high-frequency current autocorrelation function, which shows the existence of a fundamental noise, called quantum jitter, entirely determined by the quantum uncertainty on the emission time of a single charge [10]. However, mesoscopic capacitors are more affected by inter-channel and intra-channel interactions in presence of a double FF [72] with respect to Lorentzian pulses. Levitons are indeed quasiclassical charge density waves that does not entangle with the environment because the interaction region acts as a frequency-dependent BS. On the contrary, the Landau quasiparticles are superpositions of such density waves, so that entanglement with the second edge channel can destroy their coherence. Inter-channel interactions at FF 2 produce therefore charge fractionalization, affecting the bunching probability of an electronic HOM interferometer [12, 24, 76–79]. Because of this source of decoherence, the minimum of the bunching probability, also known as Pauli dip, does not vanish for a fermionic two-particle system, but rather depends on the emission time of the Landau quasi-particle [80, 81]. A numerical simulation aimed at revealing the Pauli dip in a HOM interferometer will be presented in section 6.1.

The decoherence processes induced by inter-channel and intra-channel interactions can be quenched by injecting single electrons at energies much larger than the Fermi sea, as done by quantum dot pumps with tunable barriers [82]. The single-electron injection is here realized by means of a quantum dot coupled to the source region and to the device by time-dependent confining potentials. One of the two potential barriers is lowered below the Fermi sea of the electronic reservoir and then it is progressively raised in order to trap one or a small number of electrons in the confined region. The same potential barrier is further increased, so that when it exceeds the other confining barrier, the trapped electrons are injected in the 2DEG with an energy well above the Fermi energy of the 2DEG [83]. Ryu et al also proposed a theoretical protocol to generate and detect almost identical Gaussian WPs from non-identical quantum dot pumps [84]. Recently, the modeling of on-demand electron sources also addresses the specific energy distribution of the emitted carriers [85, 86], and theoretical studies [87] analyze the magnetic and energetic regime to quench decoherence and relaxation processes induced by inelastic scattering with acoustic and optical phonons.

In the numerical simulations described in the following sections, the choice of the initial wave function of the propagating carrier is arbitrary. Except for specific examples aimed at assessing the impact of the initial electron energy
distribution on the transmission characteristics of the system, we consider a minimum uncertainty WP as the one that is generated by the protocol described in [84]. Specifically, the single carrier is initialized in the wave function

$$\psi(x, y) = \frac{1}{\sqrt{2\pi}} \sum_n \int dk F_n(k) e^{ik_0x} \phi_n(x, k),$$  \hspace{1cm} (20)

that corresponds to a linear combination of ESs $\varphi_n(x, k)$ with the Gaussian weight

$$F_n(k) = \frac{2\sigma^2}{\pi} e^{-\sigma^2(k-k_0)^2} e^{-ik_0n},$$  \hspace{1cm} (21)

where $k_0$ is the central wave vector of the carrier and $\sigma$ is the real-space broadening of the WP. The variance in $k$-space $\sigma_k$ is computed from $\sigma_k^2 = \frac{1}{4\pi^2}$. Note that, differently from a delocalized ES, the WP in equation (20) can be normalized, so that its squared modulus $|\psi(x, y)|^2$ is directly interpreted as the probability of finding the charge at the coordinate $(x, y)$. We usually assume that the electron is injected selectively in one channel $n$ and no superposition between different LLs is initially present, i.e. $F_n(k) = 0$ for a single value of $n$ at $t = 0$. When the notation is not ambiguous, we will omit the index $n$ in the corresponding weight $\tilde{F}(k)$. The relation between the center of the ES $x_0$ and its wave vector $k$ (see equation (11)) implies that an ES significantly contributes to the dynamics of the WP only if:

$$x_0 \approx |x_0(k_0 + 3\sigma_k) - x_0(k_0 - 3\sigma_k)| = \frac{3l_m^2}{\sigma^2}. $$  \hspace{1cm} (22)

The WPs are initialized in a region of the device where the external potential is translationally invariant with $y$. For a more realistic description of the confining potential defining the ESs, instead of taking a square confinement as in figure 2, we consider a smooth confinement modeled by means of a Fermi-like function:

$$V_{\text{ext}}(x) = \frac{V_0}{1 + \exp \left( \frac{x - x_0}{\lambda} \right)},$$  \hspace{1cm} (23)

with $x_0$ and $\lambda$ defining the position and the smoothness of the barrier, respectively. Through equation (11), the definition of $x_0$ also fixes the central momentum of the WP and its velocity. Indeed, the weight function on the $k$-space $\tilde{F}(k)$ can also be rewritten in terms of $x_0(k)$, so that the energy dispersion of the WP is related to the profile of the initialization potential, as depicted in figure 4.

By assuming $x_0$ sufficiently far from the confining potential, we can provide an analytical expression of the ESs $\varphi_n(x, k)$, and equation (20) can be integrated, leading to:

$$\Psi(x, y) = \frac{1}{\pi} \sqrt{\frac{2\sigma^2}{l_m^2}} e^{ik_0x} e^{-\frac{1}{2\sigma^2} \left( \frac{y - y_0}{\sigma_y} \right)^2} e^{-\frac{1}{2l_m^2} \left( m\omega_{\text{ext}} - \omega_{\text{ext}} \right)^2 + \frac{m}{2\sigma_x^2} \left( k - k_0 \right)^2}. $$  \hspace{1cm} (24)

Here, $|\Psi(x, y)|^2$ describes a localized 2D-Gaussian probability distribution in space, with anisotropic standard deviations

$$\sigma_y^2 = \frac{l_m^2}{2 \sigma^2},$$  \hspace{1cm} (25)

$$\sigma_x^2 = \sigma^2 \left( 1 + \frac{l_m^2}{2\sigma_x^2} \right).$$  \hspace{1cm} (26)

This analytical expression is valid only for states that are degenerate in energy, i.e. inside the bulk of the 2DEG, which do not contribute to transport. When $x_0$ approaches the confining barrier at the edge, the eigenstates must be computed numerically, and the initial wave function is built by summing over the relevant components of the WP according to equation (20).

The electron wave function in equation (20) and the quasi-parabolic dispersion of the combined ESs in figure 4(b) highlight the similarities between a WP of ESs and a WP of plane waves. This analogy is usually exploited to study electron transport in the IQH regime by means of 1D analytical models, as also described in our theoretical investigation of the multichannel MZI [69] and the two-particle HOM interferometer [88]. Within this simplified model, the quantum logic gates are described by a product of scattering matrices and the probability of detection or joint detection at the drains are obtained by integrating over the energy dispersion of the final WP. However, such analytical 1D model requires a number of approximations on the energy dependence of the transmission coefficient and does not include the exact Coulomb repulsion for interacting particles. Additionally, electron–electron interactions in a 2D scenario generally differ from the 1D case [89], as proved by the computation of bunching probability of two strongly-interacting particles, later described in section 6.1. The exact simulation of single-particle or two-particle transport in WPs of ESs requires therefore alternative approaches, able to describe exactly the potential background experienced by the carriers. To this aim, we implemented in-house a numerical solver of the time-dependent Schrödinger equation for a single-particle and a two-particle WP in 2D. Here, we properly design the potential background $V_{\text{ext}}(x, y)$ of the travelling WP, in order to mimic the effect of top gates in a realistic electron interferometer, as described in the following sections. By resorting to the FFTW3 library and LAPACK routines, the wave function is evolved with the Split-Step Fourier Method, based on the iterative application of a properly defined evolution operator. A two-particle version of the simulator, parallelized in the MPI paradigm to overcome memory occupation problems, has also been developed to study two-particle correlations in Hall nanointerferometers. Results will be presented in sections 5 and 6, together with a detailed description of the numerical approach in section 5.1. By using this exact model, we are able to assess the dynamic properties of the propagating WP and easily include electron–electron interaction or time-dependent potentials in the simulations. As an example, the exact inclusion of time-dependent potentials finds an important application in the numerical simulation of electron-transport sustained by surface acoustic waves [90–93], which is another highly efficient on-demand protocol to control single-electrons transport in semiconductors [94].
4. Controlling and mixing ESs

A flying-qubit implementation of a quantum computing architecture requires the capability of manipulating ESs to reproduce logic gate operations. In the following, two geometries will be addressed, both operating in the IQH regime, with two alternative definitions of the two qubit states \(|0\rangle\) and \(|1\rangle\). At bulk FF 1, where only the first LL \(n = 0\) is energetically available, the \(|0\rangle\) state is represented by the localization of the propagating carrier in the ES \(\varphi_{0,k}(x)\), while the \(|1\rangle\) state corresponds to the counterpropagating one, \(\varphi_{0,-k}(x)\), with opposite chirality. At bulk FF 2, the basis states are the copropagating energy-degenerate ESs with different Landau indexes (but the same chirality): \(\varphi_{0,k}(x)\) for \(|0\rangle\) and \(\varphi_{1,k}(x)\) for \(|1\rangle\). In the following of this work, we present the modeling of the main building blocks for single-qubit and two-qubit logic operations in both scenarios.

4.1. Carrier dispersion and velocity

Thanks to their chirality and parabolic dispersion, electrons in ESs \(\varphi_{n,k}\) are usually mapped to free particles in a 1D free space with a renormalized mass. This analogy holds also for Gaussian WPs of ESs (see section 3.3). For an analytical demonstration, (i) a unitary bulk FF and (ii) a limited number of ESs combined in the WP, are assumed. The latter requirement is fulfilled for a small enough energy broadening \((\sigma_k = 1/\sigma)\) with respect to the energy scale of the first LL \(E_0(k)\) around the center of the WP, \(k_0\). As shown in figure 4, near the edge, \(E_0(k)\) is well approximated by a parabolic function, \(E_0(k) = ak^2 + bk + c = a(k - k_0)^2 + c'\), with \(a\), \(b\), \(c\), or \(c'\), \(k_0\) fitting parameters depending on the transverse confining potential \(V(x)\). The eigenstates are all almost identical, \(\varphi_i(x, k) \sim \varphi_i(x, k_0)\), so that equation (24) is well approximated with:

\[
\Psi(x, y) = \frac{e^{-\frac{(x-x_0)^2}{2\sigma^2}}e^{ik_0y}}{\sqrt{2\pi\sigma^2}} \varphi_i(x, k_0),
\]

which is factored along the two spatial axis. For a translationally invariant confining potential in the \(\hat{y}\) direction, the \(x\) component of the wave function is not modified by the evolution (\(\varphi_i(x, k)\) is an eigenstate of the effective 1D Hamiltonian in equation (9)), while along the \(\hat{x}\) direction the electron state describes a Gaussian wave function [95] centered at \(y_0\). The time-dependent wave function is computed by

---

Figure 4. Linear combination of ESs according to equations (20)–(22) (here \(\sigma = 40 \text{ nm}\), \(y_0 = +550 \text{ nm}\) and \(k_0\) is calculated from \(x_0 = 0 \text{ nm}\), corresponding to the edge of the barrier). (a) 3D rendering of \(\Psi(x, y)\) (red shape) in the confining external potential (blue surface) generated by a top gate (gray area). (b) Composition of the wave function in terms of \(F_n(k)\), together with band dispersion relation for the first 5 bands and the external potential. (c) Real-space representation of the wave function on the \(x\) axis for a fixed \(y\) corresponding to the WP maximum. The smoothed external potential \(V_{\text{ext}}(x)\) is also reported.
applying the evolution operator,
\[
\Psi(x, y; t) = e^{-i\frac{\hat{H}_r}{\hbar}t}\Psi(x, y) = \frac{1}{\sqrt{2\pi}} \int dk\varphi_i(x, k_0) e^{-\frac{i}{\hbar}(k - k_0)^2(1 - \gamma_0)\varphi_i(x, k_0) e^{-i\frac{\hat{H}_r}{\hbar}t}}
\]
while the probability distribution in the \(\hat{y}\) direction is a Gaussian with a time-dependent spreading related to the slope of \(E_0(k)\):
\[
|\Psi(x, y; t)|^2 = |\varphi_i(x, k_0)|^2 e^{-\frac{1}{2}\left(\frac{\Delta k}{m_B}\right)^2} \sqrt{\frac{2\pi}{\sigma^2} e^{\frac{\sigma^2 t^2}{2\Delta k^2}}}.
\]

The probability distribution in equation (29) evolves as a Gaussian WP of plane waves with an effective wave vector \(\Delta k = k_0 - k_i\) and group velocity \(v_g = \frac{2\Delta k}{\Delta t}\), which clearly differs from the one in GaAs heterostructures. To restore the analogy with a Gaussian WP of plane waves, the group velocity is rewritten in terms of the gauge-independent wave vector \(\Delta k\) and an effective magnetic mass \(m_B = \frac{\hbar^2}{2e}\). This renormalized mass incorporates the effects of the magnetic field on electron transport in ESs and depends on the band dispersion \(E_0(k)\) through its slope \(a\). It should be noticed that the above considerations can be generalized to any LL, so that the group velocity differs for cyclotron-resolved ESs, i.e. \(v_g = \frac{\hbar}{m_B}\). Moreover, the confining potential of ES-based devices can also be designed to induce an almost linear dispersion of the LLs [69]. This reduces the spatial broadening of the electron WP during its time evolution, thus increasing its spatial control.

### 4.2. Spatial control (phase shifter)

The phase shifter \(R_x\) already introduced in section 2 is a single-qubit gate that induces a phase difference between the two basis states. In the scattering matrix formalism, the transmission coefficients from channel \(i\) to channel \(j\) are therefore Dirac deltas in their module, i.e. \(|t_{ij}| = \delta_{ij}\), with different phase factors:
\[
\Phi = \begin{pmatrix} e^{i\phi_0} & 0 \\ 0 & e^{i\phi_n} \end{pmatrix}
\]
corresponding to \(R_x\), up to a global phase factor. In the solid-state implementations based on ESs, this operation is generally achieved by forcing the two edge channels to follow different tunable paths \((l_0, l_1)\) in the 2DEG. Electrons accumulate a phase \(\phi_i = \frac{1}{\hbar} \int (p_A)dx = \xi_i + \chi_i\), that depends on the line integral of the total momentum on the specific path of the edge channel, \(i = 0, 1\). This phase \(\phi_i\) is split into a dynamical \((\xi_i)\), and a magnetic \((\chi_i)\) contribution depending on the linear and magnetic momentum, respectively. The dynamic phase difference between the paths of the two channels \(i = 0, 1\) reads:
\[
\Delta \xi = \xi_1 - \xi_0 = \frac{1}{\hbar} \left( \int_{l_1} p \cdot dr - \int_{l_0} p \cdot dr \right) = -k\Delta l,
\]
with \(\Delta l = l_1 - l_0\) length difference between the two paths, and the relative magnetic phase
\[
\Delta \chi = \chi_1 - \chi_0 = \frac{e}{\hbar} \int_S \nabla \times A \cdot ds = \frac{e}{\hbar} B S = \frac{\Phi_0}{\Phi_0}
\]
is computed from the flux of the magnetic field through the area enclosed by the two channels \((S)\) via the Stoke’s theorem; \(\Phi_0 = \frac{\Phi}{2\pi} = 2.0678 \times 10^{-13}\) Wb is the magnetic flux quantum.

Then, in order to define a loop area \(S\) and a path difference \(\Delta l\) at bulk FF 1, the geometry of an Hall phase shifter must force the two channels to propagate in the same direction. This is obtained, for example, with the potential landscape mapped in figure 5(a). Here, the phase shifter is integrated into a full MZI. Two QPCs link a potential mesa with local FF 0 (as in the confining potential) to an indentation with local FF 1 (as in the bulk) inside the confining barrier of the 2DEG. The initial state (red WP of figure 5(a)) is split by the first QPC into a reflected (blue arrow) and transmitted (red arrow) component that are counter-propagating on the lateral barriers of the mesa (for negative \(k\)) and the indentation (for positive \(k\)), due to the opposite slope of the potential in this horizontal path. In absence of additional energy-degenerate states, the two channels follow the border of each confining potential without additional inter-channel scattering. ESs with \(\Delta k < 0\) are therefore confined at the outer\(^3\) edge of the indentation, while the state with \(\Delta k > 0\) originate at the inner edge of the potential mesa. At the end of the potential mesa, where the inner channel and outer channel are recollected at the second QPC, the reflected component of the final state propagates back inside the indentation zone, so that it can not be reused as an input for a possible following stage of quantum gates. This topological limit prevents the scalability of Hall interferometers at bulk FF 1 and its concatenation for many-qubit architectures. For this reason, the back-reflected channel is generally absorbed by an Ohmic contact at the inner edge of the indentation/outer edge of the potential mesa (orange shape in figure 5(a)), which poses a limit to the miniaturization of the loop area.

On the contrary, at bulk FF 2 the output basis states/channels stem at the same side of the device, where they are characterized by a different energy dispersion \(E_0(k)\), with \(n = 0, 1\). At a given energy \(E\), the different wave vectors \(k\) involve the localization of the two ESs \(\varphi_{\pm k}(k)\) around separated centers \(x_0\). Their spatial separation is further increased by applying top gates to locally vary the depletion of the 2DEG, or equivalently the FF. Figure 5(b) shows the potential profile of the phase shifter in this scenario. The dark gray

\(^3\) In our convention, inner and outer refer to the center of the confined 2DEG.
region is the lateral confining barrier with zero FF, while the light gray region is an additional potential step with FF 1. The two channels are forced to propagate on a different edge of the potential mesa, according to their Landau index: the inner channel \( (n = 1) \) propagates at the bottom of the inner edge, while the outer channel \( (n = 0) \) on top of the mesa at the outer edge. The width of the potential step controls the relative path of the two channel, \( \Delta l \), together with the area enclosed by them. This geometry solves the scalability issue of the previous phase shifter, but it requires a careful engineering of the potential mesa in order to avoid additional interchannel mixing. The present geometry also entails different group velocities for electrons propagating in the two channels, and care must be taken to include this effect in the modeling of the system [69]. For example, in the potential landscape reported in figure 5(b), an indentation in the lateral confining barrier extends the path of the outer ES to compensate its higher velocity with respect to the inner one.

In realistic implementations of Hall interferometers, where non-monochromatic beams of electrons or energy-broadened WPs are injected, the energy dependence of phase shifting must be accounted for in both scenarios. Indeed, the line and surface integrals in equations (31) and (32) depend on the distribution of the ES in the transverse direction, which is related to the energy-dependent center \( x_0^n(E) \). The interference pattern is then affected by phase averaging on large energy windows [96]. This is a detrimental effect on the visibility of the device, that may arise also in absence of decoherence induced by impurities or thermal smearing. Giovannetti et al [97] propose a protocol to discriminate between the two sources of reduction in visibility by connecting two multi-channel MZIs—the only scalable geometry available. The decrease in visibility is enhanced in single-channel geometries with respect to multi-channel ones, due to the larger size entailed by the inner Ohmic contact [7, 8, 51, 98]. The larger loop area, about 2 orders of magnitude, increases indeed the effect of area and flux fluctuations, thus making multi-channel geometries of the MZI even more suitable for quantum computing.

4.3. BS at FF 1: QPC

The realization of a coherent superposition between the two basis states requires the BS. This transforms the initial state of the qubit \( i = 0, 1 \) into a combination of the two basis states \( j = 0, 1 \) with a (generally complex) transmission coefficient \( t_{ij} \). The transformation is represented by the following matrix:

\[
B = \begin{pmatrix}
t_{00} & t_{01} \\
t_{10} & t_{11}
\end{pmatrix},
\]

where \( |t_{ij}| = 1/\sqrt{2} \) for ideal interferometers.

The earliest BSs in Hall devices have been realized with a QPC, a narrow constriction in the 2DEG that back-reflects the impinging electrons. In the IQH regime at bulk FF 1, an ES \( \varphi_{n,k} \) can be scattered only to the counterpropagating one with opposite chirality, \( \varphi_{-n,k} \). This state is located in general at the opposite side of the device, so that the confining barriers must be brought near to each others to favor the interchannel scattering. Then, when the two borders are further separated, the wave function splits between the two paths with a transmission probability \( |t_{ij}(E)|^2 \) from the input \( (i = 0, 1) \) to the output \( (j = 0, 1) \) channel that depends on the energy of the state.

Due to the topological limit affecting Hall interferometers with counterpropagating channels, this type of BS has been initially integrated mainly into Fabry–Perot interferometers [4, 5, 99–101], while its experimental realization in semiconductor MZIs is more recent [8, 51, 102]. An efficient engineering of the MZI requires indeed a suitably small loop area to observe the interference pattern with a relevant visibility, which can be strongly quenched by decoherence effects related to the geometry of the phase shifter.

The energy selectivity of the QPC has a significant role on device performances if strongly localized WPs are used.
Numerical simulations of electron scattering at a full-scale QPC in Hall semiconductors [67, 103] provide an empirical formula for the transmission $r(k)$ and reflection $r(k')$ coefficients of the BS:

$$
\begin{bmatrix}
r(k') \\
r(k)
\end{bmatrix} = \frac{1}{\sqrt{\exp(\pm\alpha(k' - k_e) + 1)}},
$$

(34)

where $k$ is the wave vector of the impinging electron, $k_e$ and $\alpha$ are fitting parameter dependent on the geometry of the device, e.g. the distance between the two dips and the smoothness of the lateral barrier. Due to its Fermi-like selectivity, the QPC transmits mainly high-energy scattering states and reflects the low-energy ones, with respect to its central wave vector $k_e$. In the case of a localized WP of ESs with $k_0 = k_e$, this translates into the redistribution of high and low energy components into two localized WP peaked around different centers. Therefore, the transmitted and reflected portion of the wave function are not identical in the wave vector space and overlap only partially.

For Gaussian WPs of ESs, the coefficients in equation (4.3) are well described by a Gaussian distribution:

$$
\frac{1}{\exp(\pm\alpha(k' - k_e) + 1)} \approx \exp \left[ -\frac{(\alpha(k' - k_e) + \gamma)^2}{4\gamma} \right].
$$

(35)

with $\gamma = 4\ln(2)$. Within this approximation, the very high or very low energies are over- or under-estimated, respectively. However, for a large electron WP centered around $k_e$, such contributions are in the tails of the single-electron WP, so that they do not affect significantly the scattering process at the QPC. This model has indeed been applied to predict the visibility of a single-channel MZI [103], and the bunching probability in two-particle HOM experiments [88] with strongly localized WPs.

4.4. BS at FF 2: potential dip or magnetic fingers

At bulk FF larger than 1, the first two energy-degenerate ESs can be used to encode the qubit state. Namely, the state with Landau index $n = 0$ ($n = 1$) represents the qubit state $|0\rangle$ ($|1\rangle$). In this case, elastic interchannel mixing implements the quantum logic gate $R_x$ of equation (2). In this section, we will consider a device operating at bulk FF 2, and the presence of carriers in higher LLs will be considered, from the quantum information processing perspective, a leakage from the computational space. The scattering between copropagating ESs requires, for example, a potential sharpness on their path [104, 105], that extend on a scale of a few magnetic lengths [106]. For $B = 5$ T, this length is about 10 nm, which is certainly feasible with nowadays technologies. Thus, interchannel scattering induced by a short-scale potential variation becomes a valid alternative to the mixing of counter-propagating states induced by QPCs illustrated in the previous section. The former solves indeed the topological limit affecting nanointerferometers at bulk FF 1.

Earliest experiments of electron BSs at bulk FF 2 used the design of abrupt potentials—called nanofingers—on the path of the ES to generate inter-channel scattering. However, without a fine shaping of its geometry, the potential dip acts as a BS with a low transmission coefficient, far from the target of 50% [106]. Multiple reflection by arrays of nanofingers were initially exploited in quasi-Corbino [107, 108] and quasi-Fabry–Perot interferometers [100], to increase the overall transmission probability. These devices are still affected by a topological limit in scalability, as for counter-propagating ESs: the inner edge channel ($n = 1$) is confined inside the loop area, where it must be absorbed by an Ohmic contact. Later, numerical simulations showed that a significant enhancement in the transmission probability can be achieved when the spatial periodicity among the nanofingers matches the resonant condition [106]. This has been proven experimentally by using spin-resolved ESs, where an additional periodic in-plane magnetic field flips the edge spin to generate inter-channel scattering [52]. However, due to the large dimensionality of the array, the two channels copropagate for long distances next to each other, thus favoring decoherence induced by charge fractionalization [55, 98, 109].

Differently, in [69] the full-scale geometry of a single nanofinger is numerically designed to act as an half-reflecting BS for a single-electron WP injected in the MZI. Indeed, an array of nanofingers would not be a viable technology for cyclotron-resolved ESs, due to the smaller spatial periodicity required (few Å) by the resonant condition [110]. The fine tuning of the sharpness must take into account the energy dispersion of the scattered state. For a WP of ESs, an ideal BS, in addition to induce an integrated transmission probability of 1/2, should produce identical reflected and transmitted WPs in the $k$ space. This requirement is necessary to usefully integrate the logic gate in a MZI. Indeed, all the transmitted and reflected components of the initial WP must overlap in $k$ space, in order to cancel each other completely after the interference at the second BS. Reference [69] reports a specific steep geometry for the nanofinger that generates a quasi-flat energy selectivity on the energy broadening of the initial WP. Its numerical simulation in a multi-channel MZI shows indeed a significantly higher visibility of AB oscillations with respect to alternative scenarios at bulk FF 1, where the energy selectivity of the QPC significantly decreases device performances [103].

4.5. Creating entanglement: conditional phase shifter

Together with the electron BS and phase shifter for single-qubit logic operations, a complete set of quantum logic gates requires the engineering of a two-qubit device able to generate maximal entanglement from a product state. This coupling is realized by the conditional phase shifter $T$, of equation (6), which selectively adds a phase $\gamma$ to a specific two-qubit basis state.

In a solid-state implementation of the conditional phase shifter, Coulomb interaction acts as the coupling effect in the $T$ transformation. In fact, when two electrons in channel $i$ and channel $j$ approach each other in presence of electron–electron repulsion, part of their kinetic energy is transformed into
Figure 6. Two parallel MZIs define a conditional phase shifter $T$ in the IQH regime. The two channels with Landau index $n = 1$ interact in the active region (squared box), while the channels with $n = 0$ are separated by increasing the width of the region at FF 1. The inset shows the time evolution of the density probability of each particle in the $n = 1$ channels.

a repulsive coupling potential and the velocity along their path is reduced. Then, when their relative distance returns to the original value, the potential energy is transformed back into kinetic energy and the initial velocity is restored. As a result of this process, the two electrons will undergo a delay in their propagation compared to the non-interacting case. This delay corresponds to a phase factor in front of the $|i\rangle$ component of the two-qubit wave function, and it depends on the geometrical parameters of the system, e.g. the length of the coupling region and the distance between the two electrons.

At bulk FF 2, for the two counterpropagating electrons four edge channels are energetically available in the 2DEG, two for each side of the device with Landau indexes $n = 0, 1$. The system can be engineered as two MZIs connected in parallel, with the mesa structures facing each others, as in our proposal for a solid-state implementation of the device. Figure 6 shows a viable geometry based on the multichannel MZI simulated in [69]. Here, by tuning the width of the loop area, the two external channels ($n = 1$) are brought near to each other, and their mutual interaction is increased. On the contrary, the channels closer to the potential edge barrier ($n = 0$) can be separated by locally depleting the confining barrier, so that their interaction with the states of the other electron is negligible. The inset of figure 6 shows the initial (blu shapes) and final (light blu shapes) probability distribution of the two interacting WPs in the coupling region, which is targeted by the yellow square in the full-scale device, resulting from our time-dependent modelling of the two-electron dynamics.

Numerical simulations of the proposed scheme prove that long-range Coulomb interaction acts as a selective entangler in this geometry (figure 7). Two Gaussian WPs are initialized at opposite sides of the active region (blue WPs in the inset of figure 6) in the second LL. Figure 7(a) shows the transverse probability distribution of the right WP at initial time. Here, the overlap between the two WPs, symmetrically distributed along the $\hat{x}$-direction, is negligible, thus ensuring the absence of elastic tunneling between the two channels. The spatial shift $\delta l$ induced by the electron interaction is obtained by comparing the final position of the two WPs in presence of Coulomb repulsion with the non-interacting case. Such shift can be increased/decreased by moving closer/farther the edges of the two potential mesas, or by tuning the smoothness of the LL. $V(x)$ is indeed engineered in order to induce a quasi-parabolic dispersion of the second LL (orange dashed curve in figure 7(a)), rather than a quasi-linear one, so that a larger $\delta l$ is expected. In case of a linear dispersion, indeed, the kinetic energy of the two WPs are initially decreased and finally increased by the same amount, so that the effect of electron–electron repulsion would not be detectable.

The phase shift $\gamma$ in the $\mathbf{T}$ matrix is related to the spatial shift $\delta l$ by resorting to the longitudinal separation $L_{\text{eff}}$, which is necessary to produce a $2\pi$ rotation in a single-electron MZI. Figure 7(b) reports the transmission probabilities of Gaussian WPs initialized in the output state of the quasi half-reflecting BS in section 4.3 (a coherent superposition of WPs in channel 0 and 1), scattered on a second identical electron BS, and then measured trough its probability of being detected in the output channel 0 or 1. The scattering events have been dynamically simulated with the single-particle version of our software, for Gaussian WPs with different spatial broadenings $\sigma$; the two components of the single-electron initial wave function are delayed by a spatial factor $\Delta y$, in order to reproduce the interference pattern in a full-scale MZI (section 5.2).

The periodicity $L_{\text{eff}}$ of the interference fringes in figure 7(b) corresponds to a $2\pi$ qubit rotation in the output state of the Mach–Zehnder experiment. The space shift induced by the Coulomb interaction, $\delta l$, for two interacting electrons in channel $n = 1$ can therefore be related to an equivalent phase shift $\gamma$ by using $L_{\text{eff}}$ as a reference:

$$\gamma = 2\pi \frac{\delta l}{L_{\text{eff}}}. \quad (36)$$

For two WPs with $\sigma = 40 \text{ nm}$ and a separation between the two mesas $W = 100 \text{ nm}$ in the active region, our two-particle
simulations in presence of long-range Coulomb repulsion produce a $\delta l = 11\, \text{nm}$ with respect to the non-interacting case, as shown in figure 7(c). According to equation (36), this is equivalent to a $\gamma = \pi$ rotation for the effective length $L_{\text{eff}} = 19\, \text{nm}$ of the interference pattern in figure 7(b).

The relative distance between the two mesas required for a $\pi$ rotation in our numerical simulations, i.e. $W = 100\, \text{nm}$, is feasible with current nanotechnology. This validate the present geometry as a phase shifter in the IQH regime, where the phase can be efficiently tuned up to e.g. $\pi/4$ by simply increasing the distance between the two mesas on such achievable length scales.

5. Dynamics of a single carrier: time-dependent numerical simulation

5.1. Propagation method

In the present section we describe the numerical method adopted for the time propagation of the one- and two-particle state in presence of a magnetic field [67, 111–114]. For a system described by the single-particle Hamiltonian $\hat{H} = \hat{T} + \hat{V}$, the evolution of the wave function is computed from the time-dependent Schrödinger equation

$$
\frac{i\hbar}{\partial t} \Psi = \hat{H} \Psi. \tag{37}
$$

Equation (37) can be solved by applying to the initial wave function $\Psi(x, y; t = 0)$ the evolution operator $\hat{U}(\delta t) = e^{-i\hat{H}\delta t}$.

For a time interval short enough, $\delta t \to 0$, one can apply the Trotter Suzuki factorization to separate the kinetic and potential operator:

$$
\hat{U}(\delta t) = e^{-i\hat{H}\delta t} = e^{-i\hat{T}\delta t} e^{-i\hat{V}\delta t} = e^{-i\hat{F}\delta t} e^{-i\hat{E}\delta t} = e^{-i\hat{F}\delta t} e^{-i\hat{E}\delta t} e^{i\hat{E}\delta t} = e^{-i\hat{F}\delta t} e^{i\hat{E}\delta t}.
$$

The last term, representing a small numerical error depending on $\delta t^3$, can be ignored. It is worth remembering that the systems considered in the present work are 2D, so that only the coordinates $x$ and $y$ in the real space and $k_x$, $k_y$ in the reciprocal space, need to be considered. The potential operator $\hat{V}$ is diagonal in the real space, while the kinetic operator $\hat{T}$ is diagonal in the wave vector space. $m^*$ is the effective carrier mass and, for simplicity, will be considered the same.
for the two directions. It is therefore convenient to apply the exponential of the kinetic operator by using its representation in the reciprocal space, where $\hat{T}$ is a scalar function. To this purpose, the kinetic evolution operator must be applied to the wave function in the wave vector space representation, which is obtained from $\Psi(x, y)$ by a Fourier transform:

$$\mathcal{F}\Psi(x, y) = \frac{1}{(2\pi \hbar)} \int_{-\infty}^{+\infty} e^{-i\mathbf{p} \cdot \mathbf{r}}\Psi(x, y)dr = \hat{\Psi}(k_x, k_y).$$

(42)

The evolution operator will be therefore split in two parts, potential and kinetic, applied to the wave function in the real space and reciprocal representation, respectively. Including the forward and backward Fourier transforms, the evolution operator reads

$$\hat{U}(\delta t) = e^{-i\frac{\hat{H} \delta t}{\hbar}} \mathcal{F}^{-1} e^{-i\mathbf{k} \cdot \mathbf{r}} \mathcal{F} e^{-i\mathbf{k} \cdot \mathbf{r}} \mathcal{F}^{-1} e^{i\frac{\hat{H} \delta t}{\hbar}} .$$

(43)

In order to evolve the wave function for a time $t = N\delta t$, the operator of equation (43) must be applied for $N$ time steps, so the evolution of the wave function will be given numerically by:

$$\Psi(x, y; t) = [\hat{U}(\delta t)]^N \Psi(x, y; 0).$$

(44)

To lower the computational cost, the $N$ time steps can be rearranged in the following way:

$$\Psi(x, y; t) = e^{i\frac{\hat{H} t}{\hbar}} \left( e^{-i\mathbf{k} \cdot \mathbf{r}} \mathcal{F}^{-1} e^{-i\mathbf{k} \cdot \mathbf{r}} \mathcal{F} e^{-i\mathbf{k} \cdot \mathbf{r}} \mathcal{F}^{-1} e^{i\frac{\hat{H} t}{\hbar}} \right)^N .$$

(45)

In presence of a magnetic field, the momentum $p$ is replaced by $\mathbf{p} - qA$, where $A$ is the magnetic vector potential obtained from $B = \nabla \times A$. We will consider a magnetic field applied along the $z$ direction, i.e. orthogonal to the 2DEG plane. In the Landau gauge, $A = (0, xB, 0)$ so that

$$\hat{T} = \frac{1}{2m^*} \sum_{i=x,y,z} \left( p_i - qA_i \right) \frac{\hbar^2}{2m^*} \left( k_i - eBx \right)^2 + \frac{\hbar^2}{2m^*} k_z^2 = \hat{T}_{p,x} + \hat{T}_{p,y} .$$

(46)

Here, the Fourier transform acts on a single coordinate at a time. The time-evolved wave function is

$$\Psi(x, y; t) = e^{i\frac{\hat{H} t}{\hbar}} \left( e^{-i\mathbf{k} \cdot \mathbf{r}} \mathcal{F}^{-1} e^{-i\mathbf{k} \cdot \mathbf{r}} \mathcal{F} e^{-i\mathbf{k} \cdot \mathbf{r}} \mathcal{F}^{-1} e^{i\frac{\hat{H} t}{\hbar}} \right)^N \times e^{-i\frac{\hat{H} t}{\hbar}} \Psi(x, y; 0).$$

(47)

The algorithm can be straightforwardly extended to the two-particle case as follows. Without the magnetic field, the two-particle Hamiltonian $H(x_1, y_1, x_2, y_2) = H_1(x_1, y_1) + H_2(x_2, y_2) + V_{\text{int}}(x_1, y_1, x_2, y_2)$ can be rearranged as

$$H(x_1, x_2, y_1, y_2) = T(x_1, y_1, x_2, y_2) + V(x_1, y_1, x_2, y_2),$$

(48)

where $T(x_1, y_1, x_2, y_2) = T_1(x_1, y_1) + T_2(x_2, y_2)$ and $V(x_1, y_1, x_2, y_2) = V_1(y_1, y_2) + V_2(x_2, y_2) + V_{\text{int}}(x_1, y_1, x_2, y_2)$. Equation (43) is can be rewritten by using 4D Fourier transform on the $(x_1, y_1, x_2, y_2)$ space:

$$\hat{U}(\delta t) = e^{-i\frac{\hat{H}_{\text{int}} \delta t}{\hbar}} \mathcal{F}_{4d}^{-1} e^{-i\mathbf{Q} \cdot \mathbf{r}} \mathcal{F}_{4d} e^{-i\mathbf{Q} \cdot \mathbf{r}} \mathcal{F}_{4d}^{-1} e^{i\frac{\hat{H}_{\text{int}} \delta t}{\hbar}} .$$

(49)

The same holds for equation (47), where $\mathcal{F}_{4d}(\mathcal{F}_{4d}(\mathcal{F}_{4d}(\mathcal{F}_{4d}(\mathcal{F}_{4d}))))$ and similarly for the antitransform. Indeed, with the presence of a magnetic field, the Landau gauge couples the linear momentum $\hat{p}_n$ and the position $\hat{r}$, of the same particle $i = 1, 2$, so that it is possible to perform 2D Fourier transforms on the $(x_1, x_2)$ and $(y_1, y_2)$ spaces. Equation (47) therefore reads:

$$\Psi(x_1, y_1, x_2, y_2; t) = e^{-i\frac{\hat{H}_{\text{int}} \delta t}{\hbar}} \mathcal{F}_{4d}^{-1} e^{-i\mathbf{Q} \cdot \mathbf{r}} \mathcal{F}_{4d} e^{-i\mathbf{Q} \cdot \mathbf{r}} \mathcal{F}_{4d}^{-1} e^{i\frac{\hat{H}_{\text{int}} \delta t}{\hbar}} \Psi(x_1, y_1, x_2, y_2; 0).$$

(50)

The Split-Step Fourier method requires the discretization of both direct and reciprocal spaces. On a 2D simulation grid with $N_x$ and $N_y$ points distributed on a length $L_x, L_y$, the lattice parameters $\delta x = L_x/N_x$ and $\delta y = L_y/N_y$ are related to the discretization parameters on the $k$-space $\delta k_x = 2\pi/L_x$ and $\delta k_y = 2\pi/L_y$ by the following relations:

$$k_{x,x} = \frac{\delta k_{x}}{\delta x} \text{ and } k_{x,y} = \frac{\delta k_{y}}{\delta y} .$$

(51)

so that also the reciprocal space is discretized in $N_x \times N_y$ points. Furthermore, the use of the Landau gauge imposes that $k_{y} = \frac{eB}{\hbar}$ and consequently for a system with the origin at the center of the device the maximum magnetic wave vector $k_{y,y} = \frac{eB}{2\hbar}$ must fulfill $k_{y,y} < k_{x,x}$ in order to be correctly represented. Additionally, to correctly reproduce the WP dynamics, some care must be taken in the definition of the discrete time interval $\delta t$. In addition to be small with respect to typical dynamical times of the WP evolution, it must be smaller than the transition time between two grid points, which is defined by $\delta x/\nu$. Also, in order to avoid aliasing, the largest wave vector $k_{x}$ in the WP must be smaller than the maximum wave vector simulated by the grid in the $k$-space. Finally, $\delta t < \frac{2\pi}{\nu_{\text{max}}}$. 

5.2. Mach–Zehnder interferometer

In an electronic MZI the most basic building blocks for quantum computing, i.e. the BS $R_0$ and the phase shifter $R_1$, are combined to observe self-interference of the carrier wave function. The single-particle wave function is initially split into a coherent superposition of a reflected and a transmitted component by an half-reflecting BS. The phase shifter separates the two portions of the scattered state to introduce a relative phase, which can be tuned by the geometry of the system or the intensity of the magnetic field. Finally, the two beams are recombined on a second BS, where they interfere. In a solid-state implementation of the device, the visibility of AB oscillations in the transmission amplitude measures the degree of coherence for single-electron transport, jeopardized by
Figure 8. (a) Full-scale potential generated by top gates in the single-channel MZI of [103] (blue region) and dynamics of the single-electron WP. (b) Scheme and geometrical parameters of the MZI to implement the 1D effective model. The device is divided into 3 sections: (I) in blue, where the channel $|D_1\rangle$ is filled, (II) in green, where two paths $|L\rangle$, $|R\rangle$ propagate after the first QPC, and (III) in orange, where the final channel $|D_2\rangle$—the only one transmitted outside region II by the second QPC—is measured.

typical decoherence processes induced by impurities [115, 116], phonons [117] or background charges.

Thanks to their long-range coherence length, ESs in the IQH proved to be ideal candidates to observe interference patterns in this device. The first experimental implementations of Hall MZIs were based on energy-degenerate counterpropagating states at integer FF, where only the first edge channel is available at each side of the 2DEG. The electron BS is realized with the QPC described in section 4.3 and the phase shifter is obtained with the step indentation geometry described in section 4.2 (see figure 8(a)).

In the literature, the visibility of an electronic MZI is usually predicted by means of the analogy between ESs in 2D heterostructures and plane waves in 1D effective geometries. References [69, 103] generalize this result for localized WPs of ESs, and compare the theoretical predictions to the results of full-scale numerical simulations in a time-dependent framework (section 5.1). In this effective 1D scheme, the initial state is a linear combination of plane waves $|D_k\rangle$ along the $\hat{y}$ direction, $|\Psi_k\rangle = e^{ik_r y}$:

$$|\Psi_k\rangle = \int dk F(k)|D_k\rangle,$$

where $F(k) = N \exp(-\sigma^2(k - k_0)^2)$ is a Gaussian distribution centered at $k_0$ with spatial dispersion $\sigma$. The device is divided into three regions (figure 8(b)), containing the QPCs and the phase shifter, whose scattering matrices are detailed in section 2. The output state reads $|\Psi_{\text{out}}\rangle = \hat{B}\hat{\Phi}|\Psi_k\rangle$. The final transmission probability for a single $k$-component of the WP in the final region, $|D_2\rangle$, has the well-known form [67]:

$$|t'(k)|^2 = |\langle D_2|\Psi_{\text{in}}\rangle|^2 = T_0 - T_1 \cos(\Delta \chi - k_0 \Delta l),$$

where $T_0 = |r_1 r_2|^2 + |t_1 t_2|^2$ and $T_1 = 2 r_1 r_2 t_1 t_2$, $\Delta \chi$ is the magnetic phase and $\Delta l$ the relative length difference between the two channel paths. By assuming (i) energy-independent coefficients $t_f(k) = t_i(k) = \frac{1}{\sqrt{2}}$ of the half-reflecting BS and (ii) an energy-independent phase $\Delta \chi - k_0 \Delta l$, the total transmission probability for a Gaussian WP is computed analytically as

$$T = 2\pi \int dk |F(k)|^2 |t'(k)|^2 = T_0 - T_1 e^{-\frac{\pi}{\hbar} \Delta \chi} \cos(k_0 \Delta l).$$

The relative phase depends on the geometrical parameters of the MZI in figure 8(b):

$$\Delta \phi - k_0 \Delta l = \left[ \frac{\hbar}{e} H(a_L + L_0) \right] B + \varphi_0$$

$$= \left[ \frac{\hbar}{e} HB - 2k_0 \right] a_L + \varphi_0,$$

so that

$$T(a_L, B) = T_0 - T_1 e^{-\frac{\pi}{\hbar} \Delta \chi} \cos(\frac{\hbar}{e} HB (a_L + L_0) - 2k_0 (a_L - L_1))$$

$$= T_0 - T_2 \cos(k_0 B + \phi_B).$$

The total transmission probability of Gaussian WPs oscillates with the magnetic flux across the loop area and with the relative path difference, as in equation (53) for plane waves. However, in presence of a localized wave function, a change in the lateral dimension of the loop area $(a_L)$ induces also an exponential decrease in the visibility, which reads

$$vis = \max(T) - \langle T \rangle.$$
The time-dependent approach described in section 5.1 provides a clear picture to explain a possible contribution to this visibility damping, which is related to charge localization [62, 103]. The first BS splits the localized wave function in a reflected and transmitted components that are localized in space, too. Then, if the potential step and the indentation in the phase shifter have the same smoothness, the two components propagate with the same group velocity. For Δl ≠ 0 they recollect at the second BS with a time delay induced by the path difference, and interfere accordingly to their relative phase. For a large path length difference, the two WPs do not overlap in space, so that the interference is suppressed. In contrast to the prediction of the simple theoretical model (equation (57)), numerical simulations in [103] show that the actual length scale for this process is larger than the spatial broadening of the WP σ. Moreover, this discrepancy is proved to decrease for σ → ∞, that is when the electron WP is well approximated by a delocalized plane-wave with a single well-defined energy. This trend is typical of scattering processes where assumption (i) is adopted, as usually done in literature. The interplay between the energy broadening of the WP and the selectivity of the QPC can be accounted for by resorting to the empirical coefficients r(k), t(k) (section 4.3); this leads to a definition of T0 and T1 that depends on the spatial broadening and geometrical parameters γ and α:

\[
T_0 = \frac{\sigma}{2\Sigma}, \quad T_1 = 2\sigma \exp\left(\frac{-\gamma\sigma^2}{2\Sigma^2}\right).
\]

The visibility reads

\[
\text{vis} = \frac{1}{4} \exp\left(-\frac{\gamma\sigma^2}{2\Sigma^2}\right),
\]

with \(\Sigma^2 = \sigma^2 + \alpha^2/4\gamma\) the length scale for the damping of the transition amplitude. The actual visibility is lower than the ideal value 1, which is restored only in the limit \(\alpha/\sqrt{\gamma} \ll \sigma\). This condition describes indeed an electron as a delocalized plane wave, or a QPC with a selectivity smooth enough to neglect the energy dispersion of the WP.

However, assumption (ii) still holds in this model. The validity of such approximation depends on the energy broadening of the injected WP with respect to the smoothness of the energy dispersion \(E_n(k)\) in the channel. For a large slope \(\alpha\), the states involved in the WP have a dispersion that is large in energy, but small in space, so that \(x_0(k)\) is expected to be almost independent from \(k\). When integrating over large energy windows, as typically done in steady-state scenarios, phase averaging represents a relevant source of decrease in visibility, as previously mentioned in section 4.2. To reduce the impact of assumption (ii), the injection of single-electron WPs with a high energy resolution is clearly a solution. However, phase averaging also depends on the miniaturization of the loop area, which is here limited by the presence of the Ohmic contact. Better performances are indeed expected in multi-channel implementations of the MZI, where the loop area can be decreased of 2 orders of magnitude with respect to the single-channel geometry.

At bulk FF 2, the basis consists of cyclotron-resolved ESs with a different energy dispersions \(E_n(k)\) for each channel. Figure 9 displays the possible geometry of MZI investigated in [69]. The potential profile (blue region) mimics the effect of top gates in a realistic MZI. The shape of the BS (a single potential dip) is engineered in order to produce a smooth energy selectivity around 50% (see section 4.4), while the phase shifter is a potential mesa with local FF 1 and smooth edges, so that additional interchannel mixing is avoided in this region. Here, the two components of the wave function propagate with a different group velocity \(v_\beta\), that depends on the transverse potential profile of the mesa and on the Landau index \(n\). The overlap between the two WPs at the second BS depends on the time difference between the propagation in the first and the second channel, from region I to region III: the highest overlap—and consequently visibility—is expected only when the two paths in region II, each divided by the corresponding group velocity, i.e. \(\Delta x_n/v_\beta\), are the same for channel 0 and channel 1. When a time delay between the two components of the wave function is present, an exponential decrease in the transmission amplitude from the first to the second channel (figure 10(b)) is observed.

This trend is confirmed analytically in [69] under the assumption of linear dispersions \(E_n(k)\), which is a good approximation in the full-scale geometry under study. The 1D simplified model of equation (52) can be adapted to the present geometry, by assuming that an ES of the \(n\)th LL is represented by a plane wave along \(y\), \([k, n]\), with the (linear)
energy dispersion of that LL, \( k(E, n) \). The dynamical phase is approximated as

\[
\chi_i = \int_i k \, ds = \frac{1}{\hbar} \int \frac{E - E_0}{v_g^i} \, ds = \frac{E - E_0}{v_g^i} \Delta s_i,
\]

where \( E_0 \) is the central energy of the WP, \( v_g^i \) the group velocity in region II and \( \Delta s_i \), with \( i = 0, 1 \), is the path of channel \( i \) in region II. Together with the magnetic contribution, the relative phase then reads:

\[
\Phi = \varphi + \frac{E - E_0}{\hbar} \left( \frac{\Delta s_0}{v_g^0} - \frac{\Delta s_1}{v_g^1} \right) + eBS \frac{\Sigma}{\hbar},
\]

where \( \Delta s_0, \Delta s_1 \) and \( \Sigma \) depend on the specific geometry of the device. At bulk FF 2, both channels reach the end of the device, where they can be used as input states for a following stage. In order to measure the transmission probability \( T_{ji} \) from the input channel \( i \) to one of the available output channels \( j \), the two basis states can be selectively separated by smooth potential steps with a local FF 1, as in the phase shifter [69, 110]. Figure 9 also sketches the measurement apparatus in the rightmost region labeled IV, where an additional potential mesa separates the two channels, and an imaginary potential absorbs the states in the first component. The one of the wave function with higher Landau index \( (n = 1) \) reaches the end of the device, where its probability amplitude corresponds to \( T_{10} \) for an electron state initialized in the first LL. \( T_{10} \) is computed from equation (54) in the multichannel geometry:

\[
T_{10} = \int F(k(E)) \frac{dk}{dE} |t'_0(E)|^2 dE = \sqrt{2\pi} \sigma \left| \frac{\left( W - W_0 \right)^2}{22^2} \right| |t'_0(E)|^2,
\]

where the electron is initialized in a Gaussian WP of ESs with \( n = 0 \) and \( \sigma \) indicates the group velocity in region I. \( t'_0 \) is the transmission coefficient for a single component of the WP, i.e. from equation (53),

\[
|t_{10}(E)|^2 = 2|t_0(E)t_{00}(E)|^2(1 + \cos \Phi).
\]

This expression holds under the hypothesis of ideal half-reflecting transmission coefficients \(|t_{00}(E)|^2 = |t_{10}(E)|^2 = 1/2 \) and almost identical ESs \( \varphi_{n0}(x) \sim \varphi_{n1}(x) \) (large \( \sigma \)). Note that, with a proper design of the electron BS—as in [69]—the first approximation is quite accurate, differently from the QPC in single-channel MZIs. The final transmission probability from the outer to the inner channel can be computed from equation (65):

\[
T_{10} = \frac{1}{2} \left[ 1 + \exp \left( -\frac{(W - W_0)^2}{22^2} \right) \cos(\Phi') \right], \quad \Sigma = \frac{\sigma}{v_g^1/v_g^0}.
\]

The analytical prediction of the simplified numerical model leading to equation (65) are confirmed by the full-scale numerical simulations of single-electron interference in the dynamical framework of [69]. Results are reported in figure 10. According to our 1D model, \( T_{10} \) depends on an angle \( \Phi' = \frac{eBS}{\hbar} + \varphi \) that varies with the magnetic field \( B \) or the width of the mesa \( W \) (affecting the area \( \Sigma \)). Similarly to the MZI at bulk FF 1, the variation of the width induces an exponential damping in the transmission amplitude due to the non simultaneous arrival of the two WPs at the second BS. However, in this geometry, the length scale \( \Sigma \) does not directly depend on geometrical parameters of the BS, but on the dynamics of the WPs in the phase shifter, due to the different velocities of the two channels in the phase shifter.

Regarding the magnetically-driven AB oscillations, numerical data (dots) in figure 10(a) show that the transmission coefficients slightly increase with \( B \), while the theoretical model (solid line) predicts a constant visibility. Indeed, the latter does not take into account the magnetic dependence of the BS, and that the transmission coefficients of the phase shifter do not actually have an unitary module. Support
simulation in [69] prove indeed that an increase of the magnetic field increases the scattering from the first to the second channel at the BS. Additionally, when B decreases, the LLs reduce their energy resolution, thus favoring inter-channel scattering. The phase shifter acts therefore as an additional BS that decreases the visibility of the device.

In this geometry, the visibility reaches the value \( \text{vis} = 0.87 \) for a Gaussian WP with \( \sigma = 60 \) nm and \( W = W_0 \). Higher values are predicted for experimental implementations, where single-electron WPs are usually injected with smaller energy resolution.

The possibility of implementing a high-performance MZI, should be feasible with current nanotechnology, with a scalable geometry and a small loop area making this device an ideal candidate for the engineering of two-qubit operations, as described in the following section.

6. Two-particle dynamics

6.1. Hong-Ou-Mandel interferometer

In the HOM interferometer two indistinguishable particles [118], generated from independent sources, interact at a half-reflecting BS and are recollected at two detectors, where the two-particle statistics is tested by measuring the coincidence counts. In optics, two identical photons are emitted from synchronized sources and then simultaneously detected at the same output due to their bosonic nature, so that the bunching probability is 1. In an experimental realization of the device, this translates into a full peak in the coincidence counts. By reducing the synchronization of the two sources, i.e. by a time shift \( \Delta t \), the bunching probability tends to 1/2 in the limit \( \Delta t \rightarrow \infty \), as expected for distinguishable particles [119].

In the electronic counterpart of the HOM experiment, a perfect antibunching of the two charges is predicted, owing to their fermionic nature. In fact, Pauli exclusion principle prevents that two indistinguishable electrons occupy simultaneously the same output. In real experiments, however, the measurement of the coincidence counts would require single-shot detection of flying electrons in a semiconductor device, which is not achievable yet. Differently from the photon case, here the bunching probability is recovered from low-frequency current noise in the output currents [120]. The earliest measurements on electron antibunching were performed by injecting a continuous current of electrons in a HOM [121] and HBT interferometer [8, 49], but the use of electron beams prevents the interference to be directly interpreted as the overlap between single-electron WPs. In 2013, Bocquillon et al performed the first HOM experiment in the IQH regime with single-electron sources [24]: two mesoscopic capacitors inject an electron followed by a hole in anti-chiral edge channels, and the excess low frequency noise is measured at one of the outputs at different synchronization times \( \Delta t \). This measurement exposes the so called \( \text{(Pauli dip)} \) in the antibunching counts. In this geometry, the electron BS is a QPC, whose action on the electron state is detailed in section 4.3.

The presence of a minimum in the excess noise as a function of \( \Delta t \) proves the generation of coherent and indistinguishable particles from independent sources. Interestingly, the minimum of the Pauli dip is not zero, differently from the theoretical predictions of stationary models.

This apparent violation of the Pauli exclusion principle occurs also in later experiments at bulk FF 2 [13, 76], and it has been related to the nature of Landau excitations, which are injected as single-electron WPs by mesoscopic capacitors [72, 81]. These sources generate linear combinations of edge-magnetoplasmon excitations, whose coherence is destroyed by Coulomb inter-channel and intra-channel interactions. At bulk FF 2, after the two edge channels run parallel for a long enough distance \( L_{\text{frac}} = \frac{\hbar c}{2e} \), the charge of the single-electron pulse is split between the two LLs. This source of decoherence, known as charge fractionalization and already observed in single-electron devices [7, 122, 123], quenches the effect of exchange-symmetry in the two-electron antibunching, thus increasing the minimum value of the Pauli dip for larger WPs [80]. It is however possible to prevent this exotic effect by increasing the lateral distance between the two channels with a local variation of the FF [69], or by looping the inner one [124].

On the other side, time-dependent numerical simulations show that the non-zero Pauli dip can also be intrinsically related to the localized nature of the electron state [65, 88]. Indeed, a steady state picture for ESs—widely adopted in literature—does not fully capture the features of two-electron [125] antibunching in a HOM interferometer. Marian et al [65] investigate two-electron tunneling on a barrier in a time-dependent framework [126], and provide the bunching probability for an exchange and Coulomb-driven scattering [127]. This 1D framework is equivalent to a HOM setup, with the electrons initialized in quasi-particle WPs with opposite central \( k_0 \). By using a time-dependent algorithm, all the energy-related information about the system are automatically accounted for, and no effective guesses must be done to include the energy selectivity of the barrier. The energies of the system are set to split each electron WP with 50% of integrated transmission probability. However, similarly to a real QPC, the highest energy components are mainly transmitted, while the lowest are reflected. This means that non identical reflected and transmitted WPs are generated after the scattering at the BS. Since only WPs with identical \( k \) components at the same side of the device are canceled by exchange-symmetry, the residual non zero overlap contributes to a residual bunching probability. The stationary behavior is restored only in the limit \( \sigma \rightarrow \infty \), where the WP is well approximated by a plane wave. This trend differs from the measured one in presence of charge fractionalization, which remarks the difference between the two scenarios.

A full-scale 2D simulation of the HOM interferometer was presented in [88], thus overcoming the limits of the 1D effective geometry. Here, the external potential profile is shaped to reproduce a realistic QPC, and the electrons are initialized in single-electron Gaussian WPs of the exact ESs (figure 11(a)). The energies are set to simulate a simple case of bulk FF 1, so that interchannel interaction are not expected
to be effective. Thanks to the use of the time-dependent algorithm described in section 5.1, numerical results in this scenario do not require any effective model for the transmission probability. Rather, it is automatically accounted for exactly by the definition of the external potential profile.

If, on one hand, the dynamical bunching probability $P_b(t) = \int_{S_{3ss}} |\psi|^2 dx_1 dy_1 dx_2 dy_2 + \int_{S_{3nn}} |\psi|^2 dx_1 dy_1 dx_2 dy_2$, which is computed with the exact two-particle wave function $\Psi(x_1, y_1, x_2, y_2)$, requires the exploitation of high performance computing resources (section 5.1), on the other hand, an approximated analytical formula in stationary conditions can be obtained by using the empirical transmission coefficients of a realistic 2D QPC given in equation (35). The two-electron wave function

\[
|\psi\rangle = \frac{|\phi_{1\alpha}\rangle |\phi_{2\beta}\rangle - |\phi_{2\alpha}\rangle |\phi_{1\beta}\rangle}{\sqrt{2}}
\]

is obtained from single-electron WPs $|\phi_{i\alpha}\rangle$ injected from independent sources in opposite edge channels. The BS generates a reflected $|\phi_{1\alpha}\rangle^R$ and a transmitted component $|\phi_{2\alpha}\rangle^T$ that are not identical, according to the findings of [103] (where the QPC is integrated in a MZI) and of [65] (simplifying a 1D effective model). The well-known bunching probability

\[
P_{bun} = \langle \phi_{1\alpha}^R | \phi_{1\beta}^R \rangle \langle \phi_{1\beta}^T | \phi_{1\beta}^T \rangle + \langle \phi_{2\alpha}^R | \phi_{2\beta}^T \rangle \langle \phi_{2\beta}^T | \phi_{2\beta}^T \rangle - 2 |\langle \phi_{1\alpha}^R | \phi_{2\beta}^T \rangle|^2
\]

then reads, for a WP in the 2D geometry,

\[
P_{bun} = \frac{1}{2} - \frac{1}{2} \frac{\alpha^2}{\Sigma^2} e^{-\frac{\sigma^2}{\Sigma^2}},
\]

with $\Sigma^2 = \sigma^2 + \alpha^2/8\gamma$ (figure 11(b)). This effective length $\Sigma$ clarifies the relation between the spatial dispersion of the WP $\sigma$ and the geometry of the QPC, encoded in the geometrical parameters $\alpha$ and $\gamma$. Equation (71) predicts a non-zero Pauli dip regardless the type of excitation generated by the two independent sources, and defines the regime ($\sigma^2 \gg \alpha^2/8\gamma$) where the HOM acts as a probe for the indistinguishability of particles generated from independent sources. $\Sigma$ defines also the length scale for the suppression of two-particle interference in the HOM interferometer.

Moreover, thanks to the computation of the exact four-degrees-of-freedom wave function for a two-electron system, the Coulomb interaction between the two charges can be simulated exactly in a realistic geometry. Note, indeed, that in the 2D real space the effect of electron repulsion is expected to differ from the same in 1D systems [128, 129]. In the latter case, the two electrons are confined on the same rail, e.g. in the $x$-direction, and they are forced to get across $x_1 = x_2$, thus feeling an effective infinite barrier during the scattering for $d=0$. On the contrary, in presence of the exact Coulomb
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(a) Top-view of the external potential profile (gold region) generated by top gates in a realistic HOM interferometer and initial single-electron Gaussian WPs (blue shapes). (b) Stationary bunching probability induced by the exchange symmetry, as a function of the initial offset in the $y$ position of the two carriers, equivalent to a variation of the synchronization time. Red stars and blue dots correspond to the case without and with Coulomb interaction, respectively. (c) Stationary bunching probability for different WP real-space dispersions in presence of exchange symmetry alone. (d) Time evolution of the bunching probability for different WP sizes. Figures are adapted from [88].
interaction between the two-particles

\[ V_{12}(x_1, y_1, x_2, y_2) = \frac{e^2}{4\pi \epsilon \sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2 + d^2}}, \]

(72)

the bunching probability is not cancelled at \( d = 0 \), where \( d \) accounts for the finite thickness of the 2D system in the divergence at \( x_1(y_1) = x_2(y_2) \) [88]. This explains why each charge is only partially reflected by the interparticle Coulomb potential. Furthermore, in presence of Coulomb repulsion, \( P_{\text{bun}} \) does not increase linearly with increasing \( \sigma \) (figure 11(c)), but rather it saturates (figure 11(d)).

This trend characterizes also the spatial entanglement [130] between the real-space distributions of the antibunched electrons, as reported in [88]. By dividing the device in two separated regions, labeled as \( \text{top} \) (T) and \( \text{bottom} \) (B) in figure 11(a), the reduced density matrix

\[ \rho_{TB}(x_1, x'_1) = \int_{x_2 \in B} dx_2 \Psi(\mathbf{x}_1, y_1^*, x_2, y_2^*) \Psi^*(\mathbf{x}_2, y_2^*, x'_1, y_1^*), \]

(73)

can be computed from the exact two-electron wave function \( \Psi \). Here, the chirality of the edge channels allows one to project the two-electron state on the 1D rails at fixed coordinates \( y_1^* \in T \) and \( y_2^* \in B \), so that only one of the possible antibunched configurations of the two-electron system is considered. The von Neumann entropy \( S = \text{Tr}[\rho_{TB} \ln(\rho_{TB})] \), which provides the degree of entanglement between the particles in the two regions, is shown to decrease with increasing spatial distribution of the WPs, as well as by introducing Coulomb repulsion between the carriers.

6.2. HBT interferometer

The HOM interferometer described in the previous section is a viable platform for testing many-body statistics. Moreover, it represents a building-block for the implementation of the HBT experiment, which has the potential to detect and control the degree of entanglement between particles generated from uncorrelated sources. In its first realization [131], the angular diameter of the binary star \( \text{Sirius} \) was determined by measuring the interference between light signals from different portions of the system. Driven by the many-body statistics of indistinguishable photons, in a HBT geometry the interference pattern is not present in the intensity of the signal measured at a single detector, but it is only visible in intensity–intensity correlations between signals from uncorrelated detectors. Because of exchange-symmetry, the HBT effect is achievable also in the intensity correlation of electron beams. However, if an optic HBT interferometer has been technologically feasible with field-emission into vacuum, the electron analog requires a solid-state implementation in electrical conductors, where the Fermi gas is degenerate at low temperatures [132]. The long-range coherence of ESs in the IQH regime is then the ideal playground to observe a high-visibility interference pattern, but, differently from photon-based devices, coincidence counts can not be clearly detected in electronic devices. Intensity–intensity correlations are so defined through the quantum partition noise and cross-correlations of current fluctuations [133, 134].

Figure 12(a) reports a scheme of the HBT interferometer, whose earliest investigation in the IQH regime is based on ESs at unitary bulk FF in a Corbino geometry [53, 135]. Two electron currents are generated at contact 2 and 3, while four QPCs, acting as electron BSs, partition the impinging beams towards four detectors. No single channel clearly encloses an AB flux, while the paths of currents at different detectors do. The zero-frequency cross correlations \( S_{\alpha\beta} \) of the current fluctuations \( \Delta I_{\alpha} \) and \( \Delta I_{\beta} \) at detector \( \alpha \) and \( \beta \),

\[ S_{\alpha\beta} = \int dt \langle [\Delta I_{\alpha}(t) \Delta I_{\beta}(0) + \Delta I_{\beta}(0) \Delta I_{\alpha}(t)] \rangle, \]

(74)

can be rewritten in terms of the scattering matrix \( s_{\alpha\beta} \) which
relates the current incoming at contact \( \beta \) to the outgoing from contact \( \alpha \) [134]. By assuming electron currents entering the device from the reservoirs at contacts 2 and 3, and exiting through contacts \( \alpha = 5,6 \) and \( \beta = 7,8 \), \( S_{\alpha \beta} \) reads

\[
S_{\alpha \beta} = -\frac{2e^2}{h} \int dE \left( s_{\alpha 2}^* s_{\beta 3} + s_{\alpha 3}^* s_{\beta 2} \right) (f - f_0)^2, \tag{75}
\]

with \( f \) Fermi distribution function of the emitting reservoirs and \( f_0 \) ground density distribution function of the remaining contacts. In the present scenario, phases are added to the scattering matrices as multiplicative terms, thus not leading to interference effects in single currents. Current intensities at the grounded contacts read:

\[
I_{\beta}(T) = I_{\alpha(0)} = \frac{2e^2}{h} T(R) V, \tag{76}
\]

with \( T \) and \( R \) transmission (reflection) and reflection (transmission) coefficients of the QPC partitioning the signal from contact 2 (3). A phase dependence arises in the current–current correlations, as for example

\[
S_{5,8} = \frac{-e^2}{4h} |V| (1 + \cos(\phi_1 + \phi_2 - \phi_3 - \phi_4)), \tag{77}
\]

with \( T = R = 1/2 \). The four channels enclose then an AB flux that contributes positively for \( \phi_1, \phi_2 \) and negatively for \( \phi_3, \phi_4 \), so that the total phase in equation (77) is rewritten as

\[
\phi_0 = \phi_1 + \phi_2 - \phi_3 - \phi_4 + 2\theta \langle \phi_0 \rangle, \tag{78}
\]

with \( \theta \) and \( \langle \phi_0 \rangle \) magnetic vector potential. This makes \( S_{5,8} \) sensitive to variation of the AB flux, as proved experimentally in [8]. In this work, instead of implementing the looped Corbino geometry proposed in [53], two single-channel MZI [22] in the IQH regime are connected via a tunable QPC. As predicted theoretically, its opening suppresses AB oscillations in the current amplitude of each MZI, while the interference pattern is recovered in the cross-correlations spectral density. This experimentally proves that the HBT effect is exclusively driven by two-particle exchange symmetry.

The observation of an interference pattern driven by electron antibunching has been interpreted as a signature of entanglement, to be detected with a violation of Bell’s inequality (BI) [136]. BI, originally expressed with the joint detection probabilities of two particles at uncorrelated detectors, must then be reformulated in terms of the zero-frequency cross correlations [137]. By assuming strongly asymmetric BSs (\( R \ll 1 \) at C and D in figure 12), it is possible to achieve a regime with no counterpart in optics: the HBT interferometer is fed by electron–hole pairs generated from uncorrelated sources [53, 135]. Within this condition, the vacuum is noiseless and the coherence time \( \tau_c = \frac{eV}{\hbar} \) is smaller than the emission time \( \tau_e = \frac{\hbar}{eV} \) of the electron–hole pairs, so that the zero-frequency cross-correlation provides the same information of coincidence counts over a long time. To observe the interference pattern, the phases in equation (77) are typically varied by tuning the transmission coefficients of the BSs before the detector contacts (e.g. A and B in figure 12(a)). Moreover, [53] proves that orbital entanglement, i.e. the one related to the spatial degrees of freedom, can be detected via a violation of BI not only for electron–hole pairs, but also for pairs of electrons.

In the experiments described above, the simultaneous detection of the two electrons can be considered as a post-selective measurement of the orbital-entangled pair of electrons. Indeed, if two electrons are simultaneously detected at two different contacts, they must have been injected from different reservoirs due to their antibunching at the QPCs, as simulated in section 6.1. Since the paths of these two electrons cannot be distinguished, the two particles must be orbitally entangled. However, the two charges are generated from different sources, and the state emitted from these contacts is described by a product state with respect to the single electrons. This is of course not valid for a photon-based HBT interferometer, where particles bunch.

Finally, we note that strong dephasing reduces the orbital entanglement between the two particles, as well as the visibility of the interference pattern, but it is not expected to fully suppress it [96]. Indeed, it impacts the minimum temperature [138] to experimentally observe the violation of BI [139], which is precluded by a low visibility, as in the setup of [8].

The HBT geometries investigated above are jeopardized by the well-known topological limit of Hall interferometers at bulk FF 1, where Ohmic contacts are inserted in the loop areas and only one channel is available at the output of each MZI (section 4). Reference [97] proposes an alternative geometry based on the concatenation of two multi-channel MZI at bulk FF 2 (section 5.2). As shown in figure 12(b), the two MZIs are connected in parallel, and an extra middle gate is introduced in the loop areas to increase the local FF to 1. With respect to the geometry of the MZI simulated in section 5.2, the middle gate diverts the path of the inner channel (\( n = 1 \)), which reaches one of the detectors on the opposite edge of the 2DEG. The potentially smaller extension of this central middle gate, whose engineering has been described in section 4.2, can in principle reduce the sensitivity of the HBT to fluctuations of the AB flux in the two-electron interference, and lead to experimentally prove the violation of BI.

7. Summary and conclusions

The search for quantum computing devices is nowadays a prominent research effort, especially in the field of semiconductor nanoelectronics. Moreover, quantum information processing framework and entanglement theory have an important role also in the assessment of coherent dynamics beyond computer science and physics [140]. The guideline of this work is to show, through the review of recent proposals, that it is possible to devise semiconductor-based quantum gates suitable to process quantum information, by resorting to coherent carrier transport in Hall ESs. Indeed, carriers propagating in such channels are topologically protected from decoherence phenomena and serial operations of quantum gates can be realized, as long as the coherent dynamics of carriers is preserved. Devices operating in the IQH regime, where a magnetic field and a suitable potential landscape
create specific paths of quasi-1D edge channels, has been simulated numerically, and quantum interference patterns have been assessed. It has been shown theoretically that this flying-qubit implementation of quantum computing architecture is able to realize a universal set of quantum gates.

We have considered the injection of single strongly localized carriers in ESs, and compared it with the case of a current of delocalized electrons. In terms of quantum-information processing, the realization of qubits is simpler if resorting to localized carriers, since the qubit state can be described by the spin state, the Landau index or the spatial localization of the carrier itself. Specifically, we have focused on a qubit encoding based either on the which-path localization, or on the LL index.

There are three available protocols for the injection of single carriers in ESs. The so called ‘Leviton’ (a minimal excitation of the Fermi sea), the mesoscopic capacitors (realized by means of a dynamical coupling of the source with the device ESs) and quantum dot pumps (based on tunable barriers allowing confined electrons to be controllably injected in the device). For the latter method a theoretical protocol has been proposed to generate and detect almost identical Gaussian WPs from non-identical quantum dot pumps [84]. The method adopted in this work for the numerical propagation of the WP does not rely on a specific form of the initial state. In the numerical simulation reported here we consider a minimum uncertainty WP as the one that is generated with quantum dot pumps.

We note that electron transport in the IQH regime is usually studied by means of 1D analytical models. Here, we have addressed the problem in a full-scale 2D geometry, through a numerical solver of the time-dependent Schrödinger equation able to provide an exact solution of the single-particle and two-particle dynamics of WPs in ESs. In fact, time-dependent modeling of few-particle systems is an ideal framework to expose the building up of quantum correlations [141, 142]. With such an approach it is easy to include electron–electron interaction or time-dependent potentials in the system, and to assess the dynamical properties of the two-particle WP. Also, we showed that, by suitably designing the 2DEG potential profile, an entangling two-qubit gate can be realized by exploiting Coulomb interaction, a fundamental element for the universal set of quantum gates.

The visibility of single-electron MZIs, where the qubit is either defined by carrier position or Landau index, has been obtained, and the effect of the energy selectivity of BSs has been quantified. The specific implementation of the MZI operating at FF 2 described in section 5.2 solves the scalability problems of the MZI at FF 1, thus potentially enabling the concatenation in series of multiple devices and their integration into complex quantum computing architectures.

As a second viable platform for realize a flying qubit, a proposal for an electronic HOM interferometer operating in the IQH regime has been discussed and simulated. The system operates at FF 1 and the qubit is defined by the spatial localization of the WPs describing the carriers. Here, the long-range 2D Coulomb interaction has been included, and the interplay between Coulomb repulsion and exchange symmetry has been investigated.
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