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Abstract: In this paper we focus on the periodic boundary value problem associated with the Liénard differ-
ential equation x󸀠󸀠 + f(x)x󸀠 + g(t, x) = s, where s is a real parameter, f and g are continuous functions and
g is T-periodic in the variable t. The classical framework of Fabry, Mawhin and Nkashama, related to the
Ambrosetti–Prodi periodic problem, is modified to include conditions without uniformity, in order to achieve
the same multiplicity result under local coercivity conditions on g. Analogous results are also obtained for
Neumann boundary conditions.
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1 Introduction
The aim of this paper is to study the periodic boundary value problem associatedwith the Liénard differential
equation

x󸀠󸀠 + f(x)x󸀠 + g(t, x) = s, (1.1)
where s is a real parameter, f and g are continuous functions and g is T-periodic in the variable t.

A first motivation for our research is the study of the so-called Ambrosetti–Prodi problem for ODEs with
periodic coefficients. Indeed, according to the list of open problems proposed in [2], Professor Prodi himself
suggested such kind of investigations. In the seminal work [3], Ambrosetti and Prodi developed a method for
studying nonlinear operator equations in Banach spaces in the presence of singularities. An application of
their approach to the elliptic problem

∆u + g(u) = h, x ∈ Ω, u|∂Ω = 0, (1.2)

where Ω is a bounded domain in ℝN with boundary of class C2,α and h ∈ C0,α(Ω), with 0 < α < 1, led to the
following result.

Theorem 1.1. Let g : ℝ → ℝ be a function of class C2 such that g󸀠󸀠(ξ ) > 0 for each ξ ∈ ℝ and

−∞ < lim
ξ→−∞

g󸀠(ξ ) < λ1 < lim
ξ→+∞

g󸀠(ξ ) < λ2, (1.3)

with λ1 and λ2 being the first two eigenvalues of the associated linear problem. Then there exists a C1manifoldM
of codimension one in C0,α(Ω)which splits this space in twodisjoint open setsA0 andA2 such that problem (1.2)
has no solutions if h ∈ A0, exactly one solution if h ∈M, and exactly two solutions if h ∈ A2.
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Actually, with respect to [3], the assumption 0 < limξ→−∞ g󸀠(ξ )was also required in condition (1.3), but such
a restriction was then removed in [16]. In the subsequent work [5], Berger and Podolak provided a reformu-
lation of the conclusion in Theorem 1.1 by splitting h as

h = su1 + p,

where u1 is the normalized positive eigenfunction associated with the first eigenvalue λ1 and p is the ortho-
gonal component of h. In this case, they proved the existence of a unique real number s0(p) such that if
s < s0, then h ∈ A0, if s = s0, then h ∈M, while if s > s0, then h ∈ A2. By further results, due to Kazdan and
Warner [14], Dancer [6], and Amann and Hess [1], it is known that the convexity assumption on g can be
removed at the cost of the knowledge of the precise number of the solutions. In other words, one has at least
one solution for s = s0 and at least two solutions for s > s0. These results are also valid in the case of more
general second-order elliptic operators.

Looking at the periodic problem, for a fixed period T > 0 and the linear differential operator −x󸀠󸀠 (or
−x󸀠󸀠 − cx󸀠), it follows that λ1 = 0. Moreover, in the splitting proposed by Berger and Podolak, we have that
u1 ≡ 1 and p is a T-periodic forcing term with mean value zero in a period. Notice that, in this situation,
condition (1.3) implies lim|ξ|→+∞ g(ξ ) = +∞. In this context, a main contribution comes from the work of
Ortega [29]. Indeed, a version of Theorem 1.1 is obtained for the problem

x󸀠󸀠 + cx󸀠 + g(x) = h(t), x(0) = x(T), x󸀠(0) = x󸀠(T), (1.4)

with c > 0, under the convexity assumption on g and by assuming the condition

−∞ ≤ lim
ξ→−∞

g󸀠(ξ ) < 0 < lim
ξ→+∞

g󸀠(ξ ) ≤ (2πT )
2
+
c2

4 ,

which replaces (1.3) in the periodic setting. In [29] sharp results about the stability of T-periodic solutions
were obtained as well. Moreover, still in the framework of g󸀠󸀠 > 0, recent results about symbolic dynamics
associated with the solutions of the equation in (1.4) have been obtained in [31]. Still in this context, we also
recall the contribution of Vidossich [32], who achieved an Ambrosetti–Prodi type result for the first-order
linear differential operator x󸀠 + q(t)x, with q being a continuous and T-periodic coefficient.

On the other hand, avoiding the convexity assumption and dealingwith themore general equation (1.1),
a relevant contribution is contained in the work of Fabry, Mawhin and Nkashama [9], who considered a gen-
eral second-order parameter dependent differential equation of the form

x󸀠󸀠 + F(t, x, x󸀠) = s,

with F satisfying a Bernstein–Nagumo condition. The study of this equation includes (1.1) for F(t, x, y) =
f(x)y + g(t, x) and the following result is proved in [9, Corollary 1].

Theorem 1.2. Suppose that f : ℝ → ℝ and g : ℝ × ℝ → ℝ are continuous functions, and g is T-periodic in t and
satisfies the hypothesis

lim
|x|→+∞

g(t, x) = +∞ uniformly in t. (1.5)

Then, there exists a number s0 such that
(1) for s < s0, equation (1.1) has no T-periodic solutions,
(2) for s = s0, equation (1.1) has at least one T-periodic solution,
(3) for s > s0, equation (1.1) has at least two T-periodic solutions.

The results achieved in [9] have stimulated further investigations. For the sake of comparison, we recall that
theorems analogous to Theorem 1.2 have been obtained in [10], involving nonlinearities g(t, x) with singu-
larities, and in [25] for a more general equation of the form

(|x󸀠|p−1x󸀠)󸀠 + f(x)x󸀠 + g(t, x) = s.

We alsohighlight that similar results havebeen carried out for first-order differential equations (see [8, 23, 28]
and the references therein).
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An immediate consequence of Theorem 1.2 is the following.

Corollary 1.1. Let f, ϕ : ℝ → ℝ be continuous functions and suppose that

lim
|x|→+∞

ϕ(x) = +∞. (1.6)

Let a, p : ℝ → ℝ be continuous and T-periodic functions, withmint∈[0,T] a(t) > 0. Then, for the equation

x󸀠󸀠 + f(x)x󸀠 + a(t)ϕ(x) = s + p(t), (1.7)

there exists a number s0 such that
(1) for s < s0, equation (1.7) has no T-periodic solutions,
(2) for s = s0, equation (1.7) has at least one T-periodic solution,
(3) for s > s0, equation (1.7) has at least two T-periodic solutions.

At this point, from Theorem 1.2 and Corollary 1.1, the natural question arises whether the uniform condition
in (1.5) can beweakened. In particular, with respect to Corollary 1.1, one couldwonder if the result still holds
when a(t) ≥ 0 and it vanishes somewhere. The present paper is devoted to give an answer to these questions.
Indeed, we shall prove that the uniform conditions (1.5) and (1.6) can be improved to treat cases in which
the coercivity condition g(t, x) → ∞ holds only locally, namely, on a sub-interval of [0, T].

First positive answers to these questions, although not complete, were obtained in [30] for the Neumann
problem. Let us observe that solving the Neumann problem, on an interval of length T/2, can provide solu-
tions also for the T-periodic problem associated with ODEs presenting suitable symmetries in the variable t.
The results in [30] are based on the shooting method, which requires the uniqueness of the solutions for the
initial value problems and their continuability. In the present paperwe adopt a completely different approach
based on topological degree theory in function spaces. Actually, we borrow some arguments already devel-
oped in [9],where themethod of upper and lower solutions is exploited alongwith coincidence degree theory.
Some steps of our proof closely follows those performed in the above quoted paper and so, at the beginning
of Section 2, we recall some basic notions about coincidence degree. We stress the fact that the uniform con-
dition (1.5) permits to find lower solutions in a direct way. Without uniformity, in the limits at infinity, we
cannot proceed in the same manner, but, nevertheless, we can provide some lower bounds for the solutions
by using a Villari type condition (see Definition 2.1). This sentence is technically expressed in Theorem 2.2,
which will be the main tool for achieving our results about existence and multiplicity of solutions. This way,
we are able to obtain a version of Theorem 1.2 without the uniformity condition (see Theorem 3.2). As a con-
sequence, we will present an improvement of Corollary 1.1 (see Corollary 4.1), where the same conclusion
holds by assuming, for the term a(t), that

a(t) ≥ 0, with a ̸≡ 0.

We finally observe that all our results can be stated in the Carathéodory setting (see Sections 2 and 3) and
extended to the Neumann problem (see Section 4).

2 Preliminaries
In this sectionwe recall the fundamental properties of Mawhin’s coincidence degree, which is needed to treat
the periodic boundary value problem associated with the second-order differential equation

x󸀠󸀠 + f(x)x󸀠 + ψ(t, x) = 0. (2.1)

Such properties follow from general results, which can be found in the classicalmonographs [11, 20, 24] and
adapted to the present situation following [18]. Moreover, we establish a priori bounds for periodic solutions
of (2.1) that are useful for deriving results both of existence and multiplicity for such kind of equation.
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2.1 Mawhin’s Coincidence Degree

Mawhin’s coincidence degree is a powerful tool to deal with coincidence equations of the form

Lx = Nx, x ∈ dom L ∩ Ω, (2.2)

where L : X ⊇ dom L → Z is a linear non-invertible operator and N : X → Z is a nonlinear operator. In
our setting, X and Z are real normed spaces and Ω is an open bounded set in X. More specifically, we
assume that L is a linear Fredholm mapping of index zero. We also consider two linear and continuous
projections P : X → ker L and Q : Z → Im L, as well as, the (continuous) right inverse of L, denoted by
KP : Im L → dom L ∩ X0, where X0 := ker P ≡ X/ ker L is a complementary subspace of ker L in X. Notice
that equation (2.2) is equivalent to the fixed point problem

x = Φ(x) := Px + JQNx + KP(I − Q)Nx, x ∈ Ω, (2.3)

where J : coker L = ImQ ≡ Z/ Im L → ker L is a linear isomorphism. We further suppose that N is a continu-
ous operator which maps bounded sets to bounded sets and such that for any bounded set B in X, the set
KP(I − Q)N(B) is relatively compact (namely, N is L-completely continuous [24]). These assumptions imply
that the operator Φ, defined in (2.3), is completely continuous.

If we suppose that
Lx ̸= Nx for all x ∈ dom L ∩ ∂Ω,

then also I − Φ never vanishes on ∂Ω and, therefore, we can define the coincidence degree

DL(L − N, Ω) := deg(I − Φ, Ω, 0),

where “deg” denotes the Leray–Schauder degree. To avoid ambiguity of sign, sometimes the convention is to
consider only |DL(L − N, Ω)|. Otherwise, we can fix an orientation on ker L and coker L, so that we choose J
in the class of orientation preserving isomorphisms (see [24]). In any case, for our application, the choice of
P, Q and J is obvious and no ambiguity will arise.

We are now ready to state the celebrated Mawhin’s continuation theorem as follows (see [17, 19]), where
by “degB” we denote the (finite dimensional) Brouwer degree.

Theorem 2.1. Let L and N be as above and let Ω ⊆ X be an open and bounded set. Suppose that

Lx ̸= λNx for all x ∈ dom L ∩ ∂Ω and all λ ∈ ]0, 1],

and
QN(x) ̸= 0 for all x ∈ ∂Ω ∩ ker L.

Then
DL(L − N, Ω) = degB(−JQN|ker L , Ω ∩ ker L, 0).

As a consequence, if degB(−JQN|ker L , Ω ∩ ker L, 0) ̸= 0, then (2.2) has at least one solution.

2.2 Application of the Coincidence Degree and A Priori Bounds for Equation (2.1)

We consider now equation (2.1) and assume that f : ℝ → ℝ is a continuous function and ψ : [0, T] × ℝ → ℝ
is a Carathéodory function. As usual, by a T-periodic solution of (2.1) we mean a generalized solution
x : [0, T] → ℝ of equation (2.1) which satisfies the boundary condition

x(0) = x(T), x󸀠(0) = x󸀠(T).

Equivalently, one could extend themapψ( ⋅ , x) onℝ by T-periodicity, and then consider T-periodic solutions
x : ℝ → ℝ, with x󸀠 being absolutely continuous (AC).
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The standard setting to enter in the framework of the coincidence degree is the following. Let

X = C1T := {x ∈ C
1([0, T]) : x(0) = x(T), x󸀠(0) = x󸀠(T)},

endowed with the norm
‖x‖X := ‖x‖∞ + ‖x󸀠‖∞

and Z = L1([0, T]) with the norm ‖x‖Z := ‖x‖1. Let L : X ⊇ dom L → Z be defined as Lx := −x󸀠󸀠, with

dom L = W2,1
T := {x ∈ X : x󸀠 ∈ AC}.

In accord to [18], a natural choice for the projections is given by

Qx := 1
T

T

∫
0

x(t) dt for all x ∈ Z, Px = Qx for all x ∈ X.

This way, we have ker L = Im P = ℝ and coker L = ImQ = ℝ. Moreover, we take J as the identity in ℝ. Notice
that for each w ∈ Z, the vector v = KP(I − Q)w is the (unique) solution of the linear boundary value problem

{{{{{{{
{{{{{{{
{

−v󸀠󸀠(t) = w(t) − 1
T

T

∫
0

w(t) dt,

v(0) = v(T), v󸀠(0) = v󸀠(T),
T

∫
0

v(t) dt = 0.

Lastly, as nonlinear operator N, we take the associated Nemytskii operator, namely,

(Nx)(t) := f(x(t))x󸀠(t) + ψ(t, x(t)) for all x ∈ X.

By a standard argument, it is possible to verify that the operator N is L-completely continuous and,moreover,
that a function x̃( ⋅ ) is a T-periodic solution of (2.1) if and only if x̃ ∈ dom L, with Lx̃ = Nx̃. Analogously,
solutions to the abstract equation Lx = λNx, with 0 < λ ≤ 1, correspond to T-periodic solutions of

x󸀠󸀠 + λf(x)x󸀠 + λψ(t, x) = 0, 0 < λ ≤ 1. (2.4)

In the next two lemmas we provide some a priori bounds for the solutions of the parameter dependent
equation (2.4) that will be useful for the application of Theorem 2.1 to equation (2.1).

Lemma 2.1. Let ψ : [0, T] × ℝ → ℝ be a Carathéodory function satisfying the following:
(H0) There exists γ ∈ L1([0, T],ℝ+) such that ψ(t, x) ≥ −γ(t) for all x ∈ ℝ and a.e. t ∈ [0, T].
Then there exists a constant K0 = K0(γ) such that any T-periodic solution x of (2.4) satisfiesmax x−min x ≤ K0.

Proof. Without loss of generality, we suppose that the map ψ( ⋅ , x) is extended by T-periodicity on the whole
real line and the solutions satisfy x(t + T) = x(t) for all t ∈ ℝ. Let t∗ be such that x(t∗) = xmax := max x. We
also define u(t) := xmax − x(t), which satisfies u󸀠 = −x󸀠 and u󸀠󸀠 = −x󸀠󸀠. From (2.4) we have

−u󸀠󸀠(t) = x󸀠󸀠(t) = −λf(x(t))x󸀠(t) − λψ(t, x(t)) ≤ λf(x(t))u󸀠(t) + γ(t) for a.e. t.

Multiplying the previous inequality by u(t) ≥ 0 and integrating on [t∗, t∗ + T], we obtain, after an integration
by parts,

‖u󸀠‖2L2 =
T

∫
0

u󸀠(t)2 dt =
t∗+T

∫
t∗

u󸀠(t)2 dt = −
t∗+T

∫
t∗

u󸀠󸀠(t)u(t) dt

≤ λ
t∗+T

∫
t∗

f(x(t))u(t)u󸀠(t) dt +
t∗+T

∫
t∗

γ(t)u(t) dt ≤ ‖γ‖L1‖u‖∞.
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Notice that
t∗+T

∫
t∗

f(x(t))u(t)u󸀠(t) dt =
t∗+T

∫
t∗

f(x(t))x(t)x󸀠(t) dt − xmax

t∗+T

∫
t∗

f(x(t))x󸀠(t) dt = 0.

Using the fact that u(t∗) = 0, and therefore ‖u‖∞ ≤ c1‖u󸀠‖L2 (for a suitable embedding constant c1), we have
‖u󸀠‖L2 ≤ c1‖γ‖L1 , and then

‖u‖∞ ≤ K0 := c21‖γ‖L1 .

This concludes the proof, since max x −min x = ‖u‖∞.

Lemma 2.2. Let ψ : [0, T] × ℝ → ℝ be a Carathéodory function. Let [a, b] ⊂ ℝ and ρ ∈ L1([0, T],ℝ+) be such
that |ψ(t, x)| ≤ ρ(t) for all x ∈ [a, b] and a.e. t ∈ [0, T]. Then, there exists a constant κ = κ(a, b, ρ) such that
any T-periodic solution x of (2.4), with a ≤ x(t) ≤ b for all t ∈ [0, T], satisfies ‖x󸀠‖∞ ≤ κ.

The proof follows straightway, since the termF(t, x, x󸀠) := f(x)x󸀠 + ψ(t, x) satisfies a Bernstein–Nagumo con-
dition (see [7, 9, 21]).

For the main result of this section, it will be useful to introduce the following definition, which deals
with Villari’s conditions adapted here from [33]. For more information about these conditions, as well as
generalizations in different contexts, we refer to [4, 15, 26].

Definition 2.1. We say that ψ(t, x) satisfies Villari’s condition at −∞ (respectively, at +∞) if there exists a con-
stant d0 > 0 such that for δ = ±1, we have

δ
T

∫
0

ψ(t, x(t)) dt > 0

for each x ∈ C1T , with x(t) ≤ −d0 for every t ∈ [0, T] (respectively, x(t) ≥ d0 for every t ∈ [0, T]).

In the sequel, it will be convenient to call a strict upper solution for equation (2.1) any function β ∈ W2,1
T

satisfying

β󸀠󸀠(t) + f(β(t))β󸀠(t) + ψ(t, β(t)) < 0 for a.e. t ∈ [0, T] (2.5)

and, moreover, such that if x is any T-periodic solution of (2.1) with x ≤ β, then x(t) < β(t) for all t. We note
that this definition is a particular case of the one considered in [7]. We also observe that if ψ is a continuous
function (T-periodic in t) and β ∈ C2T satisfies (2.5) for all t, then β is strict. In other words, it is always true
that x < β whenever x is a T-periodic solution of (2.1) with x ≤ β (see [7, Chapter 3, Proposition 1.2]).

Theorem 2.2. Let f : ℝ → ℝ be a continuous function. Let ψ : [0, T] × ℝ → ℝ be a Carathéodory function satis-
fying (H0) in Lemma 2.1 and Villari’s condition at −∞with δ = 1. Suppose there exists β ∈ W2,1

T which is a strict
upper solution for equation (2.1). Then (2.1) has at least a T-periodic solution x̃ such that x̃ < β.Moreover, there
exist R0 ≥ d0 and M0 > 0 such that for each R > R0 and M > M0, we have

DL(L − N, Ω) = 1

for
Ω = Ω(R, β,M) := {x ∈ C1T : −R < x(t) < β(t) for all t ∈ [0, T], ‖x

󸀠‖∞ < M}.

Proof. We follow a standard procedure based on a truncation argument, as usual in the theory of upper and
lower solutions. Accordingly, we define the truncated function

ψ̂(t, x) :=
{
{
{

ψ(t, x) for x ≤ β(t),
ψ(t, β(t)) for x ≥ β(t),

and consider the parameter dependent equation

x󸀠󸀠 + λf(x)x󸀠 + λψ̂(t, x) = 0, 0 < λ ≤ 1. (2.6)
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First of all, as a consequence of (H0), we remark that ψ̂(t, x) ≥ −γ(t) for all x ∈ ℝ and a.e. t ∈ [0, T], and so ψ̂
satisfies (H0), too. Therefore, according to Lemma 2.1 (applied to ψ̂ in place of ψ), any T-periodic solution x
of (2.6) satisfies max x −min x ≤ K0 for some constant K0 (depending on γ).

Next,we choose a constant d1 ≥ d0with d1 > ‖β‖∞ andwe claim thatmax x > −d1. Indeed, if we suppose
by contradiction that x(t) ≤ −d1 for all t ∈ [0, T], then x(t) < β(t) for all t ∈ [0, T], and so x(t) is a T-periodic
solution of (2.4). Hence, an integration on [0, T] of (2.4) (divided by λ > 0) yields ∫T0 ψ(t, x(t)) dt = 0, which
clearly contradicts Villari’s condition at −∞ as −d1 ≤ −d0. Having proved that x(t) > −d1 for some t ∈ [0, T]
and hence max x > −d1, we immediately obtain that

min x > −R0 for R0 := K0 + d1.

At this point, we claim that there exists ̄t ∈ [0, T] such that x( ̄t) < β( ̄t). If, by contradiction, x(t) ≥ β(t) for
all t ∈ [0, T], then x turns out to be a T-periodic solution of

x󸀠󸀠 + λf(x)x󸀠 + λψ(t, β(t)) = 0, 0 < λ ≤ 1.

Thus, an integration on [0, T] of the previous equation (divided by λ > 0) yields∫T0 ψ(t, β(t)) dt = 0. However,
since β is T-periodic and satisfies (2.5), an integration of (2.5) on [0,T] gives ∫T0 ψ(t, β(t)) dt < 0, which leads
to a contradiction. Having proved that x(t) < ‖β‖∞ for some t ∈ [0, T] and hence min x < ‖β‖∞, we immedi-
ately obtain that

max x < ‖β‖∞ + K0.

From Lemma 2.2 (applied to ψ̂ in place of ψ), we find a constant m0, which depends on R0, ‖β‖∞ + K0 and
an L1-function bounding |ψ̂(t, x)| on [0, T] × [−R0, ‖β‖∞ + K0], such that ‖x󸀠‖∞ ≤ m0.

Writing the equation
−x󸀠󸀠 = f(x)x󸀠 + ψ̂(t, x) (2.7)

as a coincidence equation of the form Lx = N̂x in the space C1T , from the a priori bounds, we find that the
coincidence degree DL(L − N̂,O) is well defined for any open and bounded set O ⊂ C1T of the form

O := {x ∈ C1T : −R < x(t) < C for all t ∈ [0, T], ‖x
󸀠‖∞ < m},

where R ≥ R0, C ≥ ‖β‖∞ + K0 and m > m0.
Finally, we consider the averaged scalar map

ψ̂# : ℝ → ℝ, ψ̂#(ξ ) := 1
T

T

∫
0

ψ̂(t, ξ ) dt for all ξ ∈ ℝ,

and we observe that the following holds:

−JQN̂|ker L = −ψ̂#.

Indeed, the kernel of the differential operator L is made by the constant functions which are identified with
the real numbers. Moreover, we have

ψ̂#(−R) > 0 > ψ̂#(C).

In fact, the first inequality comes from Villari’s condition and the choice R ≥ d1, while the second inequal-
ity follows from ∫T0 ψ(t, β(t)) dt < 0 and the choice C ≥ ‖β‖∞. Thus, an application of Theorem 2.1 guaran-
tees that DL(L − N̂,O) = 1, and hence equation (2.7) has a T-periodic solution x̃, with −R < x̃(t) < C for all
t ∈ [0, T].

To conclude with the proof, we have only to check that x̃ < β. This is standard from the theory of strict
upper solutions, and so we give a sketch just for completeness. We have already proved that any T-periodic
solution of (2.6) is below β, at least for some t. Since x̃ is a solution of (2.6) for λ = 1, we have that there
exists t∗ such that x̃(t∗) < β(t∗). Suppose by contradiction that there exists t∗ such that x̃(t∗) > β(t∗). By
the T-periodicity of v(t) := x̃(t) − β(t), there exists an interval [t1, t2] such that t1 < t∗ < t2, with v(t) > 0 for
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all t ∈ ]t1, t2[ and, moreover, v(t1) = v(t2) = 0, with v󸀠(t1) ≥ 0 ≥ v󸀠(t2). On the interval [t1, t2], we have that
x̃󸀠󸀠(t) + f(x̃(t))x̃󸀠(t) + ψ(t, β(t)) = 0. Therefore, recalling (2.5), we have

v󸀠󸀠(t) + f(x̃(t))x̃󸀠(t) − f(β(t))β󸀠(t) > 0 for a.e. t ∈ [t1, t2].

An integration on [t1, t2] gives a contradiction, because

t2

∫
t1

v󸀠󸀠(t) dt = v󸀠(t2) − v󸀠(t1) ≤ 0

and, for F󸀠 = f , we have

t2

∫
t1

f(x̃(t))x̃󸀠(t) dt = F(x̃(t2)) − F(x̃(t1)) = F(β(t2)) − F(β(t1)) =
t2

∫
t1

f(β(t))β󸀠(t) dt.

Wehave thus proved that x̃(t) ≤ β(t) for all t ∈ [0, T], and therefore x̃ is a T-periodic solution of (2.1) satisfying
x̃ ≤ β. By the hypothesis about β being strict, we conclude that x̃(t) < β(t) for all t.

Applying again Lemma 2.2, we find a positive constant M0, depending on R0, ‖β‖∞ and an L1-function
bounding |ψ(t, x)| on [0, T] × [−R0, ‖β‖∞] such that ‖x󸀠‖∞ ≤ M0. Finally, the excision property of the coinci-
dence degree (see [20]) gives the conclusion.

3 Existence and Multiplicity Theorems
Here we discuss the number of T-periodic solutions for the parameter dependent equation (1.1). Through-
out this section we suppose that f : ℝ → ℝ is a continuous function and g : [0, T] × ℝ → ℝ satisfies the
Carathéodory conditions. Taking into account [7, Chapter 3, Proposition 1.5], we also assume that the fol-
lowing condition holds:
(A) For all t0 ∈ [0, T], u0 ∈ ℝ and ε > 0, there exists δ > 0 such that

|t − t0| < δ, |u − u0| < δ ⇒ |g(t, u) − g(t, u0)| < ε.

Moreover, in the sequel, the following hypotheses will be considered as well:
(G0) There exists γ0 ∈ L1([0, T],ℝ+) such that g(t, x) ≥ −γ0(t) for all x ∈ ℝ and a.e. t ∈ [0, T].
(G1) There exists g0 ∈ ℝ such that g(t, 0) ≤ g0 for a.e. t ∈ [0, T].
(G2) For each σ, there exists dσ > 0 such that 1

T ∫
T
0 g(t, x(t)) dt > σ for each x ∈ C1T , with x(t) ≤ −dσ for all

t ∈ [0, T].
(G3) For each σ, there exists dσ > 0 such that 1

T ∫
T
0 g(t, x(t)) dt > σ for each x ∈ C1T , with x(t) ≥ dσ for all

t ∈ [0, T].
The main result in this section reads as follows.

Theorem 3.1. Assume (A) and (G0)–(G2). Then there exists s0 ∈ ℝ such that
(1) for s < s0, equation (1.1) has no T-periodic solutions,
(2) for s > s0, equation (1.1) has at least one T-periodic solution.

Proof. The proof follows the scheme proposed in [9, Theorem 1], which is adapted from [14]. For any given
parameter s ∈ ℝ, we set

ψs(t, x) := g(t, x) − s, (3.1)

so that equation (1.1) is of the form (2.1).
Let us start by fixing a parameter s1 > g0. In this situation, the constant function β(t) ≡ 0 is a strict upper

solution. Indeed, we have

β󸀠󸀠(t) + f(β(t))β󸀠(t) + g(t, β(t)) − s1 = g(t, 0) − s1 ≤ −(s1 − g0) < 0,
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and then property (A) guarantees our claim, according to [7, Section 3, Proposition 1.6] (applied to the func-
tion −f(u)v − g(t, u) − s1). On the other hand, for σ = s1, condition (G2) implies Villari’s condition at −∞
with δ = 1. Hence, an application of Theorem 2.2 guarantees the existence of at least one T-periodic solution
x of (1.1) with x < 0, for s = s1.

As a second step, we claim that if for some ̃s < s1, the equation has a T-periodic solution (that we will
denote by w), then equation (1.1) has a T-periodic solution for each s ∈ [ ̃s, s1]. Clearly, it will be sufficient to
prove this assertion for s, with ̃s < s < s1. Writing equation (1.1) as

x󸀠󸀠 + f(x)x󸀠 + g(t, x) − ̃s − (s − ̃s) = 0,

we find that β(t) ≡ w(t) is a strict upper solution of (1.1). Indeed, we have

β󸀠󸀠(t) + f(β(t))β󸀠(t) + g(t, β(t)) − s = w󸀠󸀠 + f(w(t))w󸀠(t) + g(t, w(t)) − s = −(s − ̃s) < 0.

and then property (A) guarantees our claim, according to [7, Section 3, Proposition 1.6] (applied to the func-
tion −f(u)v − g(t, u) − s). On the other hand, for σ = s, condition (G2) implies Villari’s condition at −∞ with
δ = 1. Again, an application of Theorem 2.2 guarantees the existence of at least one T-periodic solution x of
(1.1), with x < w, and the claim is proved.

If x is any T-periodic solution of (1.1), then, taking the average of the equation on [0, T], we have
1
T ∫

T
0 g(t, x(t)) dt = s and, using (G0), we obtain

s ≥ ν0 := −
1
T

T

∫
0

γ0(t) dt. (3.2)

Hence, if s < ν0, equation (1.1) has no T-periodic solution.
At this point, we have proved that the set of the parameters s for which equation (1.1) has T-periodic

solutions is an interval which is bounded from below. Let

s0 := inf{s ∈ ℝ : (1.1) has at least one T-periodic solution}.

By the previous discussion, we know that ν0 ≤ s0 ≤ g0 and the thesis follows.

Remark 3.1. In Theorem 3.1 no information is given about the existence or nonexistence of solutions to (1.1)
for s = s0. Indeed, in this case without supplementary conditions, we are not able to determine whether the
equation has T-periodic solutions. For instance, the T-periodic solutions of the equation

x󸀠󸀠 + g(x) = s, with g(x) = 2α(√1 + x2 − x) for 0 < α < (π/T)2,

are only the constant ones, namely, the real solutions of g(x) = s. In this case, s0 = 0 and no solutions exist
for s = s0. Similar elementary examples of equations having T-periodic solutions for s = s0, can be provided
too.

Theorem 3.2. Assume (A) and (G0)–(G3). Then, there exists s0 ∈ ℝ such that
(1) for s < s0, equation (1.1) has no T-periodic solutions,
(2) for s = s0, equation (1.1) has at least one T-periodic solution,
(3) for s > s0, equation (1.1) has at least two T-periodic solutions.

Proof. Without loss of generality, we can suppose that the map σ 󳨃→ dσ is defined on [0, +∞) and is mono-
tone non-decreasing. The proof of our result follows that in [9, Theorem 2]. As before, using (3.1), we write
equation (1.1) in the form of (2.1). Following the functional-analytic approach introduced in Section 2, we
also denote by Ns the corresponding Nemytskii operator, namely,

(Nsx)(t) := f(x(t))x󸀠(t) + ψs(t, x(t)) for all x ∈ X.

Let us start by fixing a parameter s1 > max{0, g0}. We claim that the following property is satisfied:
(P) there exists a positive constant Λ = Λ(s1) such that for each s ≤ s1, any solution of Lx = λNsx, with

0 < λ ≤ 1, satisfies ‖x‖∞ < Λ.
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In order to prove property (P), we observe that, by (G0) and s ≤ s1, it follows that ψs(t, x) ≥ −γ0(t) − s1
for a.e. t ∈ [0, T]. In this manner, condition (H0) of Lemma 2.1 holds for γ := γ0(t) − |s1|, and there exists
a positive constant K = K(s1) such that, any possible T-periodic solution of

x󸀠󸀠 + λf(x)x󸀠 + λψs(t, x) = 0, 0 < λ ≤ 1, (3.3)

satisfies
max x −min x ≤ K.

Next, we observe that any possible T-periodic solution of (3.3) satisfies

max x > −ds1 .

Indeed, if x(t) ≤ −ds1 for all t, then, taking the average of the equation on [0, T] (and dividing by λ > 0), we
obtain

0 = 1
T

T

∫
0

ψs(t, x(t)) dt =
1
T

T

∫
0

g(t, x(t)) dt − s ≥ 1
T

T

∫
0

g(t, x(t)) dt − s1 > 0,

as a consequence of (G2), and so a contradiction is achieved. Similarly, from (G3), it follows that

min x < ds1 .

By the above inequalities we conclude that

‖x‖∞ < Λ(s1) := K(s1) + ds1 ,

proving property (P).
As a next step, we observe that there is no T-periodic solution for equation (3.3) for s < ν0, where ν0 is

the constant introduced in (3.2) in Theorem 3.1.
Let us fix now a constant s2 < ν0. Let also ρg be a non-negative L1-Carathéodory function bounding

|g(t, x)| for |x| ≤ Λ(s1), so that

|ψs(t, x)| ≤ ρg(t) +max{s1, |s2|} for a.e. t ∈ [0, T], all s ∈ [s2, s1] and all x ∈ [−Λ(s1), Λ(s1)].

An application of Lemma 2.2, along with property (P), leads to the existence of a constant η(s1, s2) > 0 such
that for each s ∈ [s2, s1], any solution of Lx = λNsx, with 0 < λ ≤ 1, satisfies ‖x󸀠‖∞ < η(s1, s2).

Following [9], we define the set

Ω1 = Ω1(R1, R2) := {x ∈ C1T : ‖x‖∞ < R1, ‖x
󸀠‖∞ < R2},

which is open and bounded in C1T . Putting λ = 1 and varying s ∈ [s2, s1] as a homotopic parameter, we obtain
that

DL(L − Ns1 , Ω1) = DL(L − Ns2 , Ω1) = 0 for all R1 ≥ Λ(s1) and all R2 ≥ η(s1, s2).

From Theorem 3.1 we already know that for s = s1, there is at least one solution and, if there is a solution
for some ̃s < s1, then also for every s ∈ [ ̃s, s1] a solution exists. We claim now that a second solution exists
for s ∈ ] ̃s, s1].

Letw be a T-periodic solution of (1.1) for some s = ̃s < s1. Let us also fix ̃s < s ≤ s1.Writing equation (1.1)
as

x󸀠󸀠 + f(x)x󸀠 + g(t, x) − ̃s − (s − ̃s) = 0,

we have that β(t) ≡ w(t) is a strict upper solution of (1.1) (as proved in Theorem 3.1). On the other hand, for
σ = s, condition (G2) implies Villari’s condition at −∞ with δ = 1. Given any constant R1 ≥ Λ(s1) + 1 and by
fixing a constant R2 ≥ η(s1, s2), we have that

Ω := Ω(R1, w, R2) ⊆ Ω1 := Ω1(R1, R2),

with
DL(L − Ns , Ω) = 1, DL(L − Ns , Ω1) = 0.

Then, the additivity property of the coincidence degree theory implies that, besides a solution w(1)s ∈ Ω, there
exists also a second solution w(2)s ∈ Ω1 \ Ω.
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As in the proof of Theorem 3.1, let us define again

s0 := inf{s ∈ ℝ : (1.1) has at least one T-periodic solution}.

By the above discussion, it follows that ν0 ≤ s0 ≤ g0 and, moreover, for every s < s0, there is no T-periodic
solution of (1.1), and for every s > s0, there are at least two T-periodic solutions of (1.1). We conclude the
proof (following again the argument in [9]) by showing that for s = s0, there is at least one T-periodic solution.

Let s2 < s0 < s1 be fixed and let θn be a decreasing sequence of parameterswith θn → s0 and θn ∈ ]s0, s1]
for all n. By the previous estimates, we know that for each n, there exists at least one (actually two) T-periodic
solution wn of equation

x󸀠󸀠 + f(x)x󸀠 + g(t, x) = θn ,
with

‖wn‖∞ ≤ Λ(s1), ‖w󸀠n‖∞ ≤ η(s1, s2).
An application of the Ascoli–Arzelà theorem, passing to the limit as n →∞, provides the existence of at least
one T-periodic solution of (1.1) for s = s0. This completes the proof.

Remark 3.2. We observe that if g : ℝ × ℝ → ℝ is continuous and T-periodic in the variable t, then hypoth-
esis (G1) and condition (A) are always satisfied (see [7]); moreover, the solutions of (1.1) are of class C2.
This is the situation considered in [9]. With respect to the quoted paper, we do not require g(t, x) → +∞ for
|x| → +∞, uniformly in t. In our case, the uniform condition is replaced by assuming the existence of a lower
bound as in (G0) and the Villari type conditions (G2) and (G3).

4 Final Remarks
This final section is concerned to describe somepossible consequences of the results developed in the present
paper. In the first part, we gave an improvement of Corollary 1.1 as a direct application of Theorem 3.2 to
equation (1.7). In the second part, we considered the analogous Ambrosetti–Prodi problem under Neumann
boundary conditions and showedhow to achieve the samekindof existence andmultiplicity results bymeans
of simple modifications of our approach.

4.1 Application to a Weighted Liénard Equation

The study of the periodically forced generalize Liénard equation

x󸀠󸀠 + f(x)x󸀠 + g(x) = e(t)

is a classical research topic which has been widely investigated (see, for instance, [12] and the references
therein). Equation (1.7) could be seen both as a generalized Liénard equationwith aweighted restoring term,
and also as an example of a forced Liénard–Mathieu equation. The interest in the study of these equations
has been growing up in recent years (see [13]), and it can be traced back toMinorsky’s work [27]. In this case,
a multiplicity result reads as follow.

Corollary 4.1. Let f, ϕ : ℝ → ℝ be continuous functions and suppose that (1.6) holds. Let a, p ∈ L∞([0, T]),
with a(t) ≥ 0 for a.e. t ∈ [0, T] and ∫T0 a(t) dt > 0. Then, there exists s0 ∈ ℝ such that
(1) for s < s0, equation (1.7) has no T-periodic solutions,
(2) for s = s0, equation (1.7) has at least one T-periodic solution,
(3) for s > s0, equation (1.7) has at least two T-periodic solutions.

Proof. We apply Theorem 3.2 for
g(t, x) := a(t)ϕ(x) − p(t).

Let us set ϕ0 := minx∈ℝ ϕ(x). For any d > max{ϕ0, 0}, we introduce the following constants:

ζ−(d) := min{ϕ(x) : x ≤ −d}, ζ+(d) := min{ϕ(x) : x ≥ d}.
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From (1.6), it follows that ζ±(d) → +∞ for d → +∞. For convenience, we denote by ℓ̄ := T−1 ∫T0 ℓ(t) dt the
mean value of a T-periodic function ℓ(t) in a period. Let x ∈ C1T be such that |x(t)| ≥ d for all t ∈ [0, T]. Clearly,
x(t) ≤ −d or x(t) ≥ d for all t. In the former case, we have that

1
T

T

∫
0

g(t, x(t)) dt = 1
T

T

∫
0

a(t)ϕ(x(t)) dt − p̄ ≥ ā ζ−(d) − p̄.

Analogously, we have also

1
T

T

∫
0

g(t, x(t)) dt ≥ ā ζ+(d) − p̄

in the other case. This way, both the Villari type conditions (G2) and (G3) are satisfied. Condition (G0) is
satisfied by choosing as γ0(t) the positive part of p(t) − a(t)ϕ0. On the other hand, (G1) holds for any con-
stant g0 ≥ ‖a‖∞ϕ(0) + ‖p‖∞. Lastly, we observe that condition (A) holds for this special choice of g(t, x)
(see [7]).

4.2 Remarks on the Neumann Boundary Value Problem

In [22],Mawhin presented a comprehensive overview of the Ambrosetti–Prodi type problems for first and sec-
ond-order differential equations with different boundary conditions. In particular, a version of Theorem 1.2
was obtained for the Neumann boundary value problem

x󸀠󸀠 + g(t, x) = s, x󸀠(0) = x󸀠(T) = 0. (4.1)

In this context, for our functional-analytic setting, we introduce the space

X = C1# := {x ∈ C
1([0, T]) : x󸀠(0) = x󸀠(T) = 0}.

Thanks to minimal changes to our results in Section 2 and Section 3, one can prove the following.

Theorem 4.1. Let g : [0, T] × ℝ → ℝ be a Carathéodory function satisfying (A), (G0) and (G1). Assume also the
Villari type conditions (G2) and (G3) with reference to x ∈ C1#. Then there exists s0 ∈ ℝ such that
(1) for s < s0, problem (4.1) has no solutions,
(2) for s = s0, problem (4.1) has at least one solution,
(3) for s > s0, problem (4.1) has at least two solutions.

From Theorem 4.1, the next consequence can be immediately deduced for the problem

x󸀠󸀠 + a(t)ϕ(x) = s + p(t), x󸀠(0) = x󸀠(T) = 0. (4.2)

Corollary 4.2. Let ϕ : ℝ → ℝ be a continuous function satisfying (1.6). Let a, p ∈ L∞([0, T]), with a(t) ≥ 0
for a.e. t ∈ [0, T] and ∫T0 a(t) dt > 0. Then there exists s0 ∈ ℝ such that
(1) for s < s0, problem (4.2) has no solutions,
(2) for s = s0, problem (4.2) has at least one solution,
(3) for s > s0, problem (4.2) has at least two solutions.

Note that Corollary 4.2 improves some results in [30], which were obtained bymeans of a different approach.
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[26] J. Mawhin and K. Szymańska-Dȩbowska, Second-order ordinary differential systems with nonlocal Neumann conditions at
resonance, Ann. Mat. Pura Appl. (4) 195 (2016), no. 5, 1605–1617.

[27] N. Minorsky, On interaction of non-linear oscillations, J. Franklin Inst. 256 (1953), 147–165.
[28] F. Obersnel and P. Omari, Old and new results for first order periodic ODEs without uniqueness: A comprehensive study by

lower and upper solutions, Adv. Nonlinear Stud. 4 (2004), no. 3, 323–376.
[29] R. Ortega, Stability of a periodic problem of Ambrosetti–Prodi type, Differential Integral Equations 3 (1990), no. 2,

275–284.



182 | E. Sovrano and F. Zanolin, Ambrosetti–Prodi Periodic Problem

[30] E. Sovrano, Ambrosetti–Prodi type result to a Neumann problem via a topological approach, Discrete Contin. Dyn. Syst.
Ser. S 11 (2018), no. 2, 345–355.

[31] E. Sovrano and F. Zanolin, The Ambrosetti–Prodi periodic problem: Different routes to complex dynamics, Dynam. Systems
Appl. 26 (2017), 589–626

[32] G. Vidossich, Multiple periodic solutions for first-order ordinary differential equations, J. Math. Anal. Appl. 127 (1987),
no. 2, 459–469.

[33] G. Villari, Soluzioni periodiche di una classe di equazioni differenziali del terz’ordine quasi lineari, Ann. Mat. Pura Appl.
(4) 73 (1966), 103–110.


	Ambrosetti–Prodi Periodic Problem Under Local Coercivity Conditions
	1 Introduction
	2 Preliminaries
	2.1 Mawhin's Coincidence Degree
	2.2 Application of the Coincidence Degree and A Priori Bounds for Equation (2.1)

	3 Existence and Multiplicity Theorems
	4 Final Remarks
	4.1 Application to a Weighted Liénard Equation
	4.2 Remarks on the Neumann Boundary Value Problem



