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A B S T R A C T

This paper addresses the crucial aspect of position error modeling and compensation in industrial servomech-
anisms with the aim to achieve accurate control and high-performance operation in industrial robots and
automated production systems. The inherent complexity and nonlinear behavior of these modules, usually
consisting of a servomotor and a speed reducer, often challenge traditional analytical modeling approaches. In
response, the study extensively explores the design and implementation of Machine Learning (ML) algorithms
to obtain a comprehensive model of the Transmission Error (TE) in rotating vector reducers, which is a main
source of robot motion accuracy errors. The ML models are trained with experimental data obtained from a
special purpose test rig, where the reducer is tested under different combinations of input speed, applied load
and oil temperature. In the second part of the work, the resulting predictive model, tailored to capture the
intricate dynamics of the analyzed reducer, is imported into a programmable logic controller to enable online
compensation strategies during the execution of custom motion profiles. Experimental tests are conducted using
two distinct motion profiles: one generated with a cycloidal law, typical of industrial machinery, and the other
extrapolated from the joints of an industrial robot during a pick-and-place task. The results demonstrate the
effectiveness of the proposed approach, enabling accurate prediction and substantial reductions (over 90%) in
the overall reducer TE through the implemented predictive model.
1. Introduction

Nowadays, servomechanisms are key components utilized across a
wide array of industrial sectors due to their impressive motion dynamic
performance and the possibility of easily reconfiguring their tasks,
allowing for the rapid adaptation of overall production systems to
new requests and formats [1]. They are extensively applied to actuate
robotic systems and machine tools but also in various manufacturing
processes such as textile, printing, injection molding, metal forming,
and food processing [2]. The increasing product quality standards
demand to improve the motion accuracy of many manufacturing sys-
tems, such as robotic precision machining and assembly [3], metrology
equipment [4], Computer Numerical Control (CNC) machines [5], and
laser cutting machines [6]. Despite this, commercial servomechanisms
typically present various inherent problems that prevent them from
meeting strict requirements in terms of position accuracy. With refer-
ence to Fig. 1, the differences between the reference position (𝜃𝑟𝑒𝑓 ) and
the effective position obtained at the end-effector (𝜃𝑜𝑢𝑡) are caused by:
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• the closed-loop control system, namely the non-optimal control
law and parameters implemented in the drive systems, which
leads to 𝜃𝑟𝑒𝑓 ≠ 𝜃𝑚𝑜𝑡;

• the intermediate mechanical couplings and interfaces (if present),
which typically introduce elasticity in the transmission, resulting
in 𝜃𝑚𝑜𝑡 ≠ 𝜃𝑖𝑛;

• the speed reducer (installed to better suit the motion and torque
requirements of the specific application), which inevitably intro-
duces a Transmission Error (TE) and leads to 𝜃𝑖𝑛 ≠ 𝜏𝜃𝑜𝑢𝑡 (being 𝜏
the reduction ratio).

The study and compensation of the contributions from the servomotor
control system and the mechanical connections can potentially be
addressed through detailed theoretical and simulation-based analyses,
as respectively documented in Refs. [7,8] and [9,10], where identifi-
cation and tuning procedures are developed and effectively applied to
industrial equipment. However, modeling the TE introduced by speed
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Fig. 1. Industrial applications and mechanical configurations of RV reducers.
reducers can be particularly complex [11,12]. This is primarily due to
the intricate nature of the reducers assemblies, comprising numerous
parts and mutual complex contact interactions, whose nature may not
be perfectly predictable since strictly related to part manufacturing
(e.g., tooth shape [13] and tolerances [14]). The complexity intensifies
with compact solutions like Rotating Vectors (RV) reducers, which
combine a planetary stage with a cycloidal stage to achieve higher
reduction ratios (typically ranging from 30 to 300, as visible from the
manufacturers catalogues [15,16]).

Generally, the dynamic behavior of speed reducers varies based on
their kinematic architecture (see [17] for a review) and a multitude
of operating parameters, including speed, resistant torque, lubricant
temperature, and the state of degradation, as assessed in Refs. [10,18].
The intricate interplay of these factors necessitates a comprehensive
approach when attempting to model and understand their effect on the
TE. Purely theoretical models, as the ones proposed in Refs. [13,19],
may not adequately capture the parameter sensitivity essential for
predicting and compensating for these nonlinear effects in real-world
applications. Also, additional challenges emerge from the numerous
geometric and functional parameters of the selected commercial re-
ducer remaining hidden to the user, limiting the applicability of the
provided formulae. Consequently, recent studies have increasingly em-
ployed specialized testing equipment to enrich behavioral models and
gain insights into these complex interactions [10,20–23]. Although the
referenced works have made significant advances into the reducers
dynamic characterization, the reported investigations typically consider
a reduced number of parameters (e.g. combination of speed and applied
load, or wear, excluding the oil temperature).

Experiments conducted on opportunely instrumented test rigs yield
extensive data and offer a more comprehensive understanding of the
system under investigation compared to direct measurements on in-
dustrial machines [4]. Nevertheless, mapping the reducer TE across a
broad operational domain (i.e. considering 3 to 4 input parameters)
can become time-consuming. This is attributed to the high number of
required experiments (even with a medium number of levels assigned
to each parameter), influenced by the chosen fitting method aimed
at building accurate empirical relations resorting to meta-modeling
techniques (the interested reader should refer to [24]). In this context,
Machine Learning (ML) has emerged as a valuable tool to achieve
a good balance between the number of experiments and the model
accuracy, as documented in Refs. [25,26]. ML algorithms can analyze
historical data, identify patterns, and predict system behavior, making
them suitable for modeling complex, nonlinear dynamic systems. In
the literature, ML has been employed to develop predictive models
that can compensate for errors, improve stability, and continuously
2

optimize the performance of control systems [27] and industrial ser-
vomechanisms [28]. ML has also been applied to predict the position
accuracy errors of industrial robots in their workspace [29–31] and
the failures during robotic tasks [32], or to perform optimal trajectory
generation and path error compensation in both robots [33] and CNC
machines [34].

Despite these examples have set the stage for the future integration
of ML in industry and a well-documented repository of ML models
already exists (see e.g. [35]), the current state-of-the-art lacks com-
prehensive discussions offering rule-of-thumb guidelines for effective
selection and implementation of ML models on commercial industrial
controllers. Also, ML predictive models are typically utilized within
offline compensation frameworks, where corrections are calculated
and then applied to the original motion laws prior to their imple-
mentation and execution on the control system [36–38]. In contrast,
online compensation frameworks usually involve a sensor-based closed-
loop controller as in the works presented in Refs. [39,40], where the
robot paths are corrected in real-time based on the position feedback
registered via a laser tracker. Striking a balance between both, online
compensation with model-based corrections emerges as a potential
strategy that allows for real-time corrections without the need for
manual preprocessing of the motion law or precise tuning the control
system. This approach not only enhances the operational efficiency in
modern automated systems [41] but also circumvents the necessity for
expensive and delicate high-class sensor systems (e.g. laser trackers and
interferometers), thereby eliminating the need for advanced personnel
skills for their setup, tuning, and maintenance.

Within this context, the research presented in this paper delves into
the critical domain of position error modeling and compensation in
industrial servomechanisms, aiming to enhance control precision and
operational performance in automated production systems. In particu-
lar, with the aim to bridge the existing gaps in the literature, the novel
contributions of this paper are as follows:

1. Engineering methods and tools to conduct structured exper-
imental parametric studies on RV reducers via a purposely de-
signed test rig apparatus.

2. Sensitivity analysis of the motion performance of RV reducers
by evaluating the effect of the main operating parameters (speed,
applied torque and lubricant temperature) on their TE functions,
with particular focus on position-dependent phenomena, namely
events happening a specific number of times per revolution (𝜃𝑜𝑢𝑡)
and therefore associated with specific spectral components at

each rotating speed.
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Fig. 2. Test rig schematic: functional modules and main connections.
3. Implementation of predictive ML models of the TE in RV
reducers that efficiently correlate the reducer operating param-
eters with the forward and backward TE functions over an
entire revolution of the output shaft (𝜃𝑜𝑢𝑡). The ML models are
developed using Python and are trained with experimental data
obtained from the rig.

4. Integration of the predictive ML models into a Programmable
Logic Controller (PLC) to perform real-time online compensa-
tion during the execution of customized motion profiles with
model-based corrections.

5. Open source dataset related to the performed TE measurements
and obtained ML models, shared to ease further developments.

The rest of the paper follows this structure: Section 2 describes
the experimental equipment and discusses the influences of the main
operating parameters on the measured TE functions; Section 3 outlines
the theoretical aspects and thoroughly explores the design of the ML
algorithms aimed at acquiring a comprehensive model of the reducer
TE; Section 4 reports on the integration of the ML model into a commer-
cial PLC by Beckhoff; Section 5 presents and discusses the experimental
tests conducted to compensate custom motion profiles and validate the
proposed approach. The concluding remarks are given in Section 6.

2. Experimental setup and data collection

This section provides a comprehensive overview of the employed
test rig apparatus, detailing its mechanical architecture, primary hard-
ware components, and acquisition system. Subsequently, it presents a
preliminary qualitative analysis of the TE spectral characteristics of
RV reducers, along with a description of the testing methodologies
employed for collecting ML training data.
3

2.1. Equipment

The test rig setup, shown in Fig. 2, consists of two interconnected
servomechanisms linked by a central shaft. The primary servomecha-
nism, identified as the system under examination, integrates a BOSCH
servomotor paired with a Nabtesco RV 160N reducer (reduction ratio
𝜏 = 81, 40 pins and 39 teeth on the cycloidal gear). The secondary ser-
vomechanism, comprising a BOSCH servomotor and a similar reducer
with a reduction ratio of 156, operates as the active loading system.
Designed for time-varying torque profiles and velocities, this loading
system faithfully replicates the dynamic conditions encountered by the
examined servomechanism in practical service scenarios, such as the
industrial environments visible in Fig. 1. Both servomechanisms are
under the control of a PLC provided by Beckhoff. The PLC facilitates
synchronized communication with the drives, responsible for the con-
trol and regulation of the power supplied to the servomotors. The
communication among the devices is established through an EtherCAT
fieldbus. In this setup, the PLC assumes the role of the master, whereas
the I/O devices function as slaves. The rig functioning is programmed
and managed from a standard PC utilizing a special user interface
implemented with Beckhoff TwinCAT HMI and connected to the PLC
via TCP/IP. For an in-depth understanding of the design considera-
tions inherent to this rig prototype, the interested readers may consult
Refs. [10,42].

As it can be seen from Fig. 2, the presented rig architecture consists
of three main modules, namely the Motor Side (MS), the Slow Shaft
(SS) and the Load Side (LS). The MS and LS represent the mechanical
transmissions at the input side of the tested reducer and of the sec-
ondary reducer respectively, whereas the SS is the central connecting
shaft. To properly assess the performance of the first (left) reducer,
additional optical encoders by Renishaw and torquemeter by Manner
are installed on both the MS and SS. Additionally, a temperature sensor
is incorporated in the reducer case to monitor the oil temperature
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variations, which influence the dynamic behavior of the reducer, as
documented in Refs. [10,43], where notable changes in terms of po-
sition errors can be observed for both the single joint and the entire
serial robotic system. To respect the measurement limits posed by the
installed sensors, maximum torque values of 50 N m and 2000 N m
for the MS and SS are considered in this work. In the same way,
considering the speed limits of the secondary servomotor (4000 rpm)
and the reduction ratios of both reducers (81 and 156), the maximum
operated speed at MS is fixed to 1800 rpm.

2.2. TE function analysis

The accuracy assessment of the RV reducer is conducted focusing
on the evaluation of the TE function, which provides crucial insights
into its dynamic performance. By reading the angular positions at the
reducer input (𝜃𝑖𝑛) and output (𝜃𝑜𝑢𝑡) shafts with the encoders installed
on the MS and SS respectively (see Figs. 1 and 2), the TE is simply
obtained at each point as:

𝑇𝐸(𝜃𝑜𝑢𝑡) = 𝜃𝑜𝑢𝑡 −
𝜃𝑖𝑛
𝜏

(1)

For a comprehensive understanding of the reducer behavior, the TE
functions are normally measured for both forward and backward mo-
tions, resulting in two distinct curves (𝑇𝐸𝑓 and 𝑇𝐸𝑏). From the findings
of prior studies dealing with the analysis of RV reducer [10,20,44], and
the TE plots depicted in Fig. 3, the dependency of TE from the input
speed (𝜔𝑖𝑛), external applied load (𝑀𝑜𝑢𝑡), and lubricant temperature
(𝑇𝑙) becomes evident. In particular, the most significant harmonics
in the related spectrum correspond to specific physical phenomena
that impact the performance of the reducer mechanism. A notable
observation derived from Fig. 3 is that these peaks always occur at
the following normalized frequencies (i.e. 𝑓∕𝑓0,out, being 𝑓0,out the
rotational speed of the output shaft expressed in rps):

• Component 0: associated with backlash and elastic torsional shaft
deformation when subject to high external loads or internal fric-
tion loads (see, e.g., the high dependency from 𝑀𝑜𝑢𝑡 in Fig. 3).

• Component 1: arises from the deviation of the output shaft.
• Component 3: possibly attributed to misalignment between the

planetary gear shaft and the cycloidal disk, occurring three times
in one complete revolution of the output shaft.

• Component 39: linked to errors in the cycloidal gear teeth (influ-
enced by 𝑀𝑜𝑢𝑡 as it causes their local elastic deformation).

• Component 40: arises from errors in the pins.
• Component 78: 2nd harmonic of the errors in the cycloidal gear

teeth. For higher 𝑀𝑜𝑢𝑡 values, it impacts more than the component
39.

• Component 81: reflects misalignment in the fast shaft, which
manifests 81 times in one revolution of the output shaft.

• Component 156: 4th harmonic of the errors in the cycloidal gear
teeth.

• Component 162: 2nd harmonic of the misalignment in the fast
shaft.

• Component 240: 6th harmonic of the pins.

Hence, according to Ref. [45], the reducer TE function can be math-
ematically expressed as the sum of the most significant harmonics

𝑇𝐸_(𝜃𝑜𝑢𝑡, 𝜔𝑖𝑛, 𝑇𝑙 ,𝑀𝑜𝑢𝑡) =
∑

𝑘∈𝑃
𝐴_,𝑘 cos(𝑘𝜃𝑜𝑢𝑡 + 𝜙_,𝑘) (2)

being 𝑃 the set of selected harmonics, and 𝐴_,𝑘 and 𝜙_,𝑘 the amplitude
and phase shift of harmonic 𝑘, respectively. The subscript _ can be 𝑓
or 𝑏, indicating forward or backward rotations. Therefore, by knowing
𝐴_,𝑘 and 𝜙_,𝑘 for each harmonic 𝑘 ∈ 𝑃 and for each combination of 𝜔𝑖𝑛,
𝑀𝑜𝑢𝑡 and 𝑇𝑙, one could potentially obtain the TE functions of a specific
4

reducer model in all its working range.
2.3. Data collection

Based on the TE characteristics outlined earlier and with the objec-
tive of constructing a comprehensive TE model for the reducer using the
relation expressed in Eq. (2), an extensive dataset has been compiled
for the mounted RV reducer to train ML algorithms. The aim is to
predict the values of 𝐴_,𝑘 and 𝜙_,𝑘 within the operational range of the
reducer to facilitate rapid TE calculations. In the frequency domain,
these properties inherently encapsulate the complex dynamics of the re-
ducer. The experimental study is organized as a three-dimensional grid,
encompassing all possible combinations of the following parameter
values:

• 𝜔𝑖𝑛 ∈ {100, 200,… , 1800} rpm (18 levels)
• 𝑀𝑜𝑢𝑡 ∈ {0, 100,… , 1800} N m (19 levels)
• 𝑇𝑙 ∈ {25, 30, 35} ◦C (3 levels)

A total of 1026 experiments have been conducted for both the forward
and backward rotations. The collected data underwent comprehensive
analysis and served as the foundation for designing the ML model, as
it will be explained in Section 3.

2.4. Experimental procedure

Due to the high number of experiments, a script enabling their
automated execution has been created and loaded on the PLC. The
script operates through a state machine, performing the following
sequence of steps:

• Preliminary check of input parameters, specifically speed on MS and
LS and torque on SS, to ensure they meet the limits specified in
Section 2.1.

• Check of encoder state to confirm that both the additional optical
encoders are operating correctly, providing accurate measure-
ments of 𝜃𝑖𝑛 and 𝜃𝑜𝑢𝑡.

• Warm-up phase by imposing a continuous motion at constant
speed on the MS until the oil temperature in the MS reducer (𝑇𝑙)
reaches the required level. During this phase, the LS motor is
enabled with a zero torque command (𝑀𝐿𝑆 = 0 N m) to reduce
the workload on the MS motor responsible for driving the entire
transmission.

• Homing procedure to position the examined reducer at its zero
angle at the output side (𝜃𝑜𝑢𝑡 = 0◦). Slight corrections are sub-
sequently made with the MS motor to position the input side
in the middle of the angular backlash interval. The MS is kept
active to maintain such position and a null torque is commanded
on the SS (𝑀𝑜𝑢𝑡 = 0 N m) to unload the shaft and facilitate the
operation. The procedure concludes with the software zeroing of
both encoders.

• Experiment execution by driving the MS motor at a constant speed.
The SS torque is incrementally increased to reach the input-
defined value. When the SS encoder crosses 𝜃𝑜𝑢𝑡 = 0◦, the Data-
valid signal is set to TRUE and then again to FALSE after a
complete revolution. This step is crucial for the post-processing
in order to map the TE for 0◦ ≤ 𝜃𝑜𝑢𝑡 ≤ 360◦.

This experiment is repeated for both rotational directions, enabling the
evaluation of 𝑇𝐸𝑓 and 𝑇𝐸𝑏. In the backward experiment, to maintain
the same angular reference, the initialization process (including Warm-
up and Homing) is not replicated. Each experiment took about 5 to
10 min to complete, leading to an overall time of about 171 h to run
all the 1026 forward and backward datasets.

3. A ML framework for the TE prediction

This section presents a general purpose ML framework specifically
developed for estimating the TE in RV reducers. The framework incor-
porates several ML regression models trained on the empirical dataset
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Fig. 3. Transmission performance of a Nabtesco RV reducer: TE function expressed over an entire revolution of the output shaft and related spectrum.
presented in Section 2.3. The models are designed and implemented to
accurately estimate 𝐴_,𝑘 and 𝜙_,𝑘 according to the specific input data
(i.e., speed, applied load, and oil temperature). Once these values are
obtained, Eq. (2) is utilized to compute the TE.

As highlighted in Section 2.2, the relationship between specific har-
monics of Eq. (2) and their associated physical mechanisms are known.
However, a comprehensive characterization of 𝐴_,𝑘 and 𝜙_,𝑘 in terms of
𝜔𝑖𝑛, 𝑀𝑜𝑢𝑡 and 𝑇𝑙 remains unexplored. To fill this gap in the literature,
this section proposes a data-driven approach by using supervised ML
algorithms capable of making fast predictions based only on histori-
cal data. This choice is motivated by the complexity associated with
predicting quantities that cannot be easily computed using analytic
formulas. Adopting a data-driven approach, the ML models, obtained
by training ML algorithms, effectively capture the inherent nonlinearity
and complexity of the system and can be easily retrained with new data
to adapt to evolving system conditions. Another crucial characteristic
that ensures the ML models are suited to address the compensation
5

problem is their capacity to make fast predictions. Indeed, these models
can be easily managed by the PLC for real-time adjustments using
specific functionalities, as it will be shown in Section 4.

3.1. Methodology

According to the flowchart depicted in Fig. 4, the proposed method-
ology begins with data collection, followed by data analysis. The spec-
tral analysis leads to the definition of set 𝑃 , which contains the selected
harmonic orders. Then, for each 𝑘 ∈ 𝑃 , the task of forecasting 𝐴_,𝑘
is defined as a regression problem where the objective is to predict
𝐴_,𝑘 using a function 𝐴_,𝑘 of a 3-dimensional set of features. To face
this problem, a data-driven approach is employed through the use of
supervised ML algorithms to create ML models for 𝐴_,𝑘. In this phase,
a training dataset train,𝐴_,𝑘 = {(𝑥𝑖, 𝐴𝑖

_,𝑘)}
𝑚
𝑖=1 is provided (for further

details see Section 3.3). Each pair of train,𝑘 includes a 3-dimensional
input feature vector 𝑥𝑖 = (𝜔𝑖 , 𝑇 𝑖,𝑀 𝑖 ) and the corresponding desired
𝑖𝑛 𝑙 𝑜𝑢𝑡
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Fig. 4. Flowchart of the designed ML training process.

output 𝐴𝑖
_,𝑘. Thus, the learning task is to find a predictor function 𝐴_,𝑘,

belonging to a certain family of ML models, such that, for each input
𝑥𝑖, the predicted output 𝐴_,𝑘(𝑥𝑖) is as close as possible to the provided
target 𝐴𝑖

_,𝑘. In Section 3.4, several families of ML models are explored
and the results are used to identify the best predictor function 𝐴∗

_,𝑘.
Then, in Section 3.5, the final unbiased generalization error of the
selected model is computed using a provided test set test,𝐴_,𝑘 . Finally,
𝐴∗

_,𝑘 is converted into the standardized Open Neural Network Exchange
(ONNX) format, to be imported into the PLC. The same methodology
employed to forecast 𝐴_,𝑘 is also applied to predict 𝜙_,𝑘. After importing
the selected ML models into the PLC, based on Eq. (2), the implemented
6

mathematical formulation for calculating TE becomes:

𝑇𝐸_(𝜃𝑜𝑢𝑡, 𝜔𝑖𝑛, 𝑇𝑙 ,𝑀𝑜𝑢𝑡) =
∑

𝑘∈𝑃
𝐴∗

_,𝑘 cos(𝑘𝜃𝑜𝑢𝑡 + 𝜙∗
_,𝑘) (3)

3.2. Data description

The initial dataset  originates from the experimental campaign
described in Section 2.3. During the experiments, the signal acquisition
is handled with a Beckhoff CX5140 PLC. For each specific combination
of 𝜔𝑖𝑛, 𝑇𝑙, and 𝑀𝑜𝑢𝑡, the relative test-generated signal is acquired using
encoders operating at a sampling frequency of 4000 Hz. This signal
is then processed using Eq. (1) to compute the value of TE. The
results are subsequently stored in a Comma-Separated Values (CSV)
file, containing four columns of data. The first and second columns of
the file report the angular positions 𝜃𝑜𝑢𝑡, during a full forward motion
(from 0◦ to 360◦), and the corresponding value 𝑇𝐸𝑓 (𝜃𝑜𝑢𝑡, 𝜔𝑖𝑛, 𝑇𝑙 ,𝑀𝑜𝑢𝑡),
respectively. Similarly, the third and fourth columns show the angular
positions 𝜃out, during the backward motion (from 360◦ back to 0◦), and
the corresponding value 𝑇𝐸𝑏(𝜃𝑜𝑢𝑡, 𝜔𝑖𝑛, 𝑇𝑙 ,𝑀𝑜𝑢𝑡), respectively. Thus, the
initial dataset  consists of a total of 𝑚 = 1026 CSV files, each related
to a specific experiment. During the experiments, the identification of
anomalies in data points prompted the repetition of tests, ensuring
the high quality of . Consequently, no data-cleaning phase has been
implemented on .

3.3. Data preprocessing phase

For each harmonic 𝑘 ∈ 𝑃 and for each experiment 𝑖 ∈  the
coefficients 𝐴𝑖

_,𝑘 and 𝜙𝑖
_,𝑘 have been extrapolated via Fast Fourier Trans-

form. The obtained coefficients have been used to construct the datasets
𝐴_,𝑘 = {(𝑥𝑖, 𝐴𝑖

_,𝑘)}
1026
𝑖=1 and 𝜙_,𝑘 = {(𝑥𝑖, 𝜙𝑖

_,𝑘)}
1026
𝑖=1 , respectively. Follow-

ing the dataset creation process, 𝐴_,𝑘 has been randomly partitioned
into two subsets: the training set train,𝐴_,𝑘 , containing 80% of the
signals and used for the model fitting phase, and a test set test,𝐴_,𝑘 ,
which contains the remaining 20% of the signals and is used for model
evaluations. A similar partition has been applied to 𝜙_,𝑘 , resulting in
the creation of the training dataset train,𝜙_,𝑘 and the test set test,𝜙_,𝑘 .

3.4. ML models

Although the existing literature lacks any application of ML models
for TE prediction in RV reducers, various types of ML models have been
utilized for predicting the position accuracy errors of industrial robots
in their workspace. In this context, Neural Networks (NNs) have been
widely used due to their advanced learning abilities and flexibility (see
e.g. [46–48]). Recently, some advanced models based on deep learning
have also been successfully applied [29,36]. However, as highlighted
in [49], these models operate on empirical risk minimization, which
means that they perform well with a large amount of training data.
On the other hand, when dealing with limited training data, tailored
variants of Support Vector Machine (SVM) have demonstrated good
results in terms of accuracy [49,50], as well as Extreme Learning
Machine (ELM) [38,51].

This section offers an overview of the ML techniques selected to
address the regression problem described in Section 3.1. Since the main
objective of this article is to present a flexible ML framework operating
with a Beckhoff CX5140 PLC for the prediction and compensation
of TE, the choice of ML models is limited to those compatible with
integration into the TwinCAT environment. According to the Beckhoff
documentation (available at https://infosys.beckhoff.com), TwinCAT
provides support only for the following ML regression models:

• Support Vector Machine (SVM) aims to find a hyperplane that
optimally separates the data while minimizing the margin of error
between the predicted and actual values [52].

https://infosys.beckhoff.com
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• Multi-Layer Perceptron (MLP) is a NN that consists of a stack of
three (or more) layers, each consisting of a certain number of
neurons. The first layer consists of input variables. In the second
layer, named the hidden layer, the output of each neuron is
computed as a nonlinear combination of input variables, whose
weights are learned during a training phase. The last layer com-
putes the output of the network as a nonlinear combination of
the output of the hidden neurons, again with adjustable, learnable
weights [53].

• Decision Tree (DT) uses a tree-like structure to recursively split
the dataset into subsets based on feature values, enabling the
prediction of continuous numeric values by averaging the target
variable within each leaf node of the tree [54].

• Extra Tree (ET) is a type of DT that introduces an additional
level of randomness in the tree-building process. While a standard
DT selects the best splitting feature at each node, ET randomly
chooses a feature and a random threshold for each split [55].

• Random Forest (RF) is an ensemble learning method made up
of a number of DTs, called estimators, each of which is a weak
prediction model with limited predictive power. However, an RF
model leverages the diversity of these weak models to produce
a more accurate prediction by combining them together and
aggregating their individual predictions [56].

• Extremely Randomized Tree (ERT), similarly to RF, fits a number
of ETs on various sub-samples of the dataset and uses averaging
to improve the predictive accuracy and control overfitting [55].

• Gradient Boosting Machine (GBM) is an ensemble ML model
that sequentially combines weak predictive models, typically DTs,
to improve overall prediction accuracy. It minimizes errors by
adjusting model weights based on the residuals of the previous it-
erations, resulting in a robust and accurate regression model [57].
TwinCAT provides support for the following three well-known
implementations of GBM:

– Histogram-Based Gradient Boosting Machine (HGBM) dif-
fers from GBM by adopting a more efficient approach in
splitting feature values when constructing decision trees. In
contrast to GBM, HGBM discretizes continuous features into
discrete bins and uses these bins to create feature histograms
during training. This approach results in faster and more
scalable tree construction, making it particularly effective
for handling large datasets [58].

– LightGBM (LGBM) is known for its speed and memory effi-
ciency [59].

– XGBoost (XGBM) incorporates a variety of regularization
techniques, tree-pruning algorithms, and cross-validation
support, making it a versatile and effective tool [60].

As already highlighted, the regression problems defined in Section 3.1
are characterized by complex nonlinear relationships between the input
features and the target variable. While all described models are capable
of describing nonlinear behaviors, their effectiveness in terms of predic-
tion accuracy varies. Consequently, Section 3.6 introduces performance
evaluation metrics aimed at analyzing the prediction accuracy of the
models.

3.5. Models evaluation tests

Computational tests have been conducted to evaluate the perfor-
mances of the ML models described in Section 3.4. Data preparation
and preprocessing, detailed in Sections 3.2 and 3.3, are performed
using the pandas and numpy libraries in Python. The ML models
are developed using the open-source scikit-learn library [35,61]
in Python. The training and the test of the models are executed on a
computer equipped with a 2.3 GHz Intel Xeon Gold 6252N processor
and 16 GB of memory.
7

Table 1
Grid search cross-validation on the models.

Model Hyperparameter Values

SVR

Regularization param. 𝐶 0.01, 0.1, 0.5, 1, 2, 3
Kernel function 𝐾 linear, rbf
epsilon 1 ⋅ 10−3, 𝟏 ⋅ 𝟏𝟎−𝟒, 1 ⋅ 10−5, 1 ⋅ 10−6
gamma 1 ⋅ 10−5, 𝟏 ⋅ 𝟏𝟎−𝟔, 1 ⋅ 10−7

MLP

Activation function tanh, relu
Early stopping True, False
Hidden layer(s) size (100,), (100, 50), (200,), (200, 50)
Learning rate adaptive, constant
Solver sgd, adam

RF

N estimators 50, 60, 70, 80, 90, 100
Criterion squared error, absolute error
Max depth 12, 13, 14, 15, 16, None
Min samples split 2, 3, 4, 5, 6

DT
Criterion squared error, absolute error
Max depth 14, 15, 16, 17, 18, None
Min samples split 2, 4, 5, 6, 7, 8

ET
Criterion squared error, absolute error
Max depth 14, 15, 16, 17, 18, None
Min samples split 2, 3, 4, 5, 6

ERT

N estimators 20, 40, 60, 80, 100
Criterion squared error, absolute error
Max depth 14, 15, 16, 17, 18, None
Min samples split 2, 3, 4, 5, 6

GBM

N estimators 20, 36, 52, 68, 84, 100
Criterion squared error, absolute error
Max depth 13, 14, 15, 16, 17, 18,
Learning rate 0.001, 0.01, 0.1, 1.0
Min samples split 10, 12, 14, 16, 18,

HGBM
Max depth 9, 10, 11, 12, 13, None
Learning rate 0.18, 0.19, 0.2, 0.21, 0.22, 0.1
Max leaf nodes 24, 25, 26, 27, 28, 31

LGBM
Max depth 10, 11, 12, 13, 14, 15
Learning rate 0.01, 0.1, 0.2, 0.39, 0.58, 0.77
Subsample 0.001, 0.01, 0.1, 0.2, 0.3

XGBM

Max depth 12, 14, 16, 18, 20
Colsample by tree 0.6, 0.7, 0.8, 0.9, 1
Alpha 0, 0.1, 0.01, 0.001, 0.0001
Lambda 1, 10, 20, 30, 40

The models have been trained on the dataset train, which consists
of 820 samples. The evaluation of the ML models has been conducted
by using a 10-fold cross-validation approach, a procedure that is typ-
ically recommended for small datasets [62]. Specifically, the dataset
train is randomly divided into ten equally sized segments (also referred
to as folds in the literature). Ten distinct models are then trained on
nine of these segments, with the remaining segment being used for
testing purposes.

Each ML model underwent training using the grid search cross-
validation technique, provided by scikit-learn, over a specific
hyperparameter grid outlined in Table 1 and determined through pre-
liminary experimental trials. Any additional setting is left to the default
value as implemented in the scikit-learn library. The grid search
algorithm generated all the combinations of hyperparameters and iden-
tified the best ones, highlighted in bold in Table 1. This fine-tuning
facilitates the optimization of each model, customizing them to the
specific characteristics of the dataset and problem domain, ensuring
optimal performance and smooth integration into the PLC environment.
Although this approach requires manual effort, it is preferred over
the use of more user-friendly but less adaptable Automated Machine
Learning (AutoML) systems [63].

3.6. Evaluation criteria

The accuracy of the trained models has been assessed by using

two comprehensive statistical indicators: Mean Absolute Error (MAE)
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Table 2
MAE𝐴_,𝑘

values of the trained ML models.

Model Harmonics order 𝑘

0 1 3 39 40 78 81 156 162 240

SVM 𝟐.𝟑 ⋅ 𝟏𝟎−𝟑 5.6 ⋅ 10−5 1.6 ⋅ 10−4 1.5 ⋅ 10−4 7.9 ⋅ 10−5 2.6 ⋅ 10−4 9.1 ⋅ 10−5 4.4 ⋅ 10−4 6.9 ⋅ 10−4 2.9 ⋅ 10−4

MLP 9.5 ⋅ 10−3 6.5 ⋅ 10−3 6.5 ⋅ 10−3 5.6 ⋅ 10−3 6.9 ⋅ 10−3 7.1 ⋅ 10−3 7.4 ⋅ 10−3 6.8 ⋅ 10−3 8.1 ⋅ 10−3 5.5 ⋅ 10−3

RF 3.0 ⋅ 10−3 𝟐.𝟔 ⋅ 𝟏𝟎−𝟓 2.0 ⋅ 10−5 2.9 ⋅ 10−5 2.6 ⋅ 10−5 3.8 ⋅ 10−5 𝟏.𝟏 ⋅ 𝟏𝟎−𝟓 5.7 ⋅ 10−5 6.8 ⋅ 10−5 2.9 ⋅ 10−5

DT 3.4 ⋅ 10−3 2.9 ⋅ 10−5 2.2 ⋅ 10−5 4.0 ⋅ 10−5 3.2 ⋅ 10−5 5.9 ⋅ 10−5 1.3 ⋅ 10−5 6.3 ⋅ 10−5 6.2 ⋅ 10−5 5.1 ⋅ 10−5

ET 3.5 ⋅ 10−3 3.1 ⋅ 10−5 2.4 ⋅ 10−5 3.8 ⋅ 10−5 3.2 ⋅ 10−5 5.9 ⋅ 10−5 1.8 ⋅ 10−5 5.7 ⋅ 10−5 8.8 ⋅ 10−5 7.2 ⋅ 10−5

ERT 3.1 ⋅ 10−3 2.7 ⋅ 10−5 2.3 ⋅ 10−5 2.9 ⋅ 10−5 𝟐.𝟓 ⋅ 𝟏𝟎−𝟓 3.8 ⋅ 10−5 1.2 ⋅ 10−5 𝟑.𝟗 ⋅ 𝟏𝟎−𝟓 𝟒.𝟓 ⋅ 𝟏𝟎−𝟓 𝟐.𝟔 ⋅ 𝟏𝟎−𝟓

GBM 3.1 ⋅ 10−3 2.7 ⋅ 10−5 2.1 ⋅ 10−5 2.8 ⋅ 10−5 2.7 ⋅ 10−5 3.9 ⋅ 10−5 1.2 ⋅ 10−5 6.1 ⋅ 10−5 7.1 ⋅ 10−5 3.0 ⋅ 10−5

HGBM 2.4 ⋅ 10−3 2.7 ⋅ 10−5 𝟏.𝟕 ⋅ 𝟏𝟎−𝟓 𝟐.𝟑 ⋅ 𝟏𝟎−𝟓 2.6 ⋅ 10−5 𝟐.𝟗 ⋅ 𝟏𝟎−𝟓 1.2 ⋅ 10−5 1.0 ⋅ 10−4 1.7 ⋅ 10−4 3.5 ⋅ 10−5

XGBM 2.5 ⋅ 10−3 5.5 ⋅ 10−5 8.1 ⋅ 10−5 1.1 ⋅ 10−4 6.6 ⋅ 10−5 1.1 ⋅ 10−4 4.6 ⋅ 10−5 2.3 ⋅ 10−4 2.6 ⋅ 10−4 1.4 ⋅ 10−4

LGBM 2.5 ⋅ 10−3 2.7 ⋅ 10−5 1.8 ⋅ 10−5 2.4 ⋅ 10−5 2.7 ⋅ 10−5 3.0 ⋅ 10−5 1.2 ⋅ 10−5 9.0 ⋅ 10−5 1.6 ⋅ 10−4 3.2 ⋅ 10−5
Table 3
RMSE𝐴_,𝑘

values of the trained ML models.

Model Harmonics order 𝑘

0 1 3 39 40 78 81 156 162 240

SVM 𝟑.𝟑 ⋅ 𝟏𝟎−𝟑 7.4 ⋅ 10−5 1.8 ⋅ 10−4 1.8 ⋅ 10−4 9.5 ⋅ 10−5 3.3 ⋅ 10−4 1.0 ⋅ 10−4 8.8 ⋅ 10−4 2.2 ⋅ 10−3 4.7 ⋅ 10−4

MLP 1.4 ⋅ 10−2 1.2 ⋅ 10−2 1.2 ⋅ 10−2 1.0 ⋅ 10−2 1.4 ⋅ 10−2 1.3 ⋅ 10−2 1.5 ⋅ 10−2 1.3 ⋅ 10−2 1.6 ⋅ 10−2 1.0 ⋅ 10−2

RF 4.1 ⋅ 10−3 𝟑.𝟓 ⋅ 𝟏𝟎−𝟓 3.0 ⋅ 10−5 3.8 ⋅ 10−5 3.7 ⋅ 10−5 5.6 ⋅ 10−5 𝟏.𝟓 ⋅ 𝟏𝟎−𝟓 1.7 ⋅ 10−4 2.2 ⋅ 10−4 5.4 ⋅ 10−5

DT 4.9 ⋅ 10−3 4.0 ⋅ 10−5 3.3 ⋅ 10−5 5.3 ⋅ 10−5 4.5 ⋅ 10−5 8.2 ⋅ 10−5 1.8 ⋅ 10−5 2.0 ⋅ 10−4 1.7 ⋅ 10−4 1.1 ⋅ 10−4

ET 4.5 ⋅ 10−3 4.2 ⋅ 10−5 3.5 ⋅ 10−5 5.1 ⋅ 10−5 4.3 ⋅ 10−5 8.5 ⋅ 10−5 2.7 ⋅ 10−5 1.9 ⋅ 10−4 3.8 ⋅ 10−4 1.8 ⋅ 10−4

ERT 4.0 ⋅ 10−3 3.7 ⋅ 10−5 3.4 ⋅ 10−5 4.0 ⋅ 10−5 𝟑.𝟔 ⋅ 𝟏𝟎−𝟓 5.7 ⋅ 10−5 1.6 ⋅ 10−5 𝟏.𝟑 ⋅ 𝟏𝟎−𝟒 𝟏.𝟔 ⋅ 𝟏𝟎−𝟒 𝟒.𝟐 ⋅ 𝟏𝟎−𝟓

GBM 4.0 ⋅ 10−3 3.6 ⋅ 10−5 3.1 ⋅ 10−5 3.9 ⋅ 10−5 3.9 ⋅ 10−5 5.5 ⋅ 10−5 1.6 ⋅ 10−5 1.7 ⋅ 10−4 2.2 ⋅ 10−4 4.7 ⋅ 10−5

HGBM 3.4 ⋅ 10−3 3.6 ⋅ 10−5 𝟐.𝟓 ⋅ 𝟏𝟎−𝟓 𝟑.𝟐 ⋅ 𝟏𝟎−𝟓 3.8 ⋅ 10−5 𝟒.𝟓 ⋅ 𝟏𝟎−𝟓 1.6 ⋅ 10−5 2.5 ⋅ 10−4 5.0 ⋅ 10−4 7.4 ⋅ 10−5

XGBM 3.5 ⋅ 10−3 7.1 ⋅ 10−5 1.0 ⋅ 10−4 1.3 ⋅ 10−4 8.7 ⋅ 10−5 1.5 ⋅ 10−4 6.0 ⋅ 10−5 5.4 ⋅ 10−4 7.5 ⋅ 10−4 2.1 ⋅ 10−4

LGBM 3.5 ⋅ 10−3 3.7 ⋅ 10−5 2.6 ⋅ 10−5 3.3 ⋅ 10−5 3.8 ⋅ 10−5 4.6 ⋅ 10−5 1.6 ⋅ 10−5 2.2 ⋅ 10−4 4.7 ⋅ 10−4 6.2 ⋅ 10−5
and Root Mean Square Error (RMSE). The MAE is widely employed in
forecasting literature [64] and is calculated to assess the accuracy of a
model 𝐴_,𝑘 in estimating 𝐴_,𝑘 as follows:

MAE𝐴_,𝑘
= 1

|

|

|

test,𝐴_,𝑘
|

|

|

∑

(𝑥𝑖 ,𝐴𝑖
_,𝑘)∈test,𝐴_,𝑘

|

|

|

𝐴𝑖
_,𝑘 − 𝐴_,𝑘(𝑥𝑖)

|

|

|

(4)

Additionally, a model 𝐴_,𝑘 is evaluated also in terms of RMSE, calcu-
lated using the following formula:

RMSE𝐴_,𝑘
=

√

√

√

√

√

1
|

|

|

test,𝐴_,𝑘
|

|

|

∑

(𝑥𝑖 ,𝐴𝑖
_,𝑘)∈test,𝐴_,𝑘

(

𝐴𝑖
_,𝑘 − 𝐴_,𝑘(𝑥𝑖)

)2
(5)

nalogously, MAE𝜙_,𝑘
and RMSE𝜙_,𝑘

are employed to evaluate the ac-

uracy of a model 𝜙_,𝑘. MAE is a robust indicator of performance,
roviding insights into the average magnitude of errors without em-
hasizing the influence of outliers [65]. On the other hand, RMSE
mphasizes the impact of outliers and tends to be more sensitive to
xtreme errors. Thus, the combination of MAE and RMSE enables
comprehensive evaluation of model accuracy, offering a balanced

erspective on both typical and worst-case performance scenarios.

.7. Forecasting results

Table 2 presents a comprehensive overview of the MAE𝐴_,𝑘
values

associated with the ML models presented in Section 3.4 and fitted
according to the specifications outlined in Section 3.5. Each column
of the table represents a distinct harmonic order 𝑘, with each row
corresponding to a different ML model. The minimum value in each
column is bolded to highlight the best-found predictor. Similarly, Ta-
ble 3 provides an overview of the RMSE𝐴_,𝑘

values. For each harmonic

order 𝑘, the consistency of both statistical indicators in identifying the
same best predictors underscores the reliability of the obtained results.
For each harmonic order 𝑘, the selected best-predictor is reported in
the second column of Table 6.

Regarding the selection of 𝜙∗
_,𝑘, Tables 4 and 5 show the errors
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associated with predicting 𝜙_,𝑘 measured in terms of MAE and RSME,
respectively. In this case, various models demonstrate comparable per-
formance levels. Table 6 details, for each harmonic order 𝑘, the chosen
models that collectively demonstrate the minimum values for both
MAE𝜙_,𝑘

and RMSE𝜙_,𝑘
. The choice of the models for the application is

finalized in Section 5 below. The findings demonstrate the efficacy of
the implemented ML methods in accurately predicting TE. Consistently
with the literature, classical ML models work effectively when dealing
with limited training data [49,50]. Additionally, ELM was implemented
for comparison with the literature [38,51], despite this model not
being compatible with integration into the TwinCAT environment. ELM
consistently outperformed MLP but exhibited less accurate predictions
in terms of MAE and RMS compared with all the other methods
implemented.

4. Implementation of ML-driven compensation

A novel PLC-based framework enabling ML-driven online motion
compensation has been defined as shown in Fig. 5. The system reads as
input the custom motion profile, 𝜃𝑜𝑢𝑡(𝑡), to be obtained at the reducer
output shaft, stored into an external CSV file. The same file also
provides the speed and resistant (i.e. externally applied) torque profiles,
namely 𝜔𝑜𝑢𝑡 = �̇�𝑜𝑢𝑡 and 𝑀𝑜𝑢𝑡. These vectors are then utilized within the
two main PLC control modules, addressing respectively the ML model-
based motion compensation on the MS and the torque control on the
LS to achieve the correct loading on the tested RV reducer. As it can be
seen from the schematic, both these modules also make use of real-time
sensor data from the rig to properly compute the motion and torque
setpoints to be sent to the servomotors drives during the experiment.
In particular, the MS servomotor is position-controlled (having the
position/speed/current loops managed into the drive), whereas the LS
servomotor is torque-controlled (having only the internal current loop
managed at drive level).

To integrate the ML models discussed in Section 3 and exported as
ONNX files into TwinCAT (i.e. the automation software by Beckhoff),
it is necessary to install the TF38xx package on both the PLC and the
lab PC. This package facilitates the deployment of specialized Function
Blocks (FB) for ML tasks and the handling of ONNX files. As highlighted
in Section 3, the selection of ML models should align with those

accessible within the library.
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Table 4
MAE𝜙_,𝑘

values of the trained ML models.

Model Harmonics order 𝑘

1 3 39 40 78 81 156 162 240

SVM 2.2 ⋅ 10−3 3.3 ⋅ 10−2 2.7 ⋅ 10−2 6.1 ⋅ 10−2 1.9 ⋅ 10−1 1.3 ⋅ 10−1 1.2 4.9 ⋅ 10−1 4.9 ⋅ 10−1

MLP 7.2 ⋅ 10−3 6.5 ⋅ 10−2 6.2 ⋅ 10−2 8.0 ⋅ 10−2 1.6 ⋅ 10−1 1.5 ⋅ 10−1 1.9 7.8 ⋅ 10−1 7.0 ⋅ 10−1

RF 2.0 ⋅ 10−3 2.4 ⋅ 10−2 2.8 ⋅ 10−2 3.7 ⋅ 10−2 𝟕.𝟒 ⋅ 𝟏𝟎−𝟐 𝟓.𝟑 ⋅ 𝟏𝟎−𝟐 𝟓.𝟏 ⋅ 𝟏𝟎−𝟏 2.3 ⋅ 10−1 2.5 ⋅ 10−1

DT 2.1 ⋅ 10−3 3.0 ⋅ 10−2 3.6 ⋅ 10−2 4.3 ⋅ 10−2 9.0 ⋅ 10−2 6.6 ⋅ 10−2 5.2 ⋅ 10−1 𝟐.𝟎 ⋅ 𝟏𝟎−𝟏 𝟐.𝟑 ⋅ 𝟏𝟎−𝟏

ET 2.4 ⋅ 10−3 3.1 ⋅ 10−2 3.5 ⋅ 10−2 5.1 ⋅ 10−2 9.4 ⋅ 10−2 8.7 ⋅ 10−2 7.1 ⋅ 10−1 2.8 ⋅ 10−1 2.6 ⋅ 10−1

ERT 2.2 ⋅ 10−3 2.7 ⋅ 10−2 2.8 ⋅ 10−2 4.0 ⋅ 10−2 7.6 ⋅ 10−2 5.6 ⋅ 10−2 5.3 ⋅ 10−1 𝟐.𝟎 ⋅ 𝟏𝟎−𝟏 𝟐.𝟑 ⋅ 𝟏𝟎−𝟏

GBM 2.0 ⋅ 10−3 2.4 ⋅ 10−2 3.0 ⋅ 10−2 𝟑.𝟔 ⋅ 𝟏𝟎−𝟐 𝟕.𝟒 ⋅ 𝟏𝟎−𝟐 𝟓.𝟑 ⋅ 𝟏𝟎−𝟐 5.4 ⋅ 10−1 2.5 ⋅ 10−1 2.9 ⋅ 10−1

HGBM 1.9 ⋅ 10−3 𝟐.𝟎 ⋅ 𝟏𝟎−𝟐 𝟐.𝟏 ⋅ 𝟏𝟎−𝟐 4.0 ⋅ 10−2 9.1 ⋅ 10−2 5.7 ⋅ 10−2 7.4 ⋅ 10−1 3.5 ⋅ 10−1 3.6 ⋅ 10−1

XGBM 1.9 ⋅ 10−3 2.4 ⋅ 10−2 3.2 ⋅ 10−2 6.1 ⋅ 10−2 1.4 ⋅ 10−1 9.1 ⋅ 10−2 9.6 ⋅ 10−1 5.4 ⋅ 10−1 3.9 ⋅ 10−1

LGBM 𝟏.𝟖 ⋅ 𝟏𝟎−𝟑 2.1 ⋅ 10−2 𝟐.𝟏 ⋅ 𝟏𝟎−𝟐 4.0 ⋅ 10−2 9.5 ⋅ 10−2 5.5 ⋅ 10−2 7.4 ⋅ 10−1 3.5 ⋅ 10−1 3.4 ⋅ 10−1
Table 5
RMSE𝜙_,𝑘

values of the trained ML models.

Model Harmonics order 𝑘

1 3 39 40 78 81 156 162 240

SVM 3.1 ⋅ 10−3 4.2 ⋅ 10−2 4.4 ⋅ 10−2 9.7 ⋅ 10−2 3.2 ⋅ 10−1 2.0 ⋅ 10−1 1.8 1.1 1.1
MLP 1.3 ⋅ 10−2 8.4 ⋅ 10−2 7.7 ⋅ 10−2 1.1 ⋅ 10−1 2.4 ⋅ 10−1 2.2 ⋅ 10−1 2.2 1.2 1.1
RF 2.8 ⋅ 10−3 3.3 ⋅ 10−2 4.3 ⋅ 10−2 𝟓.𝟓 ⋅ 𝟏𝟎−𝟐 𝟏.𝟔 ⋅ 𝟏𝟎−𝟏 𝟖.𝟐 ⋅ 𝟏𝟎−𝟐 𝟏.𝟐 6.8 ⋅ 10−1 6.3 ⋅ 10−1

DT 2.8 ⋅ 10−3 4.2 ⋅ 10−2 6.1 ⋅ 10−2 6.1 ⋅ 10−2 2.0 ⋅ 10−1 1.0 ⋅ 10−1 1.3 7.3 ⋅ 10−1 6.7 ⋅ 10−1

ET 3.3 ⋅ 10−3 4.6 ⋅ 10−2 6.2 ⋅ 10−2 7.4 ⋅ 10−2 2.3 ⋅ 10−1 1.5 ⋅ 10−1 1.5 9.3 ⋅ 10−1 6.8 ⋅ 10−1

ERT 3.6 ⋅ 10−3 4.0 ⋅ 10−2 4.4 ⋅ 10−2 6.0 ⋅ 10−2 1.8 ⋅ 10−1 1.1 ⋅ 10−1 𝟏.𝟐 𝟔.𝟒 ⋅ 𝟏𝟎−𝟏 𝟓.𝟖 ⋅ 𝟏𝟎−𝟏

GBM 2.6 ⋅ 10−3 3.4 ⋅ 10−2 4.5 ⋅ 10−2 𝟓.𝟓 ⋅ 𝟏𝟎−𝟐 1.8 ⋅ 10−1 8.4 ⋅ 10−2 1.3 7.1 ⋅ 10−1 7.1 ⋅ 10−1

HGBM 𝟐.𝟓 ⋅ 𝟏𝟎−𝟑 𝟐.𝟗 ⋅ 𝟏𝟎−𝟐 𝟐.𝟕 ⋅ 𝟏𝟎−𝟐 6.0 ⋅ 10−2 1.9 ⋅ 10−1 8.5 ⋅ 10−2 1.3 7.0 ⋅ 10−1 7.4 ⋅ 10−1

XGBM 2.8 ⋅ 10−3 3.3 ⋅ 10−2 4.3 ⋅ 10−2 8.9 ⋅ 10−2 2.3 ⋅ 10−1 1.3 ⋅ 10−1 1.4 8.1 ⋅ 10−1 7.6 ⋅ 10−1

LGBM 𝟐.𝟓 ⋅ 𝟏𝟎−𝟑 3.0 ⋅ 10−2 2.8 ⋅ 10−2 6.0 ⋅ 10−2 1.9 ⋅ 10−1 𝟖.𝟐 ⋅ 𝟏𝟎−𝟐 1.3 7.0 ⋅ 10−1 7.1 ⋅ 10−1
Fig. 5. Schematic of the novel test rig controller with ML-based motion compensation.
4.1. ML-based compensation module

The proposed compensation module comprises two FB, named
FB_TEPredict and FB_Compensator, as illustrated in Fig. 6. These FB are
programmed to cyclically extrapolate the TE value from the imported
ML models and subsequently compute the compensation value at each
PLC cycle. In particular, the FB_TEPredict, operating at lower level,
considers as inputs the sensor data 𝑇𝑙 and the reference data from
the input motion profile (𝜔𝑖𝑛 = 𝜏𝜔𝑜𝑢𝑡 and 𝑀𝑜𝑢𝑡), as visible in Fig. 5.
It shall be noted that the ONNX files exported from Python (two for
each harmonic 𝑘 ∈ 𝑃 , i.e. one for 𝐴_,𝑘 and one for 𝜙_,𝑘) cannot be
readily processed by the PLC and are therefore converted into XML
files within the TwinCAT environment. Subsequently, to simplify the
9

ML files management, the amplitude-related and phase-related XML
files are merged together to form two comprehensive files. This is
valid under the condition that every original file is created selecting
the same ML model in Python. Consequently, combining models of
different types, such as a HGBM model and an SVM model for two
spectral contributions, requires importing two separate XML files, one
for HGBM and one for SVM.

At a higher level, the FB_Compensator employs a FOR loop within a
single PLC cycle to gather the 𝐴_,𝑘 and 𝜙_,𝑘 values for each harmonic
by invoking FB_TEPredict (see Fig. 6). Subsequently, it computes the
current TE as in Eq. (3), with 𝜃𝑜𝑢𝑡 coming from the sensor and in this
case expressed in radians. This information is then used in the main PLC
script to determine the corrected position setpoint (𝜃 ) for the MS
𝑟𝑒𝑓 ,𝑐𝑜𝑟𝑟
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Fig. 6. Logical structure of the ML-based compensation module.
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Table 6
Top-performing models.
𝑘 𝐴∗

_,𝑘 𝜙∗
_,𝑘

0 SVM –
1 RF LGBM
3 HGBM HGBM
39 HGBM HGBM
40 ERT GBM
78 HGBM RF
81 RF RF
156 ERT RF
162 ERT ERT
240 ERT ERT

servomotor as follows:
{

𝜃𝑟𝑒𝑓 ,𝑐𝑜𝑟𝑟 = 𝜃𝑜𝑢𝑡 − 𝑇𝐸𝜏, 𝜔𝑖𝑛 ≥ 100 rpm
𝜃𝑟𝑒𝑓 ,𝑐𝑜𝑟𝑟 = 𝜃𝑜𝑢𝑡 − 𝑇𝐸 𝜏𝜔𝑖𝑛

150 , 𝜔𝑖𝑛 < 100 rpm
(6)

As evident from Eq. (6), at lower speeds the correction is weighted
to mitigate potential instabilities and maintain proper rig functional-
ity. Then, beyond the 100 rpm threshold, the compensation is fully
enabled. It is important to highlight that while the main experiment
script operates on a fast PLC task (cycle time of 250 μs), the two FB
operate on a slower PLC task (cycle time of 500 μs) due to the higher
computational load related to the use of ML models. An accurate signal
synchronization is thus required, as described next.

4.2. Signal synchronization and control performance

The signals time synchronization is a key aspect to perform fine
compensations in a distributed system. During the experiment, the
acquisition and control operations are handled with a Beckhoff CX5140
PLC, which communicates with external devices via EtherCAT fieldbus,
enabling high-performance and deterministic signal exchanges during
operation. The input signals (sensor data, in particular 𝜃𝑜𝑢𝑡, 𝑀𝑜𝑢𝑡 and
𝑇𝑙) and output signals (position and torque setpoints for drive systems,
i.e. 𝜃𝑟𝑒𝑓 ,𝑐𝑜𝑟𝑟 and 𝑀𝐿𝑆 ) are received and sent at a rate of 4000 Hz,
being the main PLC and EtherCAT cycle time set equal to 250 μs.
However, the implementation of the slower task (500 μs) executing
the TE evaluation from the imported ML models and its communication
with the main task introduced delays in data exchange. Variables are
exchanged at the beginning of tasks, leading to longer overall times for
the compensation. To determine the maximum achievable correction
frequency of the proposed PLC-based motion compensation system, the
time diagram reported in Fig. 7 (time values are accessible to the user
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in TwinCAT) must be carefully analyzed.
Table 7
Input parameters considered for ML prediction tests.

Test 𝜔𝑖𝑛 [rpm] 𝑀𝑜𝑢𝑡 [N m] 𝑇𝑙 [◦C]

1 350 650 26
2 775 1525 31
3 1650 370 27

The time interval between acquiring a new value (𝜃𝑜𝑢𝑡) from the
S encoder and applying the correction is approximately 1325.3 μs,
etting the correction upper limit at 754.5 Hz. Now, considering that
he highest TE peak in Fig. 3 is 𝑓∕𝑓0,𝑜𝑢𝑡 = 240, the maximum speed

at SS for correcting this contribution becomes 𝜔𝑜𝑢𝑡 = 188.6 rpm. This
value significantly exceeds the current imposed limit of 𝜔𝑖𝑛,𝑚𝑎𝑥 = 1800
rpm (as detailed in Section 2.1), resulting in 𝜔𝑜𝑢𝑡,𝑚𝑎𝑥 = 22.2 rpm. Given
that the primary significant contributions occur at lower frequencies
(𝑓∕𝑓0,𝑜𝑢𝑡 ≤ 100 as illustrated in Fig. 3), the aforementioned limits are
further relaxed in practical applications.

5. Experimental validation

This section details the experimental validation of the proposed
online ML-based compensation, assessing its practical effectiveness in
executing customized motion profiles using an industrial PLC. Before
delving into the compensation process, the capabilities of the developed
FB to predict the reducer TE within the considered operational domain
are tested.

5.1. Preliminary ML model predictions test

To evaluate the prediction capabilities of the ML model in Twin-
CAT, three additional scenarios beyond the initial training dataset,
comprising 1026 samples, have been chosen. The relevant parameters
are outlined in Table 7. It shall be remarked that in these experiment a
constant input parameter set (i.e., without altering 𝜔𝑖𝑛, 𝑀𝑜𝑢𝑡, and 𝑇𝑙) is
enforced throughout the experiment duration (0◦ ≤ 𝜃𝑜𝑢𝑡 ≤ 360◦), as
done during the model training. For each scenario, experiments are
conducted on the rig to obtain sensor data. The experimental TE is
then compared with the TE predicted by the FB, focusing on spectral
components 0, 1, 39, and 40, identified as the most influential in
Section 2.2. Regarding the ML models discussed in Section 3, with
reference to Table 6, SVM is chosen for component 0, RF and LGBM are
chosen for component 1, HGBM is chosen for component 39, whereas
ERT and GBM are chosen for component 40. The comparison results are
presented in Fig. 8, showing the forward TE curves. Generally, a good

match between the curves is observed, with mean percentage errors of
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Fig. 7. Time diagram of the signals and data exchange within the PLC.
Fig. 8. Comparison between experimental and ML predicted TE functions in preliminary validation tests.
2.6%, 3.1% and 4.7% along the entire TE function for tests 1, 2, and
3, respectively. While incorporating additional harmonic contributions
into the FB could potentially yield enhanced results, it is crucial to
assess the associated increase in computational load. In practical terms,
considering more than four contributions would necessitate extending
the cycle time of the slow task (e.g., from 500 μs to 1 ms), thereby com-
promising control bandwidth performance, as detailed in Section 4.2
and illustrated in Fig. 7.

5.2. Motion profile compensation

Building upon the results shown in Section 5.1, here the ML capa-
bilities are tested by imposing continuously variable input quantities,
namely by applying time-varying motion 𝜃𝑜𝑢𝑡(𝑡) and resistant load
𝑀𝑜𝑢𝑡(𝑡) profiles as per Fig. 5. Two different motion profiles have been
utilized during the experiment. The first profile is derived directly
from observing the performance of a KUKA KR 210 R2700 Prime
industrial robot (shown in Fig. 1) executing a pick-and-place operation.
In this instance, the behavior of the robot’s first joint is monitored
and recorded in a CSV file, which is subsequently utilized on the test
rig. For the second motion profile, a standard cycloidal law commonly
encountered in industrial automation is employed, generated using the
following relation:

𝜃𝑜𝑢𝑡(𝑡) = 𝜃𝑜𝑢𝑡,0 + ℎ
(

𝑡 − 𝑡0
𝑇

− 1
2𝜋

sin
2𝜋(𝑡 − 𝑡0)

𝑇

)

(7)

The motion law is defined with initial conditions 𝜃𝑜𝑢𝑡,0 = 0, 𝑡0 = 0,
and by setting a time period 𝑇 = 20 s and a final position ℎ = 360◦,
enabling the spacing of the complete angular range of the output shaft
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Table 8
Characteristics of imposed motion profiles.

Motion profile 𝜔𝑖𝑛,𝑚𝑎𝑥 [rpm] 𝑀𝑜𝑢𝑡,𝑚𝑎𝑥 [N m] 𝑇𝑙 [◦C]

Robot 303 759 31.6
Cycloidal 500 370 26.7

over 20 s. A similar law is also used to deliver the dynamic load
𝑀𝑜𝑢𝑡(𝑡) to the reducer output shaft in the same time interval, reaching a
maximum of 370 N m. The two motion profiles under consideration are
depicted in Fig. 9, whereas their characteristics are detailed in Table 8.
In line with Section 5.1, the selected harmonics for compensation
include 0, 1 and 39. Two additional tests have been conducted to
evaluate the impact of including components 40 and 78 across various
operating conditions. Also in this case, the imported ML models utilize
the algorithms reported in Table 6.

The positive effect of enabling the ML-based compensation can
be viewed in the plots reported in Fig. 10, where the original (un-
compensated) TE is compared with the ones obtained when enabling
compensation. In particular, the TE has been reduced of more than
80% and 90% for the robotic and cycloidal profile respectively, as
also visible in Table 9, where both the Root Mean Square (RMS)
and maximum values are reported for each case. The results depicted
in Fig. 10 illustrate that the experiment conducted with the robotic
law presents suboptimal compensation in both the initial and final
segments. This arises from the adoption of a more aggressive speed
law, as visible in Fig. 9, which results in premature crossing of the 100
rpm threshold. Finally, the inclusion of component 78 demonstrates
superior performance with the robotic law compared to the cycloidal
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Fig. 9. Motion and load profiles adopted for validation.
Fig. 10. Comparison between compensated and not compensated motion profiles.
one, in line with the preliminary analysis carried out in Section 2.2,
which indicates its high dependency from 𝑀𝑜𝑢𝑡.

Overall, the experimental results demonstrate the validity of the
roposed ML-based approach, showcasing accurate predictions and
ignificant reductions in overall TE. The outcomes provide valuable
nsights into the real-world applicability and performance of the ML
odel in compensating for TE in industrial settings. In particular, the
roposed method offers several practical and economic benefits for
ystem integrators and equipment managers at the industrial level.
irst of all, the obtained improvements in position accuracy contribute
o increase the operational efficiency and productivity in industrial
ettings, leading to potential gains in the production output, with
igher product quality and reduced waste. Similar results can in fact be
btained on multi-axis systems such as serial industrial robots, where
endor-specific software interfaces allow to stream real-time correction
ata (e.g. up to 250 Hz, as in the compensation framework reported
n Ref. [43] and based on the KUKA Robot Sensor Interface module).
lso, the present approach eliminates the need for dedicated sensory
quipment on real machines, which often pose installation challenges
see Ref. [66], where a secondary optical encoder has been installed
n the robot to get joint-side position feedback) and significant extra
osts. It relies on open-source libraries and standard exchange formats,
acilitating seamless integration into existing commercial PLCs without
he need for proprietary software modules. Moreover, substantial cost
avings are achieved by streamlining development, tuning, and deploy-
ent phases of the motion compensator. The same approach can be

xtended to predictive maintenance, allowing to anticipate and address
12
Table 9
Obtained TE reductions (max values are expressed as absolute quantities).

Case 𝑇𝐸𝑅𝑀𝑆 [◦] 𝑇𝐸𝑀𝑎𝑥 [◦] Red. [%]

Robot
No comp 0.0478 0.0681 –/–
Comp (0,1,39) 0.0080 0.0325 83.3/52.4
Comp (0,1,39,40) 0.0078 0.0309 83.6/54.7
Comp (0,1,39,78) 0.0079 0.0319 83.5/53.2

Cycloidal
No comp 0.0282 0.0534 –/–
Comp (0,1,39) 0.0017 0.0044 94.0/91.7
Comp (0,1,39,40) 0.0017 0.0062 94.0/88.3
Comp (0,1,39,78) 0.0027 0.0020 90.5/96.3

component wear or health issues proactively and hence preventing
costly downtime and equipment failures.

6. Conclusions

This paper addresses the modeling and compensation of position
errors within industrial servomechanisms. The study explores the use
of ML algorithms to develop a comprehensive model of the TE, with
a specific emphasis on RV reducers. Initially, a preliminary analysis
is carried out to examine the spectral components of TE functions
measured on a specialized test rig designed for evaluating the impact
of input speed, applied torque, and oil temperature. Following this, an
experimental campaign is carried out on the instrumented rig to effec-
tively train several ML models capable of predicting the variation in the
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main TE peaks (amplitude and phase) based on the imposed operating
conditions. The specific ML models, trained in Python, are selected
based on their compatibility for being integrated into the Beckhoff PLC
system. An evaluation test is conducted on all the trained ML models
to assess and compare their predictive performance. In the subsequent
phase of the research, the ML models are imported into TwinCAT to
facilitate the implementation of online compensation strategies during
the execution of custom motion profiles in high-dynamics servomecha-
nisms. For this purpose, two FB are defined to cyclically extrapolate the
new TE value from the imported ML models and subsequently calculate
the corrected position to be streamed to the controlled servomotor.
Experimental validation, carried out by applying both a motion law
extracted from the first joint of a KUKA industrial robot during a pick-
and-place operation and a standard cycloidal motion law, confirmed
the effectiveness of the proposed approach.

The obtained results demonstrate precise predictions and substantial
reductions over 90% in both the TE RMS and maximum values. In con-
clusion, this study highlights the potential of employing a data-driven
approach for modeling and compensating position errors in industrial
servomechanisms. The findings open avenues for improved accuracy
and performance in automated production systems, showcasing the
practical benefits of ML-driven approaches in addressing the challenges
posed by complex and nonlinear components in industrial automation.

The gathered training dataset and the developed ML models are
openly shared with the community, as an attempt to provide a strong
basis for future advancements in compensation strategies for PLC-
controlled servomechanisms. These could involve refining the proposed
ML models or even developing more sophisticated ones (with a partic-
ular focus on reinforcement learning techniques) to predict the reducer
wear or health issues and their related impact on the TE, also enabling
more proactive maintenance interventions. Additionally, the integra-
tion into existing robot controllers could be beneficial, potentially
increasing the accessibility of the proposed method to a wider range
of industrial settings. Finally, conducting long-term studies would be
essential to assess the effectiveness and sustainability of this method in
real-world industrial environments for validating its long-term benefits
and ensuring its practical feasibility.
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