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Abstract. Experimental analyses and numerical simulations are carried out on a test
case involving an heptane pool fire within a large under-ventilated environment. Dur-
ing the experiments, the temperature history at several locations within the room is

monitored by means of thermocouples, and the fire radiative heat transfer estimated
through a plate thermocouple. The experimental layout is then replicated numerically
and tested using OpenFOAM CFD code. The study is a preliminary analysis per-
formed for code validation purposes on a full-scale fire scenario. The results of the

simulations are compared to the experimental results and critically analysed, finding a
reasonable agreement overall. Critical issues in fire modelling are also highlighted. In
fact, due to the problem complexity and the limitations of the numerical models

available some important aspect that can significantly influence the outcome of the
simulations must be calibrated a posteriori, somewhat limiting the general predictive
applicability of the fire models. Primarily, these are the heat release rate history, the

combustion efficiency, and, to a lesser extent, the convective heat transfer boundary
condition at the wall.

Keywords: Pool fire, Full-scale enclosure fire, Under-ventilated fire, Heat release rate, Numerical analy-

sis

1. Introduction

Fire simulation is a challenging task since it requires the modeling of difficult
physical and chemical processes ranging from turbulent buoyant convection and
radiative heat transfer to chemical kinetics for combustion, pyrolysis, and soot
formation.

Over the last few years the increase in performances of modern computers is
shifting the attention from simpler zone models to more elaborated field models.
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In a field of investigation like fire safety engineering where recurring to experi-
ments is often very expensive, if viable at all, the chance to rely on simulations is
certainly welcomed. However, much attention and a thorough validation are nee-
ded for the correct setup of such simulations, as they are characterised by a num-
ber of complex physical models.

In the literature, several papers have been published on these issues using differ-
ent simulation means, focusing on different fire scenarios, or discussing the devel-
opment and validation of various submodels (e.g. for turbulence, radiation,
pyrolysis or soot formation) to be embedded into the field models. In these stud-
ies, the field model employed is, in most cases, the fire dynamics simulator (FDS)
developed by NIST, while more recently also the CFD solver FireFOAM included
in the OpenFOAM package has attracted interest.

Earlier works usually adopt the k-e turbulence model in conjunction with eddy
break-up (EBU) combustion models, while radiation is not always accounted for
explicitly. For instance, in [1] time-dependent instabilities in large pool fires in
stagnant atmosphere are addressed finding a good agreement between the numeri-
cal and the experimental frequency of the instabilities caused by vortex shedding
at the fire base, while [2] compares different combustion models on a few test
cases involving enclosure and tunnel fires. It is highlighted how these fail to give
consistent accurate predictions, in terms of temperature distribution, for all the
possible scenarios.

In the following years many works dealt with pool fires in medium scale com-
partments, gradually abandoning k-e turbulence modeling in favour of large eddy
simulation (LES). These focus either on turbulent fluctuations of temperature and
velocity [3], or CFD validation versus experiments [4]. Various methods are pro-
posed for improving turbulence prediction, such as dynamically adjusting the
model coefficients on the basis of the local conditions [5]. The first works account-
ing for soot formation appeared, going from simple models assuming a given vol-
ume fraction of fuel is turned into soot during combustion [6], to more complex
and computationally expensive models for tracking soot formation and burnout
through nucleation, coagulation, surface growth, and oxidation [7, 8], or using a
partially stirred reactor model for soot formation and oxidation [9]. Similarly,
concerning radiation heat transfer modeling, different approaches are found rang-
ing from simple models assuming a constant fraction of the heat generated is lost
through radiation [10], to more standard models such as P-1 and discrete ordi-
nates method (DOM). Attention must be devoted also to radiation absorption by
the medium where weighted-sum-of-gray-gases models [11] or more complex band
models of the radiation spectrum [12] have been proposed. Models to account for
the interaction between turbulence and radiation are also discussed in [13, 14].
With regard to combustion, the simpler EBU model is gradually being substituted
by eddy dissipation concept (EDC) approach [15] providing better estimates of the
reaction rate, or by much more complicated and computationally intensive flame-
let models [16].

While most of the studies assume a constant burning rate in the simulation [17],
in [18] it is stressed out how during pool fire experiments the burning rate is not
constant, and a transient inlet boundary condition should rather be adopted. The
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fact is that this condition is not known a priori and can only be derived from
experiments (e.g. by attaching a load cell to the pool), even though some theoreti-
cal formulation has been attempted [19, 20]. This is a major deficiency in combus-
tion modelling and for this reason several works raise a warning on the limited
applicability of field models. Although their use is spreading, further development
and calibration is needed, and in [21] it is argued that complex field models may
still be overperformed by much simpler zone models.

More recent numerical works mostly deal with code validation against experi-
ments on several typical benchmark test cases, among which: purely buoyant
plumes [22], ventilated [23], and under-ventilated [24] fires in medium and full-
scale enclosures. The first works based on OpenFOAM also appeared after the
introduction of FireFOAM solver [25], as well as the first comparisons between
FDS 5 and OpenFOAM. A comparison made on buoyant plume simulations [26]
states that the first overperforms the latter in terms of streamwise velocity and
fuel mass fraction predictions, while the latter is able to give better results in
terms of air entrainment, cross-stream velocity, and flame puffing frequency.

Another comparison between FDS 4 and FireFOAM is provided in [27] on a
small size methane diffused burner flame without soot modelling, with the former
better predicting the mixture fraction, and the latter better capturing the tempera-
ture field. It is highlighted how a single step reaction with no soot modelling may
yet be inadequate in case of combustion of heavier fuels.

In [28] a novel sprinkler dispersion model is proposed and validated against
experimental results using FireFOAM finding excellent agreement. Given that the
study focuses on spray models alone, no actual fire is modelled. In [29] the same
solver is used to calibrate a composite materials pyrolisis model against experi-
mental results, and in [30] to model combustion in an electric vehicle battery fol-
lowing a cell overheat. The heat release rate (HRR) is taken from experiments,
and electrolyte combustion activated once a threshold temperature is reached in
the cell.

Concerning the numerical setup, due to the fact that field models have reached
a high level of complexity, the best trade-off between accuracy and computing
time is still an open question, and of course the choice of the submodels adopted
in the simulations varies greatly among the different works. Table 1 summarizes
into a synoptic table the state-of-the-art in fire modeling by listing, in order of
complexity, the most common choices found in numerical works in the literature.

An important issue concerning combustion modeling is that for computational
reasons, due to the degree of complexity of the simulations and the large mesh
required by full-scale analyses, it is almost impossible to rely on computationally
expensive and more accurate models. EBU combustion model assuming one step
infinitely fast chemistry or, at most, EDC models with a limited number of reac-
tion mechanisms are generally accepted under the assumption of fixed quantity
soot production and radiative heat transfer. This can become a problem when
addressing under-ventilated fire conditions where severely high yield of soot and
carbon monoxide are found due to incomplete combustion. In fact, one step EBU
model is not able to account for incomplete combustion, leading to an overestima-
tion of the flame temperature and of the HRR. Further, such a simple model is
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unable to predict fire extinguishment, as highlighted in [31], and soot formation
rate can only be guessed.

Concerning pool fires in enclosures with controlled ventilation, the literature
focuses mostly on discriminating between different combustion regimes, such as
well-ventilated or fuel-controlled, in case the oxygen abounds, and under-venti-
lated or ventilation-controlled, in case the oxygen is limited. In [32] an analytical
model based on the well-stirred reactor model and on conservation equations is
presented. It is highlighted how the fire regime and the combustion time are of
course controlled by ventilation, but also by an additional factor accounting for
the quantity of oxygen in the room with respect to that needed for the complete
combustion of the fuel. In [33], starting from similar concepts, suitable scaling
parameters are discussed for the construction of reduced-scale experiments for the
case of mechanically ventilated confined fires. In [34] instabilities in the combus-
tion rates occurring in strongly under-ventilated combustions are investigated
experimentally, while in [35] pool fires in elongated enclosures such as corridors
are analysed finding how ventilation tends to be less efficient with these geome-
tries. Numerical analyses are less common. In [24] a medium-scale enclosure is
investigated using FDS, the analysis includes an EBU combustion model and a
soot formation model, and focuses on the different fire regimes encountered as the
oxygen in the room is depleted. In [36] a flame extinction model based on the
Damköhler number is proposed and is tested using FireFOAM. In [37] and [38]
FDS, versions 5 and 6.7 respectively, is used to investigate the different combus-
tion regimes in fires within an enclosure with a single opening. In the former the
focus is on temperature and velocity fields for different heat release rates, while in
the latter a criterion to discriminate between the regimes is proposed. It is high-
lighted how FDS fails to deal with incomplete combustion.

In this paper, experiments of a pool fire in an under-ventilated large environ-
ment are discussed. The experimental layout is then modelled and numerically
simulated using FireFOAM as implemented in OpenFOAM 8 version (to be noted
that in most recent OpenFOAM versions FireFOAM solver has been merged into
buoyantReactingFOAM, a solver having similar modelling capabilities). The
results of the simulations are compared to the experimental results in terms of
temperature distributions for validation purposes and critically analysed. The goal

Table 1
Common Choices in Fire Modeling Setup, the Most Commonly Used are
Highlighted in Italic

Model Choices

Turbulence Buoyancy modified k-e; LES
LES SGS treatment One-equation; Smagorinsky; dynamic Smagorinsky

Combustion Non-reacting thermal elements; EBU; EDC; flamelet

Radiative heat transfer None; P-1; DOM

Emission and absorption Fixed quantity; weighted-sum-of-gray-gases; absorption bands

Soot formation None; fixed quantity; Arrhenius law; detailed chemistry
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is to present an introductory study on the capabilities of OpenFOAM in modeling
a fire in a full-scale under-ventilated environment. The experiments were carried
out in a laboratory with limited equipment availability. In the authors opinion
numerical models for fire simulation are indeed useful although still affected by
limits that may question their practical applicability to real fire cases of concern in
fire safety engineering applications if detailed predictions are sought.

2. Experimental test Case Setup

Experiments were conducted at Bettati Antincendio srl in a dedicated metal sheet
garage having a 5:3m�5:3m base section and a pitched roof 3:5m high at the
room centre and 3:0m high at the sides. Access to the garage was granted through

a large door 2:9m high and 3:0m wide. The overall room volume was 91:3m3. A
plexiglass spyhole was obtained at the base of a side wall allowing the visualiza-
tion and recording of the flame with a camera during the experiment.

A special foam was spread at the metal sheet junctions to limit diffuse smoke
leakages out of the room. This is a REI 180 fire resistant polyurethane foam
(commercial name, Soudafoam FR).

The 0:5m�0:5m pool was placed in the centre of the room and filled with 20 l
of water and 5 l of fuel so that the free surface in the pool was located 10 cm
above the ground level, close to the pool rim. The water was used to protect the
floor beneath the pool from overheating. At the room centre, 1m above the
ground, a 2:0m�1:5m steel panel 3mm thick was mounted on two trestles. The
presence of the panel is due to the fact that in successive experiments the fire
extinguishing performance of a water mist nozzle mounted on the garage roof had
to be tested in a scenario in which the fire was hidden from view to the sprinkler.
It is expected that the panel will absorb and re-radiate a minor portion of the
combustion heat, its surface being touched by the flame.

14 thermocouples were placed at several locations inside the room according to
Figure 1 and Table 2 to monitor sensible locations such as the flame region, the
area around the panel, the room centre, and the walls at different heights. These
are bare-bead K type thermocouples (Q/TW-20-KK model) with 0:8mm glass
fiber insulated wires, resistant up to 704°C.

In particular, 8 thermocouples were mounted in a grid-like fashion on the y ¼
0m plane recording the temperature history at three heights on the side wall
(TC 8–10), next to the panel (TC 3–5), and at the room centre (TC 6–7). 3 thermo-
couples were located in the persistent flame region slightly above the pool free sur-
face (TC 1; 11), and between the pool and the panel in the intermittent flame
region (TC 2). Two additional thermocouples were mounted in front of and
behind the panel at z ¼ 3m (TC12-13). Finally a 10 cm�10 cm plate thermocouple
(PTC1) was placed in front of the flame, 1:6m far from the room centre and
0:5m from the ground. This thermocouple allows the evaluation of the flame radi-
ation and HRR history, as will be discussed in the following. Thermocouples were
connected to a NI-4351 multimeter with TBX-68T terminal block recording the
temperature every 11 s.
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It must be noted that the thermocouples employed were non-shielded, thus the
ones located in the flame region are expected to return erroneous readings and are
mainly used for the purpose of evaluating the time at which fire extinguishment
occurs. The camera placed in front of the spyhole in fact is of no help to this pur-
pose due to the large amount of smoke produced during combustion that covered
completely the flame from sight after �4 minutes since the pool fire was lit.

Figure 1. Garage layout and thermocouples arrangement.

Table 2
Experimental Thermocouples Arrangement, Coordinates are Given
with Respect to the Axis System in Figure 1

Thermocouple

Coordinates [m]

Notesx y z

TC1 0.0 0.0 0.12 Central, above the pool free surface

TC2 0.0 0.0 0.8 Central, below the steel panel

TC3 0.85 0.0 1.0 Right of the panel, 1m from the ground

TC4 0.85 0.0 2.0 Right of the panel, 2m from the ground

TC5 0.85 0.0 3.0 Right of the panel, 3m from the ground

TC6 0.0 0.0 3.0 Central, 3m from the ground

TC7 0.0 0.0 2.0 Central, 2m from the ground

TC8 2.63 0.0 1.0 At the side wall, 1m from the ground

TC9 2.63 0.0 2.0 At the side wall, 2m from the ground

TC10 2.63 0.0 3.0 At the side wall, 3m from the ground

TC11 0.25 0.0 0.12 Right of the pool, above the free surface

TC12 0.0 �1:33 3.0 In front of the panel, 3m from the ground

TC13 0.0 1.33 3.0 Behind the panel, 3m from the ground

PTC1 0.0 �1:6 0.5 In front of the panel 0:5m from the ground
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The liquid fuel used for the fire was a mixture with 90% in volume of n-heptane
(C7H16) and 10% of methyl acetate (C3H6O2).

3. Numerical Setup

The pool fire experiment was reproduced numerically using FireFOAM. This sol-
ver is based on LES turbulence modeling with one step EBU combustion. Such a
combustion model is a very simple one. It is based on the assumption of infinitely
fast chemistry, with no soot formation model, and is unable to predict flame
extinction as it may occur in a strongly under-ventilated environment due to lack
of oxygen. One equation model is adopted for sub-grid scale (SGS) treatment, and
DOM with gray mean absorption and emission model for radiative heat transfer.
Soot formation is not modeled, and the pyrolysis model turned off since no pyrol-
ysis occurs in our case study.

Unity Lewis number is assumed, since turbulent Prandtl and Schmidt numbers
are set to 0.5, as commonly found in the literature. Smagorinsky constant [39]

Cs ¼ C3
k

Ce

� �1
4 ð1Þ

is set to 0.168, being Ck ¼ 0:094 and Ce ¼ 1:048.
Euler scheme is used for time discretization, and Gauss linear scheme for gradi-

ent and divergence spatial discretization. Time stepping is adaptive and chosen so
that the maximum Courant number is 0.5.

The steel panel is modeled as a thin surface having 3mm thickness, 7850 kg=m3

density, 16:3W=mK thermal conductivity, and 502 J=kgK specific heat. These val-
ues are assumed constant also considering their marginal change with tempera-
ture. The overall panel weight is 70:6 kg.

3.1. The Mesh

The mesh used for the simulations is fully hexahedral and composed of 809 thou-
sand elements (106�106�72), with average cell size of 48mm (Figure 2(a)). The
mesh is mostly uniform in size except near the inlet and outlet sections where it
thickens slightly, and is created by extrusion in the y direction. Two additional
grids were tested for mesh independency check: a smaller one with 376 thousand
elements (82�82�56) and average cell size of 62mm, and a larger one with 2356
thousand elements (152�152�102) and average cell size of 34mm. The tempera-
ture histories found at the thermocouple locations during preliminary runs are in
good agreement between the different grids, the thicker mesh better reproducing
the shape of the temperature peaks in the flame region, and the thinner one devi-
ating at times from the others. Figure 2(b) compares the three grids in terms of
temperature history recorded during the first 100 s at TC 4 where the worst match
is found. Concerning the computing times, the simulation of the first 100 s took
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approximately 2.5, 6, and 22 days for the grids tested, running on a 4-CPU work-
station equipped with Intel i7-2600 CPU at 3:4GHz.

At first, when the HRR is still small and the flame stable, the temperature his-
tory at TC 4 is the same for the three grids. As the fire grows, instabilities prevail
and the flame begins to sway in space. TC 4, being located slightly above the
panel on its right side, is particularly affected by the flame instability so that the
temperature history becomes quickly irregular showing peaks and valleys as the
flame tilts in one direction or another. The coarser mesh appears less able to catch
these oscillations due to the larger diffusion that flattens the irregularities. Inter-
mediate and finer grids, instead, showing similar oscillation amplitudes and fre-
quencies, even though with small temperature and time offsets, are deemed more
suitable for the simulations. Nonetheless, the temperature trend among the three
grids is comparable.

For the simulations the choice fell on the 809 thousand elements mesh, as a
good compromise between accuracy and computing time. Being a fully hexahedral
grid, its quality is very high and is characterised by maximum skewness of 1.5 and
maximum non-orthogonality of 39� as evaluated by OpenFOAM.

To properly resolve the large-scale structures in fire plumes analysis, it is sug-
gested in the literature [24, 25] to choose a mesh with at least ten elements within
the fire characteristic length scale, which is defined as

L� ¼
_Q

q1T1cp
ffiffiffi
g

p
� �2

5

ð2Þ

where L� is expressed in m, _Q is the HRR expressed in W, q1 and T1 the air den-

sity and temperature away from the fire expressed in kg=m3 and K respectively, cp
the specific heat in J=kgK, and g the gravitational acceleration constant in m=s2.

Considering the operating conditions of the simulations, this confirms the suit-
ability of the chosen mesh above an HRR of 195 kW, a situation which is always
attained in the simulations except for a short period at the very beginning of the

Figure 2. The mesh and the mesh independency test.
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combustion process, or unless the combustion efficiency becomes particularly low,
as will be shown in the following. This limit would grow to 335 kW for the coar-
ser mesh, and would drop to 75 kW for the finer mesh.

3.2. Fuel and Combustion

As mentioned, the liquid fuel used in the pool fire is a 90%/10% mixture in vol-
ume of n-heptane and methyl acetate. Table 3 summarizes the fuel properties and
the quantities involved in the present study. The gas phase volume and density are
computed according to the ideal gas state equation, assuming the atmospheric
temperature and pressure at the time of the experiments: 15°C and 1:006 bar. The
lower heating value (LHV) of the fuel components reported has already been
reduced by the heat of vaporization in order to account for the liquid to gas
phase change not modelled numerically.

Due to the fact that the solver only allows one reaction mechanism to be
defined, an equivalent amount of n-heptane is assumed in the simulations so that
the Total Heat Release (THR) is the same that can be derived from Table 3 for
the mixture, i.e. THR ¼ 146:2MJ. This corresponds to an overall n-heptane mass
of 3:28 kg. The reaction mechanism imposed is the following

C7H16 þ 11O2 þ 41:00N2 ! 7CO2 þ 8H2Oþ 41:00N2 þ 4:47
MJ

mol
; ð3Þ

resulting in an oxygen consumption of 11:5 kg overall. This holds under the
hypothesis of complete combustion. However, it is known that in under-ventilated
fires complete combustion is not attained since a large amount of carbon monox-
ide and soot is generated. In moderately under-ventilated fires combustion ineffi-
ciencies can account for the loss of up to 60% of the theoretical heat released [24],
while according to [10] even in case of well-ventilated fires more than 20% of the
fuel mass can be turned into soot. As the equivalence ratio grows, fire extinction
may even occur [33, 36]. The amount of fuel that is turned into soot or into car-
bon monoxide depends on many parameters and is not known a priori. As a con-
sequence, the impact that combustion inefficiencies have on the HRR is unknown
too. Nonetheless, considering that the amount of oxygen in the room at ambient
conditions can be estimated in 25:3 kg and that a non-negligible fraction will leak
out of the garage as the temperature in the room grows, it is apparent that the
fire will develop in a progressively under-ventilated environment. This conclusion
is also in line with the criteria outlined in [32] for discriminating among different
fire regimes in poorly-ventilated conditions.

For this reason, and since no soot formation model is available in the solver,
simulations are repeated also for two different reaction mechanisms as follows

C7H16þ8O2þ29:81N2!4CO2þCOþC2H2þ7H2Oþ29:81N2þ2:93
MJ

mol
;

ð4Þ
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C7H16þ5O2þ18:64N2!CO2þ2COþ2C2H2þ6H2Oþ18:64N2þ1:39
MJ

mol
:

ð5Þ

In these reactions it is arbitrarily supposed that from the combustion of an hep-
tane molecule one (or two) molecules of carbon monoxide and acetylene are pro-
duced. These formally stand for incomplete combustion (formation of CO) and
soot formation (formation of C2H2). Acetylene, in fact, is considered a soot pre-
cursor specie in that, without entering into further chemical details, it represents
the basic element from which polycyclic aromatic hydrocarbons forming soot are
created.

In the first reaction it is assumed that 12% of the fuel mass undergoes incom-
plete combustion, 25% is turned into soot, and the combustion efficiency is 66% (i.
e. THR ¼ 95:8MJ). In the second reaction it is assumed that 24% of the fuel mass
undergoes incomplete combustion, 50% is turned into soot, and the combustion
efficiency is 31% (i.e. THR ¼ 45:5MJ). Even though this value may seem very
low, in strongly under-ventilated environments such a situation may not be too
far from reality towards the end of the combustion process when oxygen shortage
will occur.

The stoichiometric air-to-fuel ratio is 15.2 for the first reaction, 11.1 for the sec-
ond, 6.9 for the last. Air is assumed to be a mixture as in Table 4, where the
amount of water vapor corresponds to an 85% relative humidity at the tempera-
ture of 15 oC.

An estimate of the combustion efficiency in under-ventilated pool fires can be
given using the method outlined in [40] where the plume equivalence ratio is eval-
uated from temperature measurements in the flame region and in the room, and
from oxygen concentration data using the formula proposed in [41], and fed into
the formula proposed in [42] for the combustion efficiency. By averaging these
data in time using the temperature readings from the experiments and the oxygen
concentration from the simulations, an average combustion efficiency of �64%
can be estimated, which agrees well with the reaction mechanism hypothesized in
Eq. (4).

Table 3
Fuel Properties and Quantities Involved

Component

Liquid state Gas state Properties

Volume Density Volume Density Constant Mass Molar Mass LHV

dm3½ � kg=m3½ � m3½ � kg=m3½ � J=kgK½ � kg½ � kg=kmol½ � MJ=kg½ �

C7H16 4.5 679.5 0.7267 4.208 82.97 3.058 100.210 44.60

C3H6O2 0.5 932.0 0.1498 3.111 112.24 0.466 74.078 21.09

Mixture 5.0 704.8 0.8765 4.020 86.84 3.524 95.744 41.49
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3.3. Inlet Boundary Condition

It is found that in three runs of the experiments different burning times are
attained before the fuel is depleted and the fire extinguishes. After each experi-
mental run, the complete consumption of the fuel is checked: trying to lit the pool
again after the room has been aerated always resulted in no fire. Even though this
does not necessarily mean all the fuel underwent combustion, at least it makes us
confident most did. In fact, even though the fire is located in an almost closed
environment, the room is large enough so that oxygen should be found, in theory,
to allow for the combustion of the whole amount of fuel poured into the pool
even in case the reaction mechanism in Eq. (3) is assumed.

As exact experiment repeatability is not attained easily, the average fuel flow
rate and HRR vary from time to time. This is due to a number of non-control-
lable factors interfering with the experiments such as, for instance, the environ-
ment temperature, its humidity, and the wind. For the choice of the fuel flow rate
at the pool surface to be adopted in the simulations we refer to an experimental
run in which the flame extinguished in 379 s. This results in an average fuel mass
flow rate of 8:65 g=s, corresponding to an average HRR of 386 kW in case of
complete combustion. In the additional experimental tests the flame extinguish-
ment always occurred in a time range between 5.5 min and 6.5 min while the tem-
perature trends recorded by the thermocouples were self-similar across all the tests
performed.

The choice of a proper inlet boundary condition is not straightforward since the
flame HRR is not constant over time. Thus, assuming constant fuel mass flow
rate can lead to erroneous temperature predictions, and this is particularly true at
the early stages of fire development. The measurement of the pool mass loss rate
over time would have been easier with the use of a load balance system. Such an
instrument was not available at the time of the experiments so that the HRR his-
tory had to be estimated by other means.

An approximate esteem is extrapolated from PTC1, TC1, and TC2 data. This
is then adopted as inlet boundary condition in the simulations performed. From
the temperature readings of the plate thermocouple PTC1, following [43], it is
possible to resolve the incident thermal radiation on the plate under the assump-

Table 4
Air Composition

Component

Volume Mass

Fraction [%] Fraction [%]

N2 76.974 74.838

O2 20.649 22.931

Ar 0.921 1.277

CO2 0.035 0.054

H2O 1.439 0.900
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tion of gray radiation. Figure 3a shows the temperature (T) and the incident ther-
mal radiation history ( _qr) on the plate thermocouple PTC 1.

The amount of heat that is transferred in form of thermal radiation from the
flame to the environment (Qr) during the whole combustion process under the
assumption of isotropic radiation can be estimated integrating the incident ther-
mal radiation in time and multiplying for the surface of a sphere of radius r equal
to the distance between the pool centre and the plate thermocouple

Qr tð Þ ¼ 4pr2
Z t

0

_qr tð Þdt : ð6Þ

Considering the distance between the plate thermocouple and the pool, the iso-
tropic assumption is acceptable. According to Eq. (6), at the end of the combus-
tion process QrðtendÞ ¼ 21:0MJ.

Let us consider the HRR at a time t as given by two terms, the radiative ther-

mal power _Qr tð Þ proportional to T 4, and the convective thermal power _Qc tð Þ in
the neighbourhood of the flame proportional to T

HRR tð Þ ¼ _Qr tð Þ þ _Qc tð Þ ¼ cr T 4
flame tð Þ � T 4

room tð Þ� �þ cc Tflame tð Þ � Troom tð Þð Þ
ð7Þ

where cr and cc are generic coefficients to be determined. A detailed account of
the heat transfer coefficients, the surface areas and emissivities are out of reach
considering the experimental data available. Nonetheless, the two coefficients can

be adapted in order to tune _Qr tð Þ and _Qc tð Þ so that their integrals over the com-
bustion time matches with the given values. In particular, we want the overall
heat transferred through radiation to be equal to 21:0MJ as mentioned, and the
overall heat transferred through convection QcðtendÞ to account for the rest of the
heat released (e.g. 125:2MJ in case of complete combustion).

Figure 3. Data extrapolated from PTC1 readings.
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Repeating for the three combustion efficiencies considered in this study, the
HRR histories in Figure 3(b) are found. The reference values used in Eq. (7) for
Tflame tð Þ and Troom tð Þ are the maximum value among those recorded by the ther-
mocouples in the flame region (TC 1 and TC2), and the value recorded at PTC 1
respectively.

The HRR histories in Figure 3b are approximated, for simulation purposes, by
linear piecewise functions as reported with thinner lines in the figure. According to
these curves, the 68% of the average HRR is reached after 10% of the combustion
time. The HRR then grows at 120% compared to its average after 25% of the
time, to be reduced at 100% at the end of the combustion process. This function
fits reasonably well all the three cases, regardless of the combustion efficiency (see
Table 5).

Considering the lower combustion efficiency cases, which are expected to com-
pare better to the experimental results, it is found that radiative heat transfer
should globally account between 22% and 46% of the THR respectively. These
values are in line with the assumptions made in several papers in the literature.
For instance, [25] and [10] perform simulations without modeling explicitly the
radiative heat transfer, but assuming that 20% of the heat generated by the com-
bustion process is lost through radiation, while [6] states that in a typical fire sce-
nario radiation accounts for 35% of the energy transport.

3.4. Outlet Boundary Condition

On a general basis, the geometry investigated would have no outlet since during
the experiments the door of the garage was closed after the fire was lit. However,
a standard closed metal sheet garage is far from being a watertight compartment
so that the slightest pressure increase due to the rise in temperature of the air is
immediately balanced by gas leakages. During the experiments it was noted that
smoke was flowing out of the room from several spots, and in particular from the
gaps along the door perimeter.

Thus, for simulation purposes, two 2 cm�3m horizontal gaps on the front wall
were used as outlet sections to enable gas leakages. These were located at the

Table 5
Nodes of the Piecewise Linear Fuel Mass Flow Rate and HRR History
Assumed in the Simulations

Time Fuel flow rate
Heat release rate [kW]

s½ � g=s½ � gcomb ¼ 100% gcomb ¼ 66% gcomb ¼ 31%

0.0 0.00 0.0 0.0 0.0

37.9 5.88 262.3 172.0 81.6

94.8 10.38 462.9 303.4 144.0

378.5 8.65 385.8 252.9 120.0

379.5 0.00 0.0 0.0 0.0
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ground level and at 2:9m from the ground, that is, at the top and the bottom
extremities of the garage door. The two gaps were repeated on the back wall. The
gaps height was chosen small enough not to let fresh air in as long as the fire was
lit and the room temperature rising, and large enough for the pressure rise in the
room during heating to remain negligible.

3.5. Walls Boundary Condition

On the walls of the garage a Robin boundary condition is applied in which the
reference ambient temperature is 15 oC. A global external heat transfer coefficient

of 24W=m2 K is applied at the walls, with the exception of the floor were the coef-

ficient is reduced to 4W=m2 K. The thermal emissivity of the walls and the floor is
set to 0.9: even though the garage is made of metal sheets, at the time of the
experiment the walls were already blackened by smoke from previous experiments.

3.6. Thermocouple Reading Correction

As mentioned, the thermocouples used for the experiments were non-shielded, this
means the temperature readings collected during the experiments will be affected
by some error. While this is likely negligible away from the flame, for the thermo-
couples in the flame region (TC 1, TC 2, TC 3, and TC 11) the temperature regis-
tered during the experiments may be underestimated up to a few hundred degrees.
The correction of the temperature readings is not an easy task since several sour-
ces of error may be introduced in this operation.

In this work, thermocouple readings were corrected a posteriori following the
bare-bead thermocouple model developed by Blevins and Pitts [44]. An additional
term was included in order to account for unsteady effects. From the energy bal-
ance of the bead we have

hgb Tg � Tb
� � ¼ ebr T 4

b � T 4
1

� �þ mbcb
Ab

dTb

dt
ð8Þ

where Tg is the gas temperature, Tb the temperature read at the thermocouple

bead, T1 the average effective radiation temperature of the surrounding environ-
ment. hgb is the convective heat transfer coefficient between the external gas flow

and the bare thermocouple bead, eb the thermocouple bead emissivity, r the Ste-
fan-Boltzmann constant. mb, cb, and Ab are the bead mass, specific heat, and sur-
face area.

The hgb coefficient is estimated using Whitaker’s correlation for external flow
over a sphere [45]

Nu ¼ 2þ 0:4Re0:5 þ 0:06Re
2
3

� �
Pr0:4 ð9Þ

with Nusselt, Reynolds, and Prandtl number given by
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Nu ¼ hgbdb
kg

; Re ¼ qgugdb
lg

; Pr ¼ cp;glg
kg

ð10Þ

where db is the thermocouple bead diameter, and ug the gas velocity in the neigh-

bourhood of the thermocouple bead. kg, qg, lg, and cp;g are the thermal conduc-

tivity, the density, the dynamic viscosity, and the specific heat at constant pressure
of the gas.

By solving Eq. (8) in terms of the corrected gas temperature Tg

Tg ¼ Tb þ ebr
hgb

T 4
b � T 4

1
� �þ mbcb

hgbAb

dTb

dt
ð11Þ

is found. In order to solve this equation eleven parameters must be known, these
are: the gas properties as functions of the temperature (qg, lg, kg, cp;g), the ther-

mocouple bead geometry and properties (db, eb, mb, cb, Ab), the gas velocity in the
neighbourhood of the thermocouple bead (ug), the radiation temperature of the

surrounding environment (T1).
By neglecting the effect of combustion products, it is accepted that the gas is air

and its properties are known. The thermocouple data is also known except for its
emissivity that anyhow can be estimated within a reasonable accuracy. A typical
value of 0.8 is suggested in [46] for dull, oxidized metal. Since no velocity data
was gained from the experiments, information extrapolated from the simulations
is used in its place. The same holds for the radiation temperature: the choice of a
proper T1 is not straightforward because of the temporally and spatially varying
environment, yet the incident radiation is available from the simulations from
which its value can be derived.

To be noted that the unsteady term in Eq. (11) is found to be mostly negligible,
growing marginally at the beginning of the simulation when temperature gradients
with respect to time are larger. The radiative term, instead, can become much rele-
vant but only in the flame region.

4. Results

In the following the results of the experiments and of the simulations are dis-
cussed and compared quantitatively in terms of temperature history at the ther-
mocouples location, and qualitatively in terms of flame extension as recorded by
the camera. Also some comment on the gas composition in the room as predicted
by simulations is given.

4.1. Temperature History at the Thermocouple Locations

Figure 4 compares the temperature readings to the corresponding numerical pre-
dictions at six different thermocouple locations. The locations are chosen to be
representative of the entire domain. In the figure, experimental results are reported
together with numerical results from the three simulations. In general, the radia-
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tion correction is small (< 3°C on average) except for thermocouples located in
the flame region where the correction can exceed 100°C, as expected. For this rea-
son, the radiation corrected experimental temperature is reported only for TC 1.

Experimental data is collected every 11 s. Numerical data in the figure is col-
lected every second and plotted on a 11 s moving average basis for the purpose of
smoothing the oscillations. The matching between the numerical and the experi-
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Figure 4. Experimental measurements versus numerical predictions
for temperature at several thermocouple locations.
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mental data is satisfactory as the temperature histories at the various locations is
well reproduced.

Compared to CFD, all experimental results are characterised by reduced tem-
perature gradients at all TC both during the initial room heating after the pool
fire lighting, and during the final room cooling after the fire extinguishment. This
is to be attributed to the thermocouple thermal inertia whose characteristic time,
likely in the tens of seconds, can be written as

tc ¼ qcV
hA

ð12Þ

where q is the bead material density, c its specific heat, V/A the volume to area
ratio, and h the convective heat transfer coefficient. At PTC 1 (Figure 4f) the role
of thermal inertia is particularly evident due to the larger probe size.

At TC 1, in the flame region, an initial temperature overshoot is caught both by
experiments and simulations (Figure 4a). In the latter case, the temperature peak
is sharper and occurs earlier in time. The temperature then settles and oscillates
around an average value for the rest of the combustion process.

Among the other probes, the temperature trend is self-similar: at first it grows
up to a rather stable value before dropping quickly after fire extinguishment.
Temperature stability is reached in �2:5 minutes for the simulations and in �4:5
minutes during the experiments. The temperature reached depends primarily on
the combustion efficiency (or on the HRR) and on the convective coefficient at the
garage walls. From a simple energy balance, in fact, it is estimated that at the
time of fire extinguishment more than 80% of the THR has been discharged
through the walls, the rest accounting for the increased room temperature and, to
a lesser extent, for the heat discharged with the hot gas flowing through the out-
lets.

The neighbourhood of the walls is subject to strong temperature gradients
which translate, for instance, into the lower temperatures found at TC 8 com-
pared to other thermocouples. In line with this, it must be pointed out that close
to the walls the tiniest imprecision in the thermocouples positioning can result in
non-negligible differences in the experimental temperature readings compared to
the simulations. On the other hand, a minor error in the estimate of the wall ther-
mal bouondary condition may result in non-negligible temperature offsets in the
simulation.

Overall, the experimental results are compatible with an average combustion
efficiency in the range between 66% and 100%, as shown in Figure 4.

Figure 5 shows the simulated temperature field right before the fire extinguish-
ment on the y ¼ 0 plane. Of course the temperature in the room rises with the
combustion efficiency: while in Figure 5a a large portion of the room remains
below 100°C in Figure 5c almost the whole room is above 200°C. It is interesting
to note how in Figure 5c the extent of the flame (or better, the high temperature
area above the pool) appears smaller in size when compared to the other figures.
This is actually due to the temporary swaying of the flame behind the y ¼ 0 plane
level favoured by the lack of oxygen in the region.
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4.2. Average Gas Composition History in the Room

Figure 6 shows the gas average composition and total mass time history in the
garage room computed from CFD simulations. Please consider that gas composi-
tion was not measured experimentally.

At t ¼ 0 s the air density equals 1:211 kg=m3 and the overall air mass in the
room sums up to 110:49 kg. Over the first 2 min to 3 min after the pool fire is lit,
as the air is heated, a large mass of gas is expelled from the room due to the low-
ering of its density (Figure 6a) while the internal pressure is essentially in equilib-
rium at any time with the outer environment. The mass flow rate at the outlet is
up to 0.2 or 0:4 kg=s, depending on the combustion efficiency.

At t ¼ 379 s the fluid density drops to 0.710, 0.784, and 0:901 kg=m3 for the
decreasing combustion efficiencies respectively. After the fire is extinguished and
the room begins to cool down, the flow at the outlet is inverted and fresh air
enters the room, also favouring its cooling in turn. At t ¼ 600 s the gas mass
within the domain is back to �101:0�1:4 kg for all the simulations.

For what concerns the average gas composition trend in the room (Figs. 6b–d),
of course the nitrogen mass fraction is not subject to large variations in time
(72:7�2:2%), while things are different for oxygen and the combustion products.

According to Eqs. (3–5), in fact, the oxygen consumption is of
3:512 kgO2

=kgC7H16
for gcomb ¼ 100%, 2:555 kgO2

=kgC7H16
for gcomb ¼ 65%, and

1:597 kgO2
=kgC7H16

for gcomb ¼ 31%. At the end of the combustion process, the
average oxygen mass fraction has dropped to 5:7%, 10:7%, and 15:9% for the
three combustion efficiencies respectively. While the room is still rich in oxygen,
the average heptane mass fraction stabilises quickly before dropping to zero as the
combustion comes to an end. For the gcomb ¼ 100% case, instead, the progressive
oxygen depletion around the flame region and in the room leads to increased
vaporised fuel mass fraction in the room; fraction that in any case remains very
low (i.e. �250 ppm at most).

Figure 7 shows the oxygen and carbon dioxide mass fraction fields evolution
after 2, 4, and 6 min from the fire ignition on the y ¼ 0 plane for the gcomb ¼
100% case.

Figure 5. Temperature field on the y ¼ 0 plane at t ¼ 378s. Temper-
ature is expressed in ˚C, the lines in the figures are contour lines
traced every 100 degrees in the 100 to 500 oC range.
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4.3. Flame Evolution

Figure 8 shows a few frames captured at different times by the camera during the
experiment. After just a few minutes the flame is hidden by the large amount of
smoke generated in the room; for this reason no image from the camera is repor-
ted after t ¼ 180 s. These images are compared to equivalent pictures taken from
the simulations in which the extent of the flame is approximated by the iso-surface
at 500°C, in line with [47] where the iso-surface at 800K was used, since no flame
is formally modelled by FireFOAM solver.

The image, thus, offers a qualitative view of the experimental and the numerical
flame evolution in time. Even though high temperature and flame extension are
not the same, they are correlated to each other. Similar images could have been
extracted from the simulations if iso-surfaces of the radiation intensity were
drawn.

The flame behaviour is quite variable due to its swaying in time, in particular at
later combustion stages. At t ¼ 60 s the flame is still quite stable and its extension
limited to the area below the panel, with the flame touching the panel lower side.
After two or three minutes the flame has grown so that tongues of fire spread

Figure 6. Average gas composition and mass time history in the
garage room after the simulations.
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irregularly around and above the panel corners. According to simulations, a simi-
lar behaviour is kept up to the fire extinguishment due to the relatively large
HRR of the fire.

5. Conclusions

Simulations of a pool fire in a large under-ventilated environment (namely, a
closed garage) have been performed using the FireFOAM CFD solver included in
OpenFOAM distribution to test the code capabilities in a challenging fire sce-
nario. The results have been compared to experimental data collected in terms of
temperature history at several locations in the domain.

A fairly good agreement was found between experimental and numerical data,
but only at the cost of an artificial and iterative tuning of several parameters in
the computational model, such as the heat release rate history, the efficiency of the
combustion, and the heat transfer boundary conditions at the walls. These are not
secondary aspects and the uncertainty in their definition somewhat mines the gen-
eral predictive capability of these models. Nonetheless, results in terms of temper-
ature field evolution and flame extension and behaviour are acceptable, also
considering the standard numerical modelling features adopted.

The use of CFD simulations in the field of fire safety engineering for sure is a
promising tool able to provide large amounts of information. However, it is still
subject to several critical issues and must be used with caution, since accurate
models of the physical and the chemical processes involved either do not exist,
have no general validity, or are way too expensive from the computational point
of view to be applied to full-scale scenarios in practice.

Figure 7. Oxygen and carbon dioxide mass fraction fields evolution
after 120, 240, and 360s from the fire ignition on the y ¼ 0 plane.
The contour lines in the figures are traced every 0.04 in the 0.04 to
0.16 range. The figures refer to the gcomb ¼ 100% simulation.
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With regard to the case study investigated here, it has been discussed how a
general model for computing the burning rate from a pool fire is missing, and
how this can be estimated a posteriori on the basis of experimental radiative heat
flux readings extrapolated from a plate thermocouple. Further, an accurate analy-
sis of the chemistry involved in the combustion is generally out of reach due to
computational reasons. Nonetheless, this is deemed acceptable in fire safety engi-
neering where the interest is on the effects of the fire thermal load in an environ-
ment, rather than on tracking the chemistry kinetic and the combustion products
formation in detail. In any case, due to the lack of proper combustion and soot
formation models in the simulations, a gross chemical reaction had to be tuned
iteratively to model combustion global effects at best. Finally, the choice of a
proper heat transfer boundary condition at the walls is not always straightfor-
ward. Nonetheless, as this represents the main thermal energy sink of the system,

Figure 8. Flame evolution: experiment versus gcomb ¼ 66% and
gcomb ¼ 100% simulations. For the experiment, images taken from the
camera are reported. For the simulations, temperature fields on the
walls and velocity vectors on the y ¼ 0 plane coloured by velocity
magnitude are drawn. The flame is approximated by the iso-surface
at 500˚C.
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its choice can really make a difference on the predicted temperature field in con-
fined fires.
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