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ABSTRACT 
 

The integration of experiments with numerical simulations can efficiently support a quick evaluation of the 

welded joint. In this work, the MIG welding operation on aluminum T-joint thin plate has been studied by 

                                                 
1 Corresponding author information can be added as a footnote. 
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the integration of both simulation and experiments. The aim of the paper is to enlarge the global 

database, to promote the use of thin aluminum sheets in automotive body industries and to provide new 

data. Since the welding of aluminum thin plates is difficult to control due to high speed of the heat source 

and high heat flows during heating and cooling, a simulation model could be considered an effective 

design tool to predict the real phenomena. This integrated approach enables new evaluation possibilities 

on MIG-welded thin aluminum T-joints, as correspondence between the extension of the microstructural 

zones and the simulation parameters, material hardness, transient 3D temperature distribution on the 

surface and inside the material, stresses, strains, and deformations. The results of the mechanical 

simulations are comparable with the experimental measurements along the welding path, especially 

considering the variability of the process. The results could well predict the welding-induced distortion, 

which together with local heating during welding must be anticipated and subsequently minimized and 

counterbalance. 

 

I. INTRODUCTION 
 

LIGHTWEIGHT engineering is usually exploited both in mass production vehicles for fuel 

saving and in top class ones for enhancing performances. [1–4] The main drivers are 

product design, high-performance materials, and technological processes. [5–8] During 

last decade,[9] thanks to the improvement in the structural optimization techniques it is 

also possible to reduce sections of product design. In the modern automotive industry, 

thicknesses lower than 3 mm are widely employed for structural assemblies, as chassis 

or suspensions. [5–7,10–12] The use of lightweight materials could lead to fuel saving 

and use phase emissions abatement; nevertheless, it is often responsible for increase in 

the production phase impact, particularly materials processing, thus preventing the 

expected benefit during use. [4] Aluminum alloys have been widely chosen due to their 
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properties including a high stiffness to weight ratio, low density, good formability, good 

corrosion resistance, and recycling potential,[11,13,14] which make them the ideal 

lightweight materials as it allows a mass saving of up to 50 pct over competing materials 

in most applications. [7,10,15,16] In this background, MIG (Metal Inert Gas) welding, 

one of the most common joining technologies employed in the automotive industry, 

despite presenting high productivity and efficiency, [17–22] is affected by some major 

drawbacks, such as residual stresses and distortions on welded joints. [20,23,24] The 

high local heating [23] due to the welding torch causes a non-uniform temperature 

distribution, which is responsible for high thermal gradients across the joint. As a 

consequence, defects or even early failure of the structures may occur. [18,20] MIG 

welding of aluminum results is more critical compared to steel, due to the different 

mechanical and thermal properties of the base and filler metals, which increase the 

problems of distortion and weld crater size. [24] 

Hence, the fine tuning of a welding operation in industry usually follows a time- and 

resources-consuming approach with recursive trials and errors. Instead, the prior 

estimation of welding deformations would be fundamental to improve product design 

and process control. 

As a rule, an experiment is the most realistic method to test a physical phenomenon, 

even if measurements might introduce errors, or require advanced instruments or, 

simply, some quantities are unobservable. [19,25–29] 

Nowadays, numerical simulations, based on finite element (FE) method, have become 

very useful tools for welding process design, with a plethora of software dedicated to 
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simulate welding, from a metallurgical and structural point of view. However, the 

complexity of welding process for real engineering structures makes the simulation of 

welding distortions and residual stresses very difficult to set up and the support of 

experimental activity becomes necessary. Several responses, difficult to be directly 

measured, like the local temperature field, the penetration of the fusion zone, the 

residual stresses, and deformations, have been evaluated by numerical modeling in the 

recent past. [18,19,21] There are basically two methods to estimate welding 

deformations by means of a FE analysis: calculation of the shrinkage through a simple 

Elastic-FE (E-FE) analysis [19,21,30] or a multiphase simulation of solid and fluid states 

using a Thermal-Elastic-Plastic-FE (TEP-FE) analysis. [18,21,23,31,32] The E-FE is faster 

than TEP-FE, but it only estimates the final distortion, and the welding parameters must 

to be already defined; indeed, the TEP-FE investigates both thermal and mechanical 

behavior (e.g., welding penetration, final distortions). [33] Consequently, in this work 

the TEP-FE approach has been exploited, taking into account thermal, mechanical, 

metallurgic, and process-related phenomena. 

The simulation has been simplified by sequentially coupling the thermal and mechanical 

models. The first model exploits heat elements and considers the heat 𝑄(𝑥, 𝑦, 𝑧, 𝑡) 

supplied by the moving welding torch simulated by a double ellipsoidal density 

distribution according to the Goldak model, [34] as shown in Figure 1. This model has 

been widely accepted in previous research to simulate MIG welding. [18,19] The double 

ellipsoid is positioned and oriented in the fixed reference system with a transformation 
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matrix from the torch reference system. The latter computes the transient and residual 

temperature. 

The mechanical model includes the metallurgic phenomena in terms of temperature-

dependent material properties, especially when phase transitions are involved. 

During a welding operation, the temperature distribution in the metal parts is transient 

and non-linear and it can be computed in the thermal model from the energy balance 

equation in thermal form as follows: 

𝜌𝑐𝑝
𝜕𝑇

𝜕𝑡
(𝑥, 𝑦, 𝑧, 𝑡) = −∇ ∙ 𝑞(𝑥, 𝑦, 𝑧, 𝑡) + 𝑄(𝑥, 𝑦, 𝑧, 𝑡) (1) 

where 𝑇 is the temperature at time 𝑡 in the (𝑥, 𝑦, 𝑧) position, 𝜌 is the material density, 

cp is the specific heat capacity, 𝑞 is the heat flux vector and 𝑄 is the volumetric internal 

heat generation. 

The heat flux through the metal can be modeled by the Fourier law as follows: [35] 

𝑞 = −𝑘∇ ∙ 𝑇 (2) 

where 𝑘 is the material heat conductivity. 

The boundary condition of the model considers only the heat losses by convection and 

radiation, computed by Newton and Stefan–Boltzmann laws as follows: [18,19] 

𝑞𝑐 = −ℎ𝑓(𝑇𝑠 − 𝑇0) (3) 

𝑞𝑟 = −𝜀(𝑇𝑠
4 − 𝑇0

4) (4) 

where ℎ𝑓 is the convection coefficient, 𝜀 is the emissivity of the base material,  is the 

Stefan-Boltzmann constant for radiation and 𝑇0 and 𝑇𝑠 are the room and surface 

temperatures. 
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Considering the heat source in the axis origin, the heat flux distribution has been 

calculated in two different ways according to the case of the front side and rear side of 

the torch as follows: 

𝑄(𝑥′, 𝑦′, 𝑧′, 𝑡) =  
6√3𝑓𝑃

𝑎𝑏𝑐𝜋√𝜋
𝑒

−3[
𝑥′2

𝑎2 +
𝑦′2

𝑏2 +
𝑧′2

𝑐2 ]
;      𝑓, 𝑐 = {

𝑓𝑓 , 𝑐𝑓     𝑧′ ≥ 0

𝑓𝑟 , 𝑐𝑟     𝑧′ < 0
 (5) 

where (𝑥′, 𝑦′, 𝑧′) are the local coordinates in the moving reference system associated 

with the welding torch, 𝑓𝑓 and 𝑓𝑟 are the fractions of the power applied onto the front 

and rear quadrants, assuming 𝑓𝑓 + 𝑓𝑟 = 2.Error! Reference source not found. The 

parameters𝑎, 𝑏, 𝑐𝑓 and 𝑐𝑟 define shape and dimension of the elliptical distributions. 

Considering the continuity of the volumetric heat source, 𝑓 factors are linked to 𝑐 

parameters by 𝑓𝑓 = 2𝑐𝑓/(𝑐𝑓 + 𝑐𝑟) and 𝑓𝑟 = 2𝑐𝑟/(𝑐𝑓 + 𝑐𝑟). The Goldak parameters can 

be estimated from experiments on the welding pool and finely tuned in order to match 

the model with them. The welding power input 𝑃 = 𝑃(𝑡) is calculated as follows: 

𝑃 =  𝜂𝐼𝑈 (6) 

where 𝜂 is the welding arc efficiency with respect to the input energy (0.8 in the case of 

MIG technology) [14]; 𝐼 is the current; and 𝑈 is the voltage. The Goldak double 

ellipsoidal model as defined by Eq. [5] and the resultant heat flux are shown in Figure 1. 

The initial condition of the simulations is 

𝑇(𝑥, 𝑦, 𝑧, 0) = 𝑇0 = 𝑐𝑜𝑛𝑠𝑡 (7) 

where 𝑇0 is assumed initially uniform through the base metal and filler wire. 
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In order to calculate the deformations and residual stresses after the welding operation, 

the time history of the temperature field, resulting from the previous simulation, is 

processed by a mechanical model. The total strains e result from three contributors: 

𝜺 = 𝜺𝑒 + 𝜺𝑝 + 𝜺𝑡ℎ (8) 

where: 

• the elastic strains 𝜀𝑒 are calculated from the stresses by the Hooke law, including 

the Young modulus and the Poisson ratio of the metal in the compliance matrix. 

• The plastic strains 𝜀𝑝 are calculated by the Von Mises criteria, considering the 

yield stress. 

• The thermal strains contribution 𝜀𝑡ℎ considers the expansion and contraction of 

the metal due to temperature variations by the thermal expansion coefficient.  

During the cooling phase, after the weld beads solidification, the three internal strains 

balance each other. Deformations are due to the residual stress after the cooling phases 

in the welding process. 

Previous work on MIG distortions has been mainly focused on the welding of steel 

plates[19,20,36] and on thick aluminum plates. [27,29,32,37] Thus literature on MIG 

welding on aluminum thin plates in a T-joints configuration lacks the experimental data, 

which would be fundamental to integrate the Goldak parameters in the existing FE 

models. 

The integration of experiments with numerical simulations can efficiently support a 

quick evaluation of the welded joints, [18,23,24] evaluating the transient behavior of 
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the temperature field, the global deformations. The experiments are necessary in order 

to evaluate the Goldak parameters, which will be included in the TEP 

analysis. 

The aim of the paper is to enlarge the global database to promote the use of thin 

aluminum sheets in automotive body industries. The MIG welding of 2 mm 

aluminum plates in T-joint configuration is presented in this paper as a case study, with 

an integrated approach between numerical model and real metallographic measures. 

Afterward, the following case studies might be simulated without the experimental part. 

 

II. SIMULATION AND MATERIALS 
 

In this work, Abaqus® FEA tool is exploited to implement the numerical model. As 

previously described, the simulation has been simplified by two models: the mechanical 

and thermal model. The mechanical model computes the distortions, whereas the 

thermal one simulates the welding torch by the Goldak model. The work angle and 

welding speed are described by Goldak model in an internal subroutine. 

The T-joint configuration has been chosen because it is one of the most common joints 

in automotive chassis design; Figure 2 shows the geometry of the model. Each plate is 

100-mm wide, 2-mm thick, and 150-mm long in the joint direction. The two thin plates 

in the T-joint configuration and the bead are modeled as only one part. The 

simplification is considered trustworthy since the parts are partially joined by the bead 

also in the real experiment and their separation during cooling is hindered by fixtures. 

The welding mask (clamps) is designed to minimize the contact area with the joining 
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couple, so that the heat losses by conduction are reduced. The clamps mate the parts to 

each other by blocking their ends. The fixed constraints in Figure 2(a) simulate the 

clamping during the welding and cooling down phases. The subsequent isostatic state in 

Figure 2(b) enables the measurement of residual deformations after releasing the T-

joint from the fixtures. 

The parts were discretized with a mesh of 3D linear brick elements, with an average 

element dimension of 1 mm. The mesh size amounted to 32,475 elements with 40,812 

nodes. The filler material stack was simulated using the death–birth elements 

technique. [38] 

The properties of the bead metal are assumed as being the same as those of the base 

metal, but the solidus temperature (TS) is decreased at 828.15 K (555°C) to account for 

dilution. As a matter of fact, TS of base and filler metal alloys is slightly different. The 

remaining temperature-dependent properties are reported in Figure 3 and Table I. The 

model accounts for the material heat conductivity with Eq. [2] and for heat transfer in 

the weld pool, as previously explained. 

The effects of properties on the transient temperature, residual deformation, and stress 

fields in welding simulations have been investigated in previous works, [32] showing 

that results exhibit errors lower than 10 pct each, approximately. However, the 

approximations are quite unacceptable if the thermal and mechanical models have to 

be coupled since it would lead to high errors.  Therefore the material heat 

conductivity 𝑘, the Young's modulus 𝐸, the coefficient of thermal expansion 𝛼, the yield 

stress σY and the specific heat capacity cp of the base metal are estimated as linear or 
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nonlinear temperature functions, as shown in Figure 3 for the base material, in 

agreement with EN 1999-1-2:2007. [39] However, to simplify the model, some 

properties with less pronounced temperature dependence are accepted as constant, as 

reported in Table I, in agreement with literature results. [32] The reported properties 

are valid for the phenomena occurring in the solid metal. In particular, they are very 

difficult to evaluate above 0.8 𝑇𝑆 of the alloy. [40] For temperatures above 𝑇𝑆 the TEP-FE 

model must take into account for the much higher heat transfer rate through the fluid 

flow in the weld pool. Taking a practical approach, this multiphase behavior is 

simulated by increasing at 350 𝑊/𝑚°𝐶 the material heat conductivity 𝑘 in Eq. [2] for 

temperature above 𝑇𝑆. [19] 

As an initial condition, 𝑇0 = 293.15𝐾 (20°𝐶) was set at all the nodes. The boundary 

conditions, as Eqs. [3] and [4], are imposed with constant coefficients for convection, 

ℎ𝑓 = 2.7𝑊/(𝑚2 ∙ 𝐾), and emissivity, 𝜀 =  0.9, on all the external surfaces, in 

agreement with literature. [41] 

The experiments are realized on single fillet welds between two thin aluminum (EN AW-

6082-T6) plates in T-joint configuration. This configuration has been selected since the 

shape complexities of real automotive hollow-extruded struts often do not allow double 

fillet welds. The filler metal is S-Al-4043, with 1.2 mm diameter. The welding path is 150-

mm long in the middle of the T-joint. An example of the T-joint and the set-up realized is 

shown in Figures 4 and 5. The aim of such experimental activity is to determine the 

Goldak model parameters, by direct observation of the welded zone. 
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Robot-assisted welding was used to avoid the human factor variability. MIG welding was 

performed using a Fronius TransSynergic 4000, using 100 pct Ar at 12 L/ min flow as 

shielding gas. Electrode stick out was set at 13 mm. Table II lists the set of welding 

parameters applied. Before welding, the plates were cleaned by a 15 pct vol NaOH 

aqueous solution. Clamping tools were used to restrain the parts during the welding 

operation. 

Metallurgical measurements were performed both to evaluate the required geometrical 

information on the welding ellipsoid, as well as to validate the thermal simulation 

results. A 3D laser scanner, Konica Minolta Range 7, was employed to measure the 

welding deformations after cooling down for the unclamped component. A matted 

spray applied onto the sample surface neutralized the high aluminum reflectivity to ease 

measurements of deformation. 

Metallographic specimens, for the determination of the Goldak model parameters were 

obtained by cutting cross sections of the welded samples, followed by grinding and then 

polishing with cloths to 1 lm, using Struers machines. The samples were etched in Keller 

solution for 20 seconds in order to reveal the microstructure. Metallographic 

observations were performed by an Olympus SZX 10 stereographic microscope 

connected to a camera SC30. The weld joint geometries were verified in comparison 

with the UNI EN ISO 10042:2007 standards.[42] Microhardness tests were performed 

using 402 MVD micro-Vickers tester, Wolpert W Group, at 500 g load for 15 seconds. 

 

III. RESULTS 
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The metallurgical measurements on the experimentally welded samples enables to 

estimate the parameters of the Goldak model, as clarified in Eq. [5] and Figure 6. The 

parameters 𝑎 and 𝑏 come from the evaluation of the shape of the fused zones in a 

transversal section of the bead, as shown in Figure 6(a), whereas the 𝑐𝑓 and 𝑐𝑟 come 

from the final bead area, especially looking at the end crater shape, as shown in Figure 

6(b). 

The parameters for the double-ellipsoid model, adjusted to match the experiments, are 

reported in Table III, while the heat flux distribution is shown in Figure 1. Noticeably, the 

tuned model is intended to reproduce this specific set-up, even if it can also reproduce 

the general trends of slightly different ones. In the case of a much different set-up, the 

parameters of the model must be changed by again fitting the simulation and 

experiments with the explained workflow. 

The temperature distribution on the solid model and the comparison between the 

experimental and numerical result of welding distortion have been shown in Figures 7 

and 9, respectively. The transient temperature distribution for the thermal analysis is 

evaluated on the 3D model surface, as shown in Figure 7(a), and on cross section views, 

as shown in Figure 7(b). The gray area covers the over-solidus temperature. The 

simulated temperature field is overlapped with the HAZ-BM boundary, experimentally 

identified at the sudden drop of the microhardness value from the BM one. The 

calculated temperatures variation on the HAZ-BM boundary, at points 1 and 2 in Figure 

7(a), are reported in Figure 8. The maximum temperatures are, respectively, around 

533.15 K to 523.15 K (260°C to 250°C). 
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Finally, the residual specimen distortions are measured and compared with the 

simulated ones. The angular distortions are evaluated on consecutive transversal 

sections which subdivide the specimen in 10 mm intervals along the main direction, as 

indicated in Reference 35. Figures 9(a) and (b) compare the deformations computed by 

the simulation with the experimental measures along with their variation range. In 

sections from 10 to 30 mm, the simulated deformations are slightly higher than the 

experimental average but still included within the measurements variability, due to 

edge effect. [33] The experiments and simulations differ by very small errors from 40 to 

100 mm. In sections from 110 to 140 mm,the simulated angular deformations slightly 

overestimate the maximum measured values. 

Microhardness path and penetration depth, detected by experimental results, allowed 

to validate the temperature distribution obtained by simulation. Figure 10(a) shows the 

microhardness indentation path on the sample at 300 lm distance one after the other 

(from point 1 towards point 2) and Figure 10(b) reports the resulting microhardness 

graph. The microhardness profile presents a non-symmetrical behavior due to the T-

joint configuration and the consequent dissimilar heat transfer through the plates. In 

agreement with the literature, the microhardness profile presents three distinct 

microstructural zones: 

• Base material (BM, with hardness ranging from 100 to 105 HV0.5 [43]) 

• Heat-affected zone (HAZ, with a microhardness presenting a non-linear behavior 

[43]) 

• Fusion zone (FZ, with the lowest value of about 50 HV0.5 [27]) 
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The measured microhardness profile is in agreement with the literature results. Close to 

the FZ, the profile reveals peaks of around 85 HV0.5 due to the resolubilization of the 

precipitates that occurs for temperatures greater than 773.15 K (500 

                                                     C), and possibly due also to natural aging. The drop of the 

microhardness to a minimum of 60 to 65HV0.5 and the further increase to the BMvalue 

is due to the phase transformations β’’→ β’→ β for peak temperatures ranging from 

653.15 K to 773.15 K (380°C to 500°C), and β’’→ β’ ranging from 513.15 K to 653.15 K 

(240°C to 380°C). [27,43] 

The microhardness behavior is confirmed by microstructural studies. Figure 11 shows 

the microstructure of welding beads at the interface between base metal and fusion 

zone. The base material microstructure (Figure 11(d)) is different from the fusion zone, 

where typical wrought structures with non-uniform grain size were detected. 

The external zone of the bead close to the base metal (Figures 11(b) and (c)) is 

characterized by dendritic growth, which corresponds to the zones with higher 

solidification rate and column-like grains emerged. The microstructure of the inner part 

(Figure 12(a)) of the fusion zone consists of fine precipitation of a second phase in a 

solid solution matrix of aluminum, and equiaxial grains were observed. The SEM images 

confirmed that aluminum solid solution contains Mg2Si particles; Al-Si eutectic (dark 

zone Figure 12(a)) is present between the dendrites of the weald bead; and AlMg2Si 

eutectic is between the grains of the heat-affected zone. 

By image analysis and microhardness profile, the HAZ extension is estimated to amount 

to about 10 mm. The value is in agreement with simulation result as shown in Figure 7. 
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The penetration depth, measured on a cooled cross-sectioned sample by optical images, 

resulted in 0.91 mm, i.e., about 45 pct of the plate thickness. The result is in reasonable 

agreement with the simulation results, which indicate a fusion zone penetration of 0.7 

mm. 

Results, with a good agreement between modeled and measured quantities, show that 

the heat conduction boundary condition can be generally neglected in order to reduce 

the model computations. However, this approximation is too rough when describing the 

behavior of the transition ends, where the clamps are in touch with the parts. Also, the 

shape and volume of the filler metal present higher variability at the first and last 

contact points. 

 
IV. CONCLUSIONS 
 

The work increases the current database and promotes the use of aluminum in 

automotive body industries. Since the welding of aluminum thin plates is difficult to 

control due to high speed of the heat source and high heat flows during heating and 

cooling, a simulation model could be considered an effective design tool to predict the 

real phenomena. In literature, there are no data regarding aluminum thin thickness, 

thus this study provides new data. 

The present paper successfully applies an integration method to validate the simulation 

of the distortion caused by the MIG welding in the case of 2-mm aluminum plates T-

joints. The TEP-FE model parameters are identified through experimental tests. The 

results of the mechanical simulations are comparable with the experimental 
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measurements along the welding path, especially considering the variability of the 

process. The results could well predict the welding-induced distortion, which together 

with local heating during welding must be anticipated and subsequently minimized 

and counterbalanced. 

In the future, a robust parameter design to produce a general design tool will be 

investigated. 
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Density 
Ρ 

Latent heat 
Lf 

Solidus 
temp. 

Ts 

Liquidus 
temp. 

Tl 

Poisson 
ratio 
Υ 

Emissivity 

 

2700kg/m3 390000kJ/kg 575°C 650°C 0.33 0.3 
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Welding 
speed               

v 

Current 
I 

Voltage 
U 

Efficiency 
Η 

Wire feed 
vwire 

Wire 
diameter       

wire 

Bead 
length                

lbead 

0.01 m/s 88A 18.8V 80% 0.067m/s 0.0012m 0.15m 
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a b cf cr ff ff 

2.7 mm 2.5 mm 3.0 mm 7.0 mm 0.776 1.224 

 
 


