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ABSTRACT

We use a multi-scale modeling to study the time-dependent dielectric breakdown of an amorphous (a-) HfO2 insulator in a metal–oxide–
metal capacitor. We focus on the role played by electron injection in the creation of oxygen vacancies, which eventually form the percolation
path responsible for dielectric breakdown. In this scenario, the electron transport through the dielectric occurs by multi-phonon trap assis-
ted tunnelling (MPTAT) between O vacancies. Energy parameters characterizing the creation of oxygen vacancies and the MPTAT process
are calculated using density functional theory employing a hybrid density functional. The results demonstrate that the formation of neutral
O vacancies facilitated by electron injection into the oxide represents a crucial step in the degradation process dominating the kinetics at
common breakdown fields. We further show the importance of the so-called “energetic correlation” effect, where pre-existing O vacancies
locally increase the generation rate of additional vacancies accelerating the oxide degradation process. This model gives realistic breakdown
times and Weibull slopes and provides a detailed insight into the mechanism of dielectric breakdown and atomistic and electronic structures
of percolation paths in a-HfO2. It offers a new understanding of degradation mechanisms in oxides used in the current MOSFET technology
and can be useful for developing future resistive switching and neuromorphic nanodevices.

© 2022 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0083189

I. INTRODUCTION

Micro- and nano-electronic devices based on metal–oxide–
metal (MOM) and complementary metal–oxide–semiconductor
(CMOS) systems are the basis of modern technology. Over many
decades, scaling down of transistor- and memory-device dimen-
sions have led to exponential advances in computing power. This
scaling has also led to the replacement of SiO2 with the higher
dielectric constant (κ) materials, such as HfO2. However, in spite
of decades of perfection, oxides used in CMOS devices, including
SiO2 and HfO2, are prone to many field-induced reliability
issues.1–3 Degrading effects, such as bias temperature instability,
stress-induced leakage current and dielectric breakdown, stem from
the structural and electrical changes in the dielectric oxide during

device operation. Mechanisms of processes responsible for electrical
conductivity through oxide are specific to particular CMOS and
MOM devices. Metal inter-diffusion from an electrode, for
example, can contribute to a drop in the resistivity of the oxide.4 In
oxide dielectrics, such as SiO2, it is often suggested that bias appli-
cation causes the generation of new defects, particularly oxygen
vacancies, which facilitate electron current through the oxide film
via trap assisted tunneling and other mechanisms.5–8 Similar argu-
ments have been made for breakdown in HfO2.

9–14 The high-
resolution transmission electron microscopy (HRTEM)15,16 and
oxygen emission from MOM devices17 support these models;
however, both convincing proof of the predominant role of oxygen
vacancies in device degradation and mechanisms of their genera-
tion are still missing, in spite of numerous qualitative models.1,18,19
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Strong evidence exists that electron and hole injection as well
as hydrogen inter-diffusion from electrodes can be involved in
oxide degradation mechanisms.20 Some other models (e.g., the
thermo-chemical E model, where E is the electric field
strength,21,22) on the other hand are solely based on Me–O bond
breaking and defect creation in oxides as a result of electric field
application and polarization of the dielectric and do not involve
extra carriers and/or hydrogen. These models have been reviewed
in, e.g., Refs. 1, 10, and 20; however, their relative importance and
interplay are still poorly understood. In particular, only few simula-
tions attempt to reconcile the effects of the field and carrier injec-
tion in defect creation and provide direct link between atomistic
mechanisms of defect creation and temporal evolution of electron
current in devices under bias application.8,14

In this paper, we present the results of multi-scale modeling
that link the physical processes responsible for the field induced
degradation of a-HfO2 with the characteristics of time-dependent
dielectric breakdown (TDDB), such as temporal evolution of
current through the oxide and Weibull plots of TDDB.1 We test
whether the atomistic model of O vacancy generation facilitated by
electron injection and trapping in HfO2

12,13 can quantitatively
explain the experimental findings. Using results of density func-
tional theory (DFT) calculations, we simulate the breakdown char-
acteristics of a TiN/a-HfO2/TiN device using a multiphonon trap
assisted tunneling model implemented in the Ginestra® simulation
software.23

Below, we briefly summarize the previous results on the mech-
anisms of O vacancy formation in HfO2 relevant to our breakdown
model.13,24 Then, we describe the methodology used in this work.
In Sec. IV, we present the description of time-dependent dielectric
breakdown of amorphous HfO2 films using the Ginestra simula-
tions with parameters for MPTAT and bond-breakage calculated by
DFT. The main results show that the dielectric breakdown can be
explained by oxygen vacancy generation caused by electron injec-
tion into intrinsic trap states in the amorphous oxide. Moreover,
we demonstrate that both the characteristic breakdown times and
the range of observed TDDB statistics for HfO2 are in agreement
with experimental data. These results shed more light on the role
and mechanisms of oxygen vacancy generation in physical pro-
cesses responsible for breakdown in HfO2 devices.

II. VACANCY GENERATION MECHANISM IN HfO2

It is usually assumed that the degradation of dielectric proper-
ties of a oxide layer requires that a number of new defects able to
provide percolation paths for the so-called leakage current are pro-
gressively generated under bias.5,25 The occurrence of hard dielec-
tric breakdown is usually explained by a catastrophic event, such as
a rapid increase in defect production.6,16 The cause of this rapid
increase may be due to a rate enhancement of the same reaction
responsible for leakage current, with one popular explanation being
local heating due to increasing current through the oxide.

In this work, we mainly focus on understanding the atomistic
mechanisms underpinning these processes in amorphous HfO2

films. Oxygen vacancies, VO, have long been proposed as the main
candidates to explain the degradation of dielectric properties of
HfO2 films.13,26–29 Oxygen vacancies have charge transition levels

(CTLs) at positions inside the HfO2 bandgap favorable for sustain-
ing MPTAT between electrodes.30–33 There has been a large body
of theoretical work on oxygen vacancies in both crystalline and
amorphous HfO2 (see, for example, Refs. 33–38). Oxygen vacancies
in a-HfO2, on average, have similar properties to oxygen vacancies
in monoclinic (m-) HfO2 but with a wider distribution of energies
caused by structural disorder.39,40 However, to explain the dynam-
ics of degradation and time to breakdown, there should be a mech-
anism for progressive VO generation as a result of bias application.

One such mechanism is included in a thermo-chemical model
and is based on breaking Hf–O bonds due to their polarization in a
local electric field.18,19 This amounts to the creation of a
O vacancy–O interstitial, VO–OI, defect pair (DP) and separation
of its components in the field to prevent their recombination. The
model assumes that the time to dielectric breakdown, TTDDB,
depends exponentially on the activation barrier for Me–O bond
breakage, EA,

21,22

TTDDB ¼ τ0exp
EA � γE

kBT

� �
, (1)

where E is the electric field strength and γ is the so-called field
acceleration parameter. The term γE is the reduction in the activa-
tion energy due to the presence of the electric field, as discussed
later in this section.

DFT calculations demonstrate13 that, in the bulk of neutral
m-HfO2, this reaction requires overcoming an activation barrier
larger than 5 eV even in a strong electric field aligned with O2� dis-
placement. Such a high activation energy renders this process infea-
sible. Recent simulations suggest that the activation energy for the
generation of VO defects can, however, be greatly reduced when
extra electrons are injected into the oxide from the electrode.13

This mechanism is facilitated by the existence of trapping states for
electrons and holes predicted in Refs. 41 and 24. In a-HfO2, these
states result from structural disorder and, in the case of electrons,
have trapping energies (thermal ionization energies into the
bottom of a-HfO2 conduction band) of 1.0 eV on average. This is
deeper than in crystalline HfO2, where the electron trapping energy
(into a polaron state) is approximately 0.2 eV.42 The calculations
predict that, in both crystalline and amorphous HfO2, two electrons
or two holes can be localized at trapping sites, strongly reducing
the activation energy for bond breakage (i.e., reducing the strength
of adjacent Hf–O bonds).43

Figure 1 summarizes the electron localization effects predicted
in a-HfO2. Figure 1(a) shows the inverse participation ratio (IPR)
spectrum of the valence band (VB) and conduction band (CB)
edges (see the discussion in Refs. 24 and 43). Higher IPR values
correspond to a higher localization of the Kohn–Sham (KS)
one-electron state, the energy eigenvalue of which is plotted on the
x axis. Using IPR analysis, we can, therefore, quantify the character
of the electron states in the VB and CB in terms of their degree of
localization. Partially localized states are seen to form at the band
edges. Figures 1(b) and 1(c) show the square modulus of the
one-electron wavefunction of the intrinsic trapped electron state. In
B, a single electron is localized between two Hf ions. In C, a second
electron is trapped to form a bi-electron trap. The two electrons are
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typically localized over two or three Hf ions. Further details of the
electronic structure of a-HfO2 and of the intrinsic carrier trapping
can be found in Refs. 24 and 43.

The electron trapping sites in a-HfO2 correspond to low-
coordinated Hf ions and elongated Hf–O bonds and are located
approximately 0.8 nm apart, with an approximately 1 eV range of
energetic depths (with respect to the CB minimum). Therefore,
they cannot sustain large current by themselves. However, the
electron trapping reduces local barriers for the creation of DPs,
resulting in the displacement of O ions adjacent to trapping sites
into interstitial positions in the solid, as shown schematically in
Figs. 2(a) and 2(b). These barriers are reduced from approxi-
mately 6 eV (in m-HfO2) to 1.5 eV, or even 0.8 eV, dependent on
the reaction pathway.13 Furthermore, the generation of a VO

defect is accompanied by the displacement of O2� ion from its
original site as well as significant displacements of other ions,
thus creating a dipole, μeff . The interaction with the applied elec-
tric field, E, alters the activation energy by (approximately)
�μeff � E,13 where μeff is the effective dipole at the saddle-point

(relative to the initial-state dipole) in the zero-field reaction
pathway. In this model, the biggest barrier reduction is achieved
when two injected electrons are trapped at a precursor site to
form a bi-electron trap. Then, with a certain probability, an
oxygen vacancy can be created at a site adjacent to the
bi-electron trap via thermal activation. Although the field–dipole
interaction reduces the barrier for defect creation significantly,
the main reduction still comes from the injection of electrons.13

Importantly, vacancies can also trap electrons in a V2�
O state12 [see

Fig. 2(c)]. Localization of two electrons at a vacancy lowers the barrier
for the creation of another neutral VO nearby even further than for the
initial vacancy.27 We have previously shown that oxygen vacancies can
cluster in both monoclinic27 and amorphous HfO2

40 with small
binding energy. This means that the formation energy of a vacancy is
reduced if it is generated adjacent to a pre-existing vacancy, as shown
in Figs. 2(c) and 2(d). This reduction is found to be, on average, about
0.1 eV. These mechanisms are schematically summarized in Fig. 2.

We note that the divacancy binding energy has a standard devi-
ation of 0.4 eV due to the fact that some divacancies are more bound
than others.40 The binding properties of vacancies suggest that there
may be some favorable interaction between vacancies in a-HfO2,
similar to that of m-HfO2 and hence that activation energies will
also be lowered. Previous calculations12 have predicted this to be the

FIG. 2. Schematic of the degradation model. (a) A precursor motif in a-HfO2
captures two electrons, becoming a bi-electron trap. (b) The bi-electron trap can
be converted into a V0O-O

2�
I pair by overcoming a 1.5 eV energy barrier. (c) The

newly created VO defect captures electrons, becoming doubly negatively
charged. (d) A nearby O ion is displaced out of its position, creating a nearby
vacancy. The activation energy for this reaction is lower than in (b).

FIG. 1. (a) The projected density of states (lineplot) and the inverse participa-
tion ratio (bars) of the Kohn-Sham (KS) states of a-HfO2. High IPR value indi-
cates localization of the KS state. In a-HfO2, the electronic states near to the
band edges shown pronounced localization. (b) jψKSj2 of a fully relaxed single
electron trap in HfO2. (c) jψKSj2 of a bi-electron trap in a-HFO2. In (b) and (c),
red spheres indicate oxygen, cyan spheres indicate hafnium, and the iso-surface
of the KS state has a value of 0.007.
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case for m-HfO2, where the energetic barrier height for the genera-
tion of DP adjacent to a pre-existing vacancy is reduced.

In all these mechanisms, the two extra electrons are localized on
the second component of the DP, O2� ion, which has small diffusion
barrier (about 0.5 eV13) further reduced by the electric field. Thus, new
vacancies can be generated both at pre-existing and newly formed O
vacancies, escalating the degradation process until breakdown occurs.

We note that not all bi-electron traps will necessarily form
oxygen vacancies. With some probability, electrons may tunnel
from the bi-electron traps to nearby precursor sites, or to an elec-
trode, contributing to current. Alternatively, electrons in trap sites
can be thermally ionized into the conduction band and contribute
to current via band transport. The full list of processes included in
the simulations is provided in Table I.

Experimental verification of the proposed mechanism of O
vacancy formation is challenging as neutral O vacancies are EPR
inactive and there is no other sensitive technique to detect them in
thin HfO2 films. The loss of oxygen under bias detected experi-
mentally in some oxide films44 provides only an indirect evidence
of this mechanism. Another way of testing this mechanism is to
use it to predict the time evolution of current through the oxide,
time to breakdown and Weibull slopes1,45 and compare with the
experimental data. This requires calculating rates of defect creation
and electron transfer through defects and via other mechanisms.
Probabilities of all these processes are calculated in Ginestra code23

giving rise to the total current passing through the top electrode.

III. MODELING METHODOLOGY

A. Multiphonon trap assisted tunneling

Ginestra implements the multiphonon trap assisted tunneling
(MPTAT) model discussed in detail in Refs. 46–49.

Current through the oxide is calculated for a user-defined distri-
bution of defects using the process described in Ref. 50 and
depends on electron capture and emission rates of the given
defects. Traps are considered to be coupled to lattice vibrational
modes. It is assumed that localized defect states couple to a single
effective vibrational mode with an effective angular frequency,
ωeff .

51 TAT is then accompanied by the absorption (or emission)
of a number of phonons with this effective frequency. The
capture time constant of the jth trap is then written as
τc,j ¼

P
m τc,j,m, with a similar expression for the emission con-

stants. The sum is over m number of phonons involved in the
MPTAT process. The rate is equal to8,46,48

1
τc,j,m

¼ Nj�1(E j,m)f j�1(E j,m)Cj,mPT (E j�1, E j,m), (2)

where Nj�1 is the density of states, with j� 1 ¼ 0 indicating the
cathode, j ¼ Total Trap Numberþ 1 indicating the anode, and
all other indices in between indicating trap index; f j�1 is the
Fermi-Dirac distribution; Cj,m is the multiphonon capture proba-
bility, and PT is the electron tunneling probability.

The multiphonon capture probability is written as

Cj,m ¼ C j
0 L(m), (3)

where C0 is a constant and L(m) is the multiphonon transition
probability.52 It is related to the sum over the overlap between dif-
ferent lattice mode eigenstates,53

P
n00 jhn0jn00ij2. Within the

effective-frequency approximation the transition probability can be

TABLE I. Summary of the reactions used in the breakdown model. e�elect: , e
�
CB, e

�
tr , and e2�tr refer to an electrode electron, CB minimum electron, single intrinsic trap, and

double intrinsic trap, respectively.

Index Reaction Description Parameters

1 e�elect: þ Vq
O ! Vq�1

O Electron injection into vacancy ETh, Erel, EFermi

2 e�elect: ! e�tr Electron injection into instrinsic trap ETh, Erel, EFermi

3 e�elect: þ e�tr ! e2�tr 2nd electron injection into trap ETh, Erel, EFermi

4 e�elect: ! e�CB Fowler–Nordheim Injection ECB, EFermi

5 Vq
O1

þ Vq0
O2
S
PVqþ1

O1
þ Vq0�1

O2
TAT between vacancies ETh, Erel

6 Vq
OS

P
Vqþ1
O þ e�tr TAT between vacancy and trap ETh, Erel

7 Vq
O þ e�trS

P
Vqþ1
O þ e2�tr TAT between vacancy and trap ETh, Erel

8 e�tr þ e�trS
P
e2�tr TAT between traps ETh, Erel

9 e2�tr ! VO VO generation from double e− trap EA, μeff

10 V2�
O ! 2VO VO near −2 charged VO EA, μeff

11 V2�
O ! 2VO VO near −2 charged VO (with EA reduction) EA, μeff

12 Vq
OS

P
e�CB þ Vqþ1

O Electron detrapping/trapping ETh, Erel, ECB

13 e�trS
P
e�CB Electron detrapping/tapping ETh, Erel, ECB

14 e�2
tr S

P e�CB þ e�tr Electron detrapping/trapping ETh, Erel, ECB
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reduced to51,53

L(m) ¼ fB þ 1
fB

� �m
2

exp(�S(2fB þ 1))Im(2S
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fB(fB þ 1)

p
), (4)

where S is the Huang–Rhys factor, Im is the modified Bessel func-
tion of order m, and fB is the Bose–Einstein distribution function.
Equations similar to (2)–(4) hold also for emission.46

B. Current calculations

The Ginestra software implements the MPTAT approximation
to calculate the current characteristics of a number of nanoscale
devices. In this paper, we calculate the current through a MOM
device as a function of time and voltage. Each calculation begins
with a randomized distribution of pre-existing defects in the oxide
layer. The relaxation and thermal ionization energies of the defects
are calculated using DFT. Using this information, the current
through the MOM device due to a given defect distribution can be
calculated.

Besides calculating rates of MPTAT, our modeling includes a
number of other effects: local temperature due to current flow-
induced Joule heating, as well as several different types of electron
tunneling processes. These include electron tunneling directly
between electrodes, between electrodes and traps, as well as therm-
ionic emission into the CB. These features are described in detail in
Ref. 23. In addition to modeling the electron tunneling through
oxide and heat production, Ginestra can also simulate the time-
dependent generation of new defects during device operation using
a Kinetic Monte Carlo algorithm. The probability of defect genera-
tion is calculated similar to that in the thermo-chemical model (see
Sec. III D). However, the effective field enhancement factor γ is
substituted by the local dipole μeff induced by the defect generation
process, as demonstrated by the recent DFT calculations directly
including the effect of applied E field in simulations of defect gen-
eration and diffusion.13,54

C. Density functional theory calculations

DFT calculations were performed using the CP2K simulation
package55 with a hybrid density functional. As in previous calcula-
tions,54 we employed the so-called PBE0-TC-LRC density func-
tional, where the exact exchange interaction is truncated at 4 Å, and
above this range separation, the truncated exchange is replaced by
an approximation of the exchange using a generalized gradient
approximation (GGA) PBE exchange-hole formalism56 of the
PBE057 functional. A hybrid density functional is very computa-
tionally expensive compared to GGA DFT; however, it is necessary
in order to accurately calculate localized electronic states and
thermal ionization energies [Eq. (6)]. All of our DFT calculations
made use of the auxiliary density matrix method (ADMM),58

which significantly improves the efficiency of hybrid DFT calcula-
tions with little loss of accuracy. ADMM is necessary for these
types of simulations since we must calculate a large number of
defect configurations, each in a periodic cell of �300 atoms (these
cell sizes are necessary for accurate thermal ionization energies).

DFT calculations were used to calculate relaxation energies
and thermal ionization energies required to calculate MPTAT rates
through a defect. The relaxation energy is defined as

ERel ¼ ENeut(N þ 1)� E(N þ 1), (5)

where ENeut(N þ 1) is the total energy for the neutral geometry
with an extra electron, E(N þ 1) is the fully relaxed negative charge
state geometry of the defect. ERel is used to calculate the Huang–
Rhys factor, S in Eq. (4). In the effective-mode approximation, S
can be calculated using ERel ¼ S�hωeff .

The thermal ionization energy is used in Eq. (2) (Ej and in
E j,m) and is calculated as

ETh ¼ E(N)� E(N þ 1)þ ECBM, (6)

where total energies correspond to fully relaxed (for the given
number of electrons) defect geometries, and ECBM is the energy
eigenvalue of the conduction band minimum electronic state.
Equation (6) is a charge transition level taken with respect to the
conduction band minimum. It shows the energy it takes to remove
an electron from the defect and place it in the conduction band.
Equations (5) and (6) both require the calculation of a charged cell.
We apply a finite-size supercell correction for the charged defects
scheme reported in Ref. 59.

The calculations were run on a sample set of 20 a-HfO2 oxygen
vacancy configurations. The a-HfO2 models used are pseudo-
amorphous periodic structures developed in our previous work.41 They
were created using the melt-and-quench method with classical force
fields,60 followed by geometry and cell optimization in CP2K.

ERel and ETherm are used to calculate emission and capture
constants for MPTAT processes. To calculate defect generation
rates, two parameters, EA and μeff , were calculated in Ref. 13 using
the nudged elastic band (NEB) method. We extended these calcula-
tions in this work by using a wider set of reaction pathways, and
also included calculations for the generation of di-vacancies using
the same method. We note that we use a single value of μeff to cal-
culate barrier reduction μeffE, whereas in real devices, the barrier
reduction will have a range of different values, depending on the
orientation between the field and the dipole.

D. Modeling oxide degradation

We consider a TiN/HfO2/TiN device with a 5 nm thick
a-HfO2 film and a 7� 7 nm2 area. All simulations start by assum-
ing that the a-HfO2 film is initially neutral and contains a uniform
distribution of precursor sites for intrinsic electron traps
(2:2� 1020 cm�3) and a uniform distribution of initial VO

(1� 1019 cm�3).8 Simulations are run for bias values ranging
between 3 and 4 V for 104 s at a constant external temperature of
300 K and include all processes listed in Table I. Each run starts
with a randomly generated distribution of precursor sites and
initial VO. The electron transport can proceed by MPTAT between
the localized states, defects (oxygen vacancies), and intrinsic trap-
ping sites.

We do not include interface-specific defects in this simulation.
This simplification is made mainly for the purpose of reducing the
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computational cost of implementing the model. This is not
expected to affect the results significantly. Previous calculations
demonstrate that transition matrix elements for electron tunneling
between vacancies in HfO2 are negligible at distances exceeding
2 nm.61 Therefore, tunneling through bulk vacancies should domi-
nate in 5 nm films considered here. Interface defects may, however,
play a more prominent role in thinner oxide films of 2 nm or less.
Also, from previous DFT studies, we know that although interface
oxygen vacancies may differ slightly from bulk vacancies in their
defect levels and formation energies, these differences are usually
only of a small quantitative nature,62 and the interface is not
responsible for major qualitative changes to the behavior of the
oxygen vacancies.

Electrons are initially injected from the cathode into both the
initial VO, which allow reproducing the IV characteristic of the
fresh device,8 and the nearby precursors sites to intrinsic traps. VO

creation can happen at bi-electron traps (precursor sites that have
trapped two electrons). The charge-assisted generation of VO at
precursors sites is described similar to the thermally activated
bond-breakage formalism,19 accounting for the local electric field
and temperature enhancements,

G ¼ R2exp
EA,2 � μeffE

kBT

� �
, (7)

where G is the generation rate of VO (i.e., the number of VO gener-
ated per unit time), R2 is the rate of the double electron capture
process occurring at precursor sites, EA,2 is the zero-field bond-
breaking energy associated with a precursor site with 2 trapped
electrons, and μeff is the effective dipole moment at the saddle-
point (relative to the initial-state dipole) in the zero-field reaction
pathway discussed above and in Ref. 13 and the value is given in
Table II. The rate R2 is calculated by considering the double elec-
tron trapping as a sequential two-step Markov process,8

R2 ¼ 1
τc,12

� 1
τc,23

� 1
τc,12

� 1
τe,21

� 1
τc,23

� ��1

, (8)

where τc,12 and τc,23 are the capture times of the first and second
electrons at the precursor site, respectively, whereas τe,21 is the
emission time of the first captured electron. The capture and emis-
sion times are calculated according to Eq. (2).

The generation rate is calculated in all the device volume
according to the local electric field, the local temperature, and the
defect distribution. A standard Monte Carlo technique63 is used to
determine the occurring defect generation events, thus the gener-
ated defect positions.8,64 Once a VO is created, its parent precursor
is destroyed. The resulting VO vacancies trap and emit electrons
contributing to the current. For devices considered here, the main
contribution to current comes from the fact that electrons from
neutral VO close to the anode transfer into the electrode under bias
providing empty states for electrons to tunnel between neutral and
positively charged vacancies (Fig. 3). The second channel corre-
sponds to electron injection from the cathode into unoccupied
states of neutral VO and tunneling between the negatively charged
and neutral vacancies (0=� and �=2� transitions in Fig. 3).

The energy parameters of O vacancies used in calculating electron
tunneling rates are listed in Table II.

Trapping of two electrons at VO may lead to the creation of
another VO nearby due to reaction 11 [Fig. 2(d)]. This VO

TABLE II. Parameters used to implement the breakdown model in the simulated
TiN/HfO2/TiN devices.

Parameter Value

VO Relaxation energies, ERel (eV)
Vþ
O 1.2

V0
O 1.2

V�
O 1.0

V2�
O 1.0

VO Thermal ionization energies, ETherm (eV)

Vþ
O 1.8

V0
O 2.1

V�
O 0.6

V2�
O 1.0

Defect generation parameters
EA[2eTrap ! V0

O + O2�
I ] 1.5 eV

EA[V2�
O ! 2V0

O + O2�
I ] 1.3 eV

μeff 8.0 eÅ
TiN parameters

Workfunction 4.57 eV
a-HfO2 parameters

m*
e 0.25 m0

εr 21
Electron affinity, χ 2.4 eV

Bandgap 5.7 eV

FIG. 3. Different TAT channels available in the VO defect. Shaded bands indi-
cate the charge transition levels. The 2þ=þ (0=�) and þ=0 (�=2�) transi-
tions have been combined into a single band since there is significant overlap in
their distributions. The inset shows the schematic of the device used in simula-
tions. A MIM capacitor is simulated using TiN, a-HfO2 and TiN and the top elec-
trode, oxide layer, and bottom electrode, respectively.
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generation process is also modeled according to Eqs. (7) and (8),
using the appropriate zero-field bond-breaking energy and double
electron capture rate. The electron capture and emission constants are
not, in general, the same for vacancies and parent precursor sites since
vacancies and intrinsic traps have different thermal ionization and
relaxation energies. It is also worth noting that the contribution of the
initial VO to the oxide breakdown process is negligible due to their
lower density with respect to the precursor site density.

As more vacancies are generated, current increases and so
does the energy that is transferred from carriers to trap sites and
lattice during the TAT events. Eventually, this leads to an increase
of the temperature that is typically localized in proximity of a
highly conductive defect region,8 further accelerating the degrada-
tion process. When distances between vacancies become less than
approximately 0.5 nm, a defect sub-band is formed in which the
conduction mechanisms become Ohmic and the Joule heating
effect is included in calculations. The results presented in the form
of current evolution with time at given bias are discussed below.

Another common way to analyze TDDB characteristics is
using a Weibull plot.45 The Weibull distribution is a general proba-
bility distribution which describes time-to-failure properties. For a
given sample of devices, the fraction of broken devices at time t is
given by the cumulative distribution function

F(t) ¼ 1� exp � t
η

� �β
 !

, (9)

where β is the shape parameter and η is the scale parameter. F(t)
gives the probability distribution for breakdown as time t. In this
work, we calculate the β parameter by fitting our results to a
straight line and comparing to ln(�ln(1� F)).

E. Oxygen vacancy properties

To test the feasibility of the oxide degradation model described
above, the calculated TAT current must be based on accurate defect
parameters. The set of oxygen vacancy parameters required for
MPTAT calculations was obtained using DFT with the hybrid
density functional. The critical defect parameters to calculate are the
relaxation energy [Eq. (5)] and the thermal ionization energy
[Eq. (6)]. The former is vital due to its relationship with the Huang–
Rhys factor, which is used to calculate the multi-phonon transition
probability. The thermal ionization energy is crucial to finding the
correct alignment between the defect states and the electrode Fermi
level and is directly related to the charge transition level (CTL).

In amorphous systems, defect properties are sampled from a dis-
tribution of the possible defect configurations. It is, therefore, neces-
sary to investigate multiple possible configurations of a given defect
and deduce statistical descriptors, such as the mean and the standard
deviation of a given property. The values of these parameters are given
in Table II. They are comparable to those in monoclinic (m-) HfO2.

IV. RESULTS OF CALCULATIONS

A. Oxide degradation and dielectric breakdown

Below, we discuss the results of simulations performed for dif-
ferent sets of parameters, such as vacancy formation mechanisms,

phonon energies, as well as electron transfer processes. By monitor-
ing the distribution of defects, current, and temperature, we dem-
onstrate that the generated defects are distributed mostly
homogeneously during the progressive breakdown stage but an
identifiable percolation path is formed at the onset of hard
breakdown.

1. Current evolution and Weibull statistics

First, we consider the results for a simple model, where the
activation energy for VO generation is always the same, irrespective
of whether generation occurs after two electrons are trapped at an
intrinsic trap or at a neutral O vacancy (process 10 is used instead
of process 11 in Table I). For the high field strengths used, the tem-
poral dependence of the current through the device does not
increase significantly due to oxide degradation, and no hard break-
down was found. This suggests that other effects should be
included.

Next, we investigate whether the energy correlation effect can
lead to hard breakdown. This set of simulations takes into account
that the activation energy for the creation of a new O vacancy at
pre-existing vacancy (process 11 in Table I) is on average 0.2 eV
lower than that for generation from an intrinsic electron trap. All
other parameters are kept the same. This change means that the
VO generation rate will increase more rapidly with progressive
reduction of the oxide (energy correlation effect), affecting TDDB.
Whereas before no devices underwent a hard breakdown event in
the simulated stress time, in this case breakdown events are found
at both 3.5 and 3.75 V.

Figure 4 shows the current evolution over time for the set of
breakdown simulations with reactions 11, 13, and 14 included
(Table I). Like many breakdown curves, we see that the current
steadily increases (progressive breakdown, PBD) before there is an
abrupt increase in current (hard breakdown, HBD). Such patterns
can be explained by positive feedback mechanisms. One feedback
mechanism that has been proposed in the past is based on local

FIG. 4. Time evolution of the current density (solid blue) and the filament tem-
perature (dashed red) in a simulated device under 3.1 V constant voltage stress.
The simulation included the energetic correlation of the defect generation
process and also the thermionic emission of electrons into the conduction band.
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heating—whereby increasing current through the growing filament
produces heat (from the energy that carriers release at trap sites
during the TAT events), locally raising the temperature and there-
fore increasing the probability of vacancy production. Increased
vacancy production then increases current, which increases the
temperature, and so on. In our calculations, the temperature
increase during HBD is on the order of 100–200 �C.

In the above simulations, electron transport occurs by the
Fowler–Nordheim and MPTAT mechanisms. We further include
the thermionic emission transport mechanism by allowing electron
tunneling between trap states and the conduction band. In some
cases, current due to this mechanism is negligible if there is a large
energy separation between the defect state and the conduction
band (that is, if the defect has a large thermal ionization energy).
For electron traps and negative VO defects in a-HfO2, however,
thermal ionization energies are approximately 1 eV. This can lead
to significant thermionic emission at high bias, as shown below.

Figure 5 shows Weibull slopes for two voltage runs calculated
for a set of 30 devices. These are compared with the experimental
data for 5 nm thick HfO2 samples described in Ref. 65. To make
the comparison meaningful, we have scaled our simulation results
using area-scaling laws66 so that our TDDB data correspond to a
device with area equal to the experimental one. One can see that
there is a significantly increased breakdown probability (reduced
breakdown time) for 3.4 V compared to 3.1 V. Since the parame-
ters, such as defect generation activation energy, have been esti-
mated using atomistic calculations, the agreement shown in Fig. 5
is very encouraging. Moreover, these results demonstrate that the
reduction of EA due to energy correlation effect is consistent with
observed breakdown behavior. Many experiments on HfO2 based
devices, with thicknesses of 2–5 nm, have Weibull slope parameters

in the range of 0.8–267–70 at room temperature. For both voltages
in our simulations, the Weibull slope is 0.8 (Fig. 5). Figure 5 also
compares the Weibull slopes for simulations when the thermionic
emission mechanism is included and not included. In the former
case, there is a significant increase in the failure rate of devices, sug-
gesting that the thermionic emission mechanism can contribute
significantly to current in a-HfO2 devices. Inclusion of thermionic
emission and CB transport lowers the value of the Weibull slope.

2. Conductive path formation

Our multi-scale approach allows us to correlate the current
evolution through the oxide with structural changes due to the
defect generation. This, in turn, allows us to elucidate whether the
hard breakdown is caused by the formation of percolation path for
electron current through the oxide layer or by homogeneous defect
generation. First, we analyze the main factors affecting the current
increase. Figure 4 shows that the temperature significantly increases
only at the HBD stage. During PBD, the temperature mostly
remains at 25 �C and only begins to increase slightly as the PBD
phase ends and HBD approaches. This 20–30 �C temperature
increase typically corresponds to the formation of a highly conduc-
tive defects cluster that localizes the conduction, triggering the
thermal runaway phase and leading to HBD.8 It can be seen that
both the current and temperature increase rapidly at the HBD
phase as a consequence of the Joule-heating feedback mechanism.

In our model, there is also an additional feedback mechanism.
Vacancies are generated from intrinsic trapping sites and near exist-
ing vacancies (reactions 10 and 11 in Table I). When vacancies are
generated, the number of sites where another vacancy can be gener-
ated also increases. For example, if a vacancy converts into a diva-
cancy then the number of defects capable of generating an
additional vacancy nearby has doubled. This feedback mechanism
is a crucial part of our model. In addition, not only do new vacan-
cies increase the number of possible generation sites, but, due to
the energetic correlation effect, the activation energy for generation
is decreased. This further contributes to the positive feedback
mechanism.

Figure 7 shows how the creation of O vacancies inside the
oxide film is correlated with the current and temperature increase
in one of the simulations. We highlight three stages of the process.
At the SILC stage, only several vacancies are created in the middle
of the oxide layer as a result of the Fowler–Nordheim injection and
electron trapping at precursor sites. These carry a low current and
there is no local temperature increase. The PBD stage is character-
ized by a homogeneous distribution of large number of vacancies
where a vacancy cluster in the middle carries relatively higher
current but the temperature does not increase significantly, as
described above. The HBD stage is characterized by the formation
of the percolation path and significant increase in the local temper-
ature in the large current region. Overall, the distribution of defects
is initially more homogeneous (defects are generated uniformly
throughout simulated device, according to the precursors distribu-
tion)—there is no clear percolation path. As hard breakdown
approaches, however, a percolation path begins to form, as seen
in Fig. 7, by the defects which carry larger current. In Fig. 7, the
percolation path begins forming during PBD at the spot around

FIG. 5. Comparison between experimental (exp, symbols) and simulated (sim,
lines) TDDB Weibull plots (normalized to 1 μm2 area) of a-HfO2 MIMs under
constant voltage stress (CVS) at 3.1 V (red) and 3.4 V (blue). The simulations
are performed for 30 different devices with thermionic emission conduction
included (solid lines) and omitted (dashed lines) to demonstrate its impact. All
the simulations included the energy correlation of the defect generation process.
A slope β ¼ 0:8 is shown for reference. The experimental devices and data are
described in Ref. 65.
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(X,Y)= (�0.5 nm, �0.5 nm). Temperature is increased (by around
20–30 �C as discussed above) in the region surrounding the perco-
lation path, due to the larger amount of energy transferred by the
carriers. Once HBD is reached, the current and temperature
increase rapidly. In HBD, the region of high conductivity coincides
with the region of high temperature, determined by the Joule
heating effect.

Figure 6 shows a snapshot of the distribution of electric field
through the oxide layer in a single simulation run. As degraded
regions have a higher conductivity, its permittivity is enhanced.
This leads to a decrease of E in the degraded region and increase in
E23 in the region with low vacancy concentration. As can be seen
in Fig. 6, the electric field strength is decreased in the 1.5–4 nm
range and is increased outside this region. This increase in the field
strength E between 0 and 1.5 nm additionally facilitates the genera-
tion of defects in that region, contributing yet another feedback
mechanism for filament formation. Note that such a significant
increase of the local electric field (from 6 to 9MV cm�1, see Fig. 6)
accompanied by the local temperature increase (Fig. 7), can be
sufficient to promote the direct breakage of some of the weakened
Hf–O bonds, despite the larger energy required. As the VO concen-
tration in the 0–1.5 nm range increases, the local E field strength
will decrease, leading to a more constant E throughout the HBD
percolation region.

B. Electronic and geometric structure of a-HfO2 at the
breakdown density of vacancies

The results of the breakdown simulations give an estimate of
the vacancy concentration in the conducting filament of a HfO2

device at the transition from PBD to HBD. We find that at the
onset of HBD the oxide has a local oxygen vacancy concentration
inside the filament approximately equivalent to 10%. To gain a
better understanding of how the electronic structure of a-HfO2 is
affected by the high degree of reduction during degradation, we
generated a random distribution of approximately 10% oxygen
vacancies in five originally stoichiometric a-HfO2 models. The

FIG. 6. Electric field profiles of the oxide during SILC, PBD and at the onset of
HBD shown in Fig. 4. The profiles are calculated along the z axis at
x ¼ �0:5 nm and y ¼ �0:5 nm, i.e., along the main percolation path.

FIG. 7. Position, current, and temperature of vacancies in a typical simulated device. Three different stages are shown: SILC, PBD, and HBD. For each stage, the top two
panels show the X–Y projection of the simulation cell, whereas the bottom two panels—the X-Z projection. The bottom electrode is located at Z ¼ 0 and the top electrode
is at Z ¼ 5 nm. Circles show O vacancies in the oxide. The color of circles shows the values of current (left panel) and temperature (right panel) according to the color
coding schemes at the bottom of the figure. Initially, there is no clear percolation pathway or filament formation (in SILC and PBD). Eventually, at hard breakdown, a con-
ducting filament indicated by a localized temperature and current increase has developed.
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geometry of these highly reduced a-HfO2 models was relaxed using
DFT to find the local energetic minimum keeping the cell parame-
ters fixed throughout the optimization. Although we cannot map
directly the distribution of vacancies inside a filament onto DFT
calculation, the numbers of single, di- and tri-vacancies, and their
spatial distributions in both models are very similar.

The most immediate effect of reduction is a drop in the coor-
dination number of the Hf ions, due to the removal of O ions. The
local minimum is topologically similar. We cannot comment,
however, on whether there are likely to be any phase changes or
significant changes to topology in response to the oxide reduction,
since the geometry optimization algorithm will only find the local
minimum. It is possible that more stable configurations separated
from the local minimum by small energetic barriers also exist. We
therefore discuss mainly the impact of the vacancy population on
the electronic structure. This should not change significantly if
there is a phase change (for example, partial crystallization) since
the properties of oxygen vacancies are similar across several phases
of HfO2.

38

The PDOS and IPR of a highly reduced a-HfO2 model is
shown in Fig. 8. A defect sub-band emerged in the bandgap is also
considered in our BD simulations when the mutual distance
between generated traps is around 0.5 nm, a condition that is typi-
cally reached at the onset of the HBD phase. For the particular
model shown in Fig. 8, this sub-band has a width of approximately
2 eV and lies in the middle of the gap. On average (over the 5
models), the defect sub-band is located between 1.6 and 4.1 eV
above the VBM. This sub-band resonates with the TiN electrode
Fermi level and contributes to a high current. As discussed above,

another contribution comes from the electron injection into the
unoccupied states splitting at the bottom of the conduction band.
This, and the results from the above MPTAT simulations, shows
that the bandgap need not be completely closed as a condition for
breakdown. The resistivity of the oxide film can drop significantly
simply due to the appearance of a defect sub-band that resonates
with the electrode Fermi level.

Also shown in Fig. 8 is the IPR spectrum of the reduced
a-HfO2 system. The states in the defect sub-band are partially local-
ized, similar to those of the conduction band edge. This indicates
that electron mobility in the defect sub-band may be similar to that
in the conduction band edge, the main transport regime may still
be via a hopping mechanism. The average separation between the
states is, however, significantly less than 1 nm. At such separations,
the electronic transition matrix elements will be fairly large, indi-
cating a very high tunneling probability. For example, constrained
DFT calculations on MgO71 and HfO2

61 have shown that coupling
constants below 1 nm can be greater than 100 meV.

V. DISCUSSION AND CONCLUSIONS

We have tested whether the model of a-HfO2 structural and
dielectric degradation based on synergy of electron injection and
bias application can reproduce the temporal evolution of leakage
current and statistics of dielectric breakdown. This model assumes
that bias application leads to trapping of one and two electrons at
pre-existing precursor sites in initially stoichiometric a-HfO2 struc-
ture resulting in the creation of neutral O vacancies and interstitial
O2� ions. Neutral O vacancies then serve as sites for MPTAT
current through the oxide. Trapping of electrons at O vacancies
can lead to the creation of new vacancies. The activation energies
for defect creation and migration as well as the field acceleration
factor are calculated using DFT. The results demonstrate that this
model of bond breaking produces physically reasonable results, and
that TDDB can be simulated by assuming that the field-
dependence of the dielectric breakdown is due to both electron
injection and bond-polarization. We further show that the ener-
getic correlation effect is also important, in which the electron trap-
ping at existing vacancy locally increases the vacancy generation
rate. The obtained good agreement with experimental breakdown
times and Weibull slope parameters is very encouraging. Below, we
discuss some of the parameters of our model which may affect the
quantitative predictions.

In the calculations reported above, we use a single value of
ωeff which, along with the relaxation energy, determines how many
phonons are required to activate or dissipate the heat of an electron
transfer reaction. The phonon energy of 0.06 eV (or 484 cm�1)
does not correspond to any one particular local mode interacting
strongly with the electron transfer process. It is located in the
middle of the phonon spectra reported experimentally and theoreti-
cally for amorphous72,73 and monoclinic74 HfO2. In particular,
Ref. 73 reports transverse optical phonon energies ωTO at about
360 cm�1 and longitudinal ωLO at about 660 cm�1. Reference 72
reports a broad absorption band between 200 and 600 cm�1 for
amorphous HfO2. The theoretical phonon energies for m-HfO2

were calculated74 to range between about 132–800 cm�1.

FIG. 8. The PDOS and IPR of a highly reduced a-HfO2 simulation cell at zero
bias. The top of the valence band is set at 0 eV and the band of unoccupied
one-electron KS states is at approximately 5.3 eV. The occupied sub-band, span-
ning from approximately 1.6–4.1 eV above the VBM, emerges due to the presence
of neutral oxygen vacancies. The states in the sub-band have similar IPR values
to the conduction band edge, indicating a part-localized nature. The band of unoc-
cupied states between 5.3 and 6 eV correspond to unoccupied states of O vacan-
cies also contributing to current. The states above 6 eV corresponds to the
conduction band. Inset: Iso-surface of the HOMO state in the defect sub-band.
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To test how the IV characteristics and TDDB are affected by
the choice of ωeff , we have first varied ωeff by 0.02 eV in each direc-
tion (while keeping the relaxation energy constant) and found that,
for a given defect concentration, the current changes by around
0.05 μA at high voltages (5 V). At 1 V, the current varies by less
than 10�11A. Overall, however, there is not a linear or other simple
relationship between ωeff and the IV curve. To test how the TDDB
behavior depends on the choice on ωeff , we repeated TDDB simula-
tions with ωeff changed to 0.04 and 0.08 eV. The Weibull slopes
show some variance as a result, however, they still lie within the
typical range found for HfO2 based devices of this thickness. Thus,
we conclude that reasonable changes of ωeff do not affect our quali-
tative conclusions.

Another interesting observation is the role of thermionic emis-
sion mechanism in the breakdown process. It is often considered to
be unimportant for the relatively deep defect states considered here,
but the results in Fig. 5 show that it may play a significant role
when the wide distribution of states in amorphous oxide is
accounted for.

To conclude, our findings offer a new understanding of degra-
dation mechanisms in oxides, with applications in current
MOSFET technology and future neuromorphic nano-devices. We
note that this model is similar to the one used in our previous
work8 on modeling the dielectric breakdown in a-SiO2 films sug-
gesting that this degradation mechanism can be a universal compo-
nent of dielectric degradation in other amorphous oxides where
injected electrons can localize at precursor sites, such as TiO2

75

and ZrO2. It does not still include the role of hydrogen, which is
known to be present in oxides76 and contribute to bias temperature
instability and other degradation effects in dielectric films.77,78
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