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On the Simulation of Vibrationally Resolved Electronic Spectra 

of medium-size molecules: the case of Styryl Substituted 

BODIPYs 

Mariagrazia Fortinoa, Julien Bloinob,c,*, Elisabetta Collinid, Luca Bolzonellod, Mariachiara Trapanie, 
Francesco Faglioniaand Alfonso Pedonea,* 
 

BODIPY dyes are used in a variety of applications because of their peculiar spectroscopic and photo-physical properties 
that vary depending on the stereochemistry of the functional groups attached to the boron-dipyrromethene core 
structure. In this work, we have applied several computational methods, adapted for semi-rigid molecules based on the 
Franck-Condon principle, for the study of the optical properties of BODIPY systems and for the understanding of the 
influence of functional groups on their spectroscopic features. 
We have analyzed the electronic spectra of two styryl substituted BODIPY molecules of technological interest, properly 
taking into account the vibronic contribution. For comparison with recently recorded experimental data in methanol, the 
vibrationally resolved electronic spectra of these systems were computed using both Time-Independent (TI) and Time-
Dependent (TD) formalisms. 
The first step toward the analysis of optical properties of the styryl modified BODIPYswas a benchmark of several density 
functionals, to select the most appropriate one. We have found that all benchmarked functionals provide good results in 
terms of band shape but some of them show strong discrepancies in terms of band position. Beyond the issue of the 
electronic structure calculation method, different levels of sophistication can be adopted for the calculation of vibronic 
transitions. In this study, the effect of mode couplings and the influence of the Herzberg-Teller terms on the theoretical 
spectra has been investigated.  
It has been found that all levels of theory considered give reproducible results for the investigated systems: band positions 
and shapes are similar at all levels and little improvements have been found in terms of band shape with the inclusion of 
Herzberg-Teller effect. 
Inclusion of temperature effects proved to be challenging due to the importantimpact of large amplitude motions. Better 
agreement can be achieved by adopting a suitable set of coordinates coupled with a reduced-dimensionality scheme. 

 

Introduction 

Thanks to their optical properties, BODIPY dyes form a class of 
extremely versatile fluorophores used in several applications as 
chemical sensors, labeling agents, or luminescent devices.1–4 
Indeed, their large molar absorption coefficients and good 
fluorescence quantum yields, combined with their high thermal and 
chemical stabilities, make them particularly suitable for the design 
of dye-sensitized solar cells. Thanks to their easy functionalization, 
it is possible to finely tune these properties. However, the right 
configuration can only be found after reaching a deep 
understanding of the physicochemical properties of the dyes and 
the effect of functionalization. This task is nowadays strongly 

supported by computational chemistry and spectroscopy, which can 
also be used to predict the performance of new derivatives and 
identify the most interesting candidates for further studies. 
Such computational studies are commonly done by means of 
density functional theory (DFT) and its time-dependent extension 
(TD-DFT),5–15 which offer a good balance between computational 
cost and accuracy.  
The performance of TD-DFT on the reproduction of vertical and 
adiabatic energies of valence transitions in several BODIPY 
derivatives has been extensively studied in the past by Jacquemin et 
al.16–19 These investigations and others have shown that the 
expected TD-DFT accuracy is strongly dependent on the nature of 
the considered state and the functional, and that TD-DFT usually 
overestimates the vertical excitation energy with respect to 
experiments and high-level post-HF calculations.16–23 
These discrepancies have been imputed to the double excitation 
contribution to the first singlet excited states of BODIPY derivatives 
that cannot be recovered at the TDDFT level.22However, despite 
this, several studies showed that popular hybrid functionals such as 
B3LYp and PBE0 provide vertical transition wavelengths in fair 
agreement with the maximal absorption (����) for aza-BODIPY16,24 
and BODIPY.25,26 The apparent accuracy can be explained by an 
error cancelation phenomenon between (i) the neglect of 
vibrational (and often solvation) effects and (ii) the inherent 
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inaccuracy of TD-DFT for describing transition energies to states 
involving a significant double character. 
The choice of the most reliable method is often done by simulating 
the UV-vis spectra based on pure electronic transitions, which are 
subsequently broadened to match the experimental band-shape 
and compare the absorption and emission wavelengths. However, 
such an approach completely ignores the vibrational structure 
present even in low-resolution spectra, and responsible for the 
asymmetry of band-shapes. A direct consequence of this 
approximation is the risk of incorrectly evaluating the maxima 
positions, which may result in a wrong assessment of the accuracy 
of each functional. For a more accurate representation of UV-vis 
absorption and emission spectra, a proper account of the 
vibrational structure is necessary.27–31 Compared to vertical 
excitation (VE) calculations, this requires the potential energy 
surface (PES) of each electronic state involved in the transition. As a 
result, the overall computational cost can be significantly higher. 
Nevertheless, thanks to the availability of analytic harmonic force 
constants even for TD-DFT,32–34this approach remains feasible even 
for molecular systems of dozens of atoms. These vibrationally 
resolved electronic spectra, also called vibronic spectra, depend 
primarily on multiple parameters: (1) the excitation energy and 
electronic transition moment, and (2) the shape of the initial and 
final PESs. The former group determines the absolute position of 
the band-shape and the intensity of the electronic transition, while 
the latter influences the magnitude of the overlap integrals and 
thus the band-shape. Hence, the quality of each functional must be 
evaluated with respect to each of these criteria. In a sum-over-
states formalism, the overall band-shape is obtained as the 
superposition of individual transitions between the vibrational 
levels belonging to different electronic states. This way, it is also 
possible to analyze the importance of the temperature on the 
experimental band-shape, and the origin and nature of the 
observed changes. A known challenge of this method is to keep the 
computational cost acceptable, which means being able to identify 
and treat only the transitions actually contributing significantly to 
the band-shape. Prescreening methods can be used for this 
purpose, but are often insufficient in the presence of temperature 
effects. In these conditions, a more suitable way to simulate the 
vibronic spectra is offered by the path integral formalism in which 
the band-shape is obtained as the Fourier transform of an 
autocorrelation function calculated within the time domain. An 
interesting feature of this method is to automatically include all 
initial and final vibrational states, leading to accurate band-shapes 
at any temperature with no additional computational cost. By 
definition, however, it is not possible to know the contributions of 
individual vibronic transitions. For this reason, the two formalisms 
are complementary; the path integral (or time-dependent 
formulation, TD35) provides full band-shapes, while the sum over 
states (or time-independent, TI36) can be used to analyze the 
contributions of one or more transitions within the whole band-
shape.37–39 
In this work, we show how methods based on the Franck-Condon 
principle, well adapted for semi-rigid molecules, can be applied to 
the study of optical properties of BODIPY dyes and the influence of 
functional groups on their spectroscopic features, especially 
absorption and emission wavelengths and charge transfer. Often 
the information contained in the recorded spectra can be difficult 
to explain in a phenomenological way and appropriate theoretical 
models can be excellent tools to understand the peculiarities 
observed in the band-shape of the spectra and other properties. 

To this end, we have investigated the vibrationally resolved 
electronic spectra of two synthesized styryl substituted 
borondipyrromethene (BODIPY) molecules of technological interest: 
the 8-phenyl-3-amidestyryl-1,7-dimethyl-bodipy and the 8-phenyl-
3,5-di(diamino)styryl-1,7-dimethyl-2,6-diethyl-bodipy, reported in 
Figure 1 and recently spectroscopically characterized.40 We will 
refer to these molecules as mono-bdp and bis-bdp, respectively. 
Considering the flexibility of the ethyl groups in positions 2 and 6, 
compared to their extremely limited impact on the overall 
spectroscopic properties, the latter system has been modified with 
respect to the experimental one by replacing these chains with 
hydrogens. For comparison with the available experimental 
counterparts recorded in methanol, the vibronic spectra of the two 
substituted BODIPYs have been computed using both TI and TD 
formalisms. 
As remarked above, given the great multitude of available 
exchange-correlation functionals, it is essential to make an accurate 
and careful selection of the most appropriate one for the system 
and properties of interest. Several past investigations have shown 
that range-corrected hybrid functionals (that use fractions of exact 
exchange decreasing with the interelectronic distance) give good 
results regarding both absorption/emission energies and band-
shape.41–43,29,19 As a first step toward the analysis of spectroscopic 
properties of styryl substituted borondipyrromethenes, several 
popular exchange-correlation functionals have been benchmarked. 
This selection process will then serve as a basis for a deeper analysis 
of the absorption and emission spectra of mono-bdp and bis-bdp. 

Methods 

Computational Strategies for Vibrationally Resolved Electronic 

Spectra 

For a better understanding of the computational strategies 
available for simulations of vibrationally resolved electronic spectra, 
a short introduction to the main theoretical and technical aspects is 
provided. A more extensive presentation can be found in 
reference.38,39,44 
The spectral band-shape is seen as a superposition of individual 
transitions between vibrational levels belonging to different 
electronic states. For one-photon absorption (OPA) and emission 
(OPE) spectroscopies, only two electronic states are involved and 
the absorbed or emitted intensity can be written as, 
 

����	 = ���
� ��|�ψ��|��|ψ���|�

�,�
��∆� + | � −  �| − ��	#�1	  

where ω0 is the incident or emitted energy, ΔE is the energy 
difference between the PESs minima, and εI and εF are the energies 
of the vibrational states, all expressed in wave numbers. α and β are 
quantities dependent on the type of spectroscopy, with α being a 
constant factor and β an exponent (1 for OPA, 4 for OPE). In 
practice, the Dirac function is replaced by a distribution function to 
simulate the broadening observed experimentally. It is important to 
note that the summation over the initial (I) and final (F) vibrational 
states is theoretically infinite. In the absence of temperature 
effects, only the initial vibrational ground state is populated so that 
the sum over I can be removed. For the final state, a truncation is 
necessary. Since only a finite number of transitions contribute in a 
significant way to the band-shape, it is thus possible to limit the 
computational cost without affecting the accuracy of the 
simulations, provided a way can be found to guess which transitions 
will be relevant. Here, a class-based prescreening is adopted, which 
relies on the probability of transitions of overtones and 
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combinations of two modes to predict the most important terms in 
the summation (more details can be found in References44,45). 
Setting aside the problem of the summation, the main hurdle to the 
calculation of I(ω0) is the evaluation of the overlap integral 
|�ψ��|��|ψ���|, directly related to the dependence of the electronic 
transition dipole moment on the nuclear coordinates and the 
definition of the vibrational wave function $�. Within the Franck-
Condon principle, the former is assumed to be constant. While this 
approximation is generally satisfactory for fully-allowed transitions, 
it can be insufficient otherwise. Herzberg and Teller proposed a 
refinement by assuming a linear dependence of �� with respect to 
the normal coordinates of vibrations Q.46 More generally, �� is 
expanded in a Taylor series with respect to the normal coordinates 
about the equilibrium geometry of one of the electronic states, with 
the zeroth-order (constant) term corresponding to the Franck-
Condon (FC) approximation and the first-order term to the 
Herzberg-Teller (HT) approximation. The combination of the two 
terms will be referred to as FCHT in the following for clarity. For the 
definition of the vibrational wavefunction, except for very specific 
cases involving small or rigid and symmetric molecules, the number 
of relevant transitions to account for the simulation of the overall 
band-shape is generally high, so the anharmonic approximation is 
too expensive to be tractable. As a result, $� is assumed harmonic, 
and the associated vibrational state will be noted in the following as 
a vector of harmonic quanta,|%�. Even in this case, a problem 
persists for the calculation of the integral since the wave functions 
are expressed in different basis sets (one per electronic state). This 
can be solved by defining a relation between the two sets of normal 
coordinates, usually the linear transformation proposed by 
Duschinsky, 
 

&� = '&� + ( 
 
when temperature effects are important, the performance of the 
sum-over-states approach worsens since the number of initial 
states to consider can become very large and efficient prescreening 
procedures are no longer sufficient, especially for large systems. 
The path integral or time-dependent (TD) formulation can then be 
used to overcome this problem. The idea is first to replace the Dirac 
function in Eq. 1 with its Fourier transform35 and switch to the time 
domain. The total intensity can then be rewritten as follows: 
 

����	 = �)��
� * +,Tr���/01232��/01434	/5�67�∆809:	;

<=

0=
#�2	  

 
where Tr���/01232��/01434	 is the electronic transition dipole 
moment autocorrelation function. ?� and ?� are complex variables 
that depend on simulation time and temperature and @� and @� 
are vibrational Hamiltonians of the initial and final electronic states. 
A particularly interesting property is that the TD approach includes 
implicitly all initial and final vibronic states, so the computational 
cost does not depend on temperature. However, a consequence of 
this is the loss of information about the contributions of each 
transition to the overall band-shape. For this reason, the sum-over-
states (TI) and TD approaches are complementary for one-photon 
spectroscopies. The TD procedure gives converged band-shapes and 
a good estimate of temperature effects, while TI allows having 
information about individual contributions of each transitions to 
the band-shape, giving an insight into its fine structure.39,41,44 
If the PES minima are not superimposed, which means that 
structural relaxation occurs upon the electronic transition, the 
harmonic approximation, in particular for the final state, can have a 

significant impact on simulation accuracy. In such cases, two 
choices can be made regarding the calculation of the final-state 
harmonic PES depending on which aspect of the band-shape is 
more important. If a correct evaluation of the most intense 
transitions is critical, the initial-state equilibrium geometry should 
be used as a reference for the calculation of the final-state PES, 
which corresponds to the so-called vertical Hessian approach (VH). 
Otherwise, the adiabatic Hessian (AH) approach, where the PES is 
calculated about its own minimum, provides a more balanced 
picture, in particular regarding the transition energies. Another 
important aspect of VH is that, since the PES is calculated outside its 
minimum, the method is more sensitive to the anharmonicity, so 
AH is often preferred by default. Nevertheless, for small changes, 
AH and VH are expected to give almost equivalent results. Even 
with the availability of analytic force constants for ground- and 
excited-states, this step still represents a significant cost. Cheaper 
variants, named adiabatic shift (AS) and vertical gradient (VG) 
assume that the final-state PES is the same as the initial one, so only 
one frequency calculation is needed, removing the mode mixing 
expected with the transition. These approximations are generally 
relevant for absorption processes since computing excited-state 
PESs is more expensive than for the ground state, especially if 
analytic formulas are not available.39,45,47–49 Here, adiabatic 
approaches will be employed. 

Computational Details 

All DFT and TD-DFT calculations have been performed with a locally 
modified version of the GAUSSIAN16 suite of quantum chemical 
programs.50 The Adiabatic Hessian model has been used for most 
vibronic calculations. Hence, we performed a geometry 
optimization followed by frequency calculations for both ground 
and excited states. For this reason, the first step of our investigation 
has been to compute the ground- and excited-state minima and 
frequencies necessary to generate the vibronic spectra of mono-

bdp and bis-bdp using several exchange-correlation functionals.  
We used hybrid functionals, namely B3LYP and PBE0, long-range 
corrected functionals, such as CAM-B3LYP and ωB97X, and 
Minnesota functionals, namely M06-2X and MN15.51–56 In the 
investigations performed using B3LYP, PBE0 and CAM-B3LYP, 
Grimme’s empirical D3 dispersion corrections have been included, 
while for ωB97X, Grimme’s empirical D2 dispersion corrections 
have been used.57–59Cartesian coordinates for the optimized 
structures of mono-bdp and bis-bdp systems with the MN15 
functional, both in the ground and excited states, are reported in 
the Supporting Information. 
In all calculations, we have employed the 6-311G(d,p) basis set. To 
probe the effect of diffuse functions, some computations were also 
performed with the 6-311+G(d,p) basis set. Comparing vertical 
excitation energies and the electronic transition dipole moment 
obtained with the two basis sets, we have found no significant 
differences and thus, considering the higher computational cost 
associated with diffuse functions, we have chosen to use 6-
311G(d,p) (see Table S1 in Supporting Information). The effect of 
methanol as solvent has been taken into account by using the 
integral equation formalism for the polarizable continuum model 
(IEF-PCM, referred to simply as PCM in the following).60 The default 
parameters of GAUSSIAN16 have been used for the construction of 
the cavity, built as the envelope of interlocked spheres centered on 
each atom of the solute. For the investigation of the absorption and 
emission processes, two approaches are usually employed: the 
conventional linear-response (LR) and the state-specific (SS) 
approaches.61,62 In the SS approach the solvent reaction field is 
computed self-consistently using the electron density of the state of 
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interest, while in the LR method the absorption and emission 
energies are determined including a PCM correction dependent on 
the electron density variation associated with the transition. 
Moreover, in the PCM approach, two limit time regimes can be 
chosen to express the solute-solvent interaction, the equilibrium 
(EQ) and the non-equilibrium (NEQ) regime. In the EQ regime, all 
electronic and nuclear solvent degrees of freedom are in 
equilibrium with the electron density of the solute, whereas in the 
NEQ regime only the solvent electronic polarization is in equilibrium 
with the excited-state electron density. Past investigations have 
shown that NEQ-PCM model is more suitable for electronic 
calculations of absorption processes in solution, while EQ-PCM is 
the preferred choice for the study of excited-state structural 
relaxation processes.63 In this work, the vertical excitation and 
emission energies of the two molecules in methanol have been 
computed employing the NEQ-LR-PCM and EQ-SS-PCM approaches, 
respectively. 

Regarding the vibronic calculation, both TI and TD approaches have 
been used, especially at the adiabatic Hessian (AH) level of theory 
but some investigations have also been performed with the 
adiabatic shift (AS) approximation. In the following, the vibronic 
model used for the simulation of the spectra will be specified by 
combining the framework (TI or TD), and the model used for the 
representation of the potential energy surfaces (AS or AH) together 
with the electronic transition moment (FC or FCHT). For instance, TI 
AH|FCHT will refer to the sum-over-states formulation coupled with 
the AH model and the electronic transition dipole moment 
expanded as a Taylor series up to the first-order included. It is 
noteworthy that for the adiabatic models (AH and AS) the EQ-SS-
PCM is always used, for both emission and absorption spectra. 
Within the TD framework, temperature effects have been 
automatically included without additional computational cost. For 
this reason, in the TD framework the vibronic spectra have been 
simulated both at T=0 K and at T=298.15 K. For TI, the following 
parameters were used for the prescreening: ABCDE = 30, 
A�CDE = 25, I�CDE = 10J (see Refs.29,38). For TD, a total time of 10-10 
s divided into 224 steps was chosen. 
To remove the large amplitude motions (LAMs) in the simulations 
accounting for temperature effects, a reduced-dimensionality (RD) 
scheme was employed, where all modes with wavenumbers below 
50 cm-1 were automatically excluded. The principle is to use the 
Duschinsky matrix, which represents the mode mixing occurring 
upon the transition, to select two consistent sets of normal modes, 
one per electronic state. The square elements of the Duschinsky 
matrix (Jik

2) are used to find the largest projection of each mode 
onto the basis of normal modes of the other electronic state. Except 
in very specific cases of rigid systems where the mixing of the 
normal modes is negligible, most modes do not have a one-to-one 
correspondence with the other electronic state and a threshold 
needs to be set to truncate the projection. The elements Jik

2 are 
then sorted by decreasing magnitude along a given row (when 
choosing the projection of an initial-state mode) or column (for the 
final state) and a number of elements is selected until a given 
percentage of the total sum along the row or column is selected. By 
doing this iteratively as described in Ref.37 
Two blocks are obtained: 1 corresponding to the modes to remove 
and their counterpart or a combination of those in the other 
electronic state, and the remaining mode. Ideally, the discarded 
couplings (which would be the off-blocks terms connecting the two 
blocks) should be negligible. However, this may prove to be difficult 
for more flexible and larger molecules like the BODIPYs. For this 
reason, in this work, we have considered uncoupled the LAM with 

highest overlap above 60%.Moreover, in order to minimize the 
couplings, internal coordinates were used, starting from primitive 
internal coordinates generated from the molecular topology. The 
Wilson B matrix was then computed from analytic expressions of 
bond lengths, and valence, dihedral, and out-of-planes angles. The 
non-redundant, delocalized internal coordinates were obtained by 
means of a single value decomposition of the B matrix, using a 
threshold of 10-5 to select the singular vectors with non-negligible 
singular values as described in Ref.64 
 

Experimental Details 
Mono-bdp and bis-bdp have been synthesized following the 
procedure already described in ref.65 The sample solutions were 
prepared by dissolving the dyes in methanol with a concentration 
suitable for the different spectroscopic analyses, in the order of 5-
10 μM. 
One-photon absorption (OPA) and one-photon emission (OPE) 
properties have been investigated by excitation and emission 
fluorescence spectroscopy, respectively.  The sample was held in a 
5 mm diameter capillary directly inserted in a liquid nitrogen 
cryostat mounted on a Horiba Jobyn Yvon Fluoromax 3. In the case 
of dilute solutions, the fluorescence excitation spectrum brings the 
same information of the absorption spectrum, as confirmed in 
Figure S1 of the ESI. For this reason, in the following the 
fluorescence excitation spectra will be treated as experimental OPA 
spectra in the comparison with the simulated results. The 
advantage of using the fluorescence excitation spectra rather than 
the absorption spectrum is that it allows the comparison of OPA 
and OPE properties recorded in the same experimental 
configuration and with the same instrumentation. 
 

Results and Discussion 
Vibrationally Resolved Electronic Spectra: Benchmark of Exchange-

correlation Functionals. 

As discussed above, given the vast multitude of available density 
functionals, the first step toward the spectroscopic analysis of the 
styryl modified systems is a benchmark of several exchange-
correlation functionals, to select the most appropriate one. Because 
of the huge number of functionals currently available, the 
benchmark was intentionally limited to a subset of well-known 
candidates, which have already been successfully applied to the 
same type of simulations on similar organic systems.16,19,22,27,29,30,37 
In Figure 2 the absorption and emission vibronic spectra of mono-

bdp and bis-bdp molecules, computed at the TD AH|FCHT level 
with ten different exchange-correlation functionals and neglecting 
temperature effects, along with the experimental ones recorded at 
77K in methanol, are reported. This setup was chosen as it provides 
the highest level of accuracy for our vibronic calculations, without 
the risk of inaccuracies due to the truncation made in the TI 
framework. Furthermore, neglecting temperature effects makes the 
analysis of the band-shape easier and more reliable in the first 
benchmark step. 
Both absorption and emission experimental spectra of the two 
modified BODIPYs present the typical shape found for organic 
chromophores in solution with a main peak followed by a vibronic 
sideband.17 However, for the emission spectrum of the bis-bdp 
system, this feature is less evident and the second peak looks like a 
shoulder in the tail. 
For mono-bdp, the dominant absorption experimental band is at 
595 nm and the emission at 605 nm, whereas for bis-bdp the most 
intense absorption peak is observed at 729 nm and the emission at 
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751 nm. For all computed spectra, we have used Gaussian 
distribution functions with half-widths at half-maximum of 250 cm-

1. For both systems, the vibronic structure is fairly well reproduced 
by all ten functionals, and the computed energy differences 
between the two peaks match the experimental values. It is worth 
mentioning that some variations in theintensity of the second band 
in the absorption vibronic spectrum of bis-bdp have been 
foundwith some functionals, especially M06-2x for which this band 
is nearly as intense as the first one. However, the more relevant 
differences are observed in terms of band positions.  
Figure 2 shows that MN15, PBE0 and PBE0-D3 functionals yield 
vibronic transition energies in closer agreement with experiments, 
both for absorption and emission processes (with a shift from the 
experimental band positions of ~10 nm). Good results have also 
been found with M06-2X, B3LYP and B3LYP-D3 (~20 nm), while 
ωB97X, ωB97X-D, CAM-B3LYP and CAM-B3LYP-D3 exchange-
correlation functionals are those, which showed larger 
discrepancies (~30-45 nm). For a more qualitative comparison, the 
effective perceived colors for a saturated solution (highest 
absorbance or emission peak set to 1) have been computed in the 
RGB space using the VMS draw program66 and reported in Table S2 

of Supporting Information. 
Other useful information can be obtained by analyzing the 
differences between the experimental and the computed Stoke 
shifts.  
Orange bars in the histogram reported in Figure 3 show the Stoke 
shifts differences from the experimental values obtained using the 
maximum bands of the computed absorption and emission vibronic 
spectra. These results and the information obtained from the 
spectra in terms of band-shape and band positions suggest that the 
MN15 exchange-correlation functional reproduces the 
experimental values slightly better than the other functionals 
considered in this study.  
A deeper investigation of the spectra obtained from MN15 
calculations shows that for the mono-bdp system the computed 
absorption spectra present a more intense peak at 588 nm and a 
less intense one at 543 nm against the experimental ones at 595 nm 
and 547 nm, respectively. The computed difference between the 
two peaks of ~40 nm matches the experimental value. Similar 
results have been obtained for the emission spectra of mono-bdp 

with a major peak at 595 nm and a minor one at 650 nm, whereas 
the experimental spectrum shows the intense peak at 605 nm and a 
weaker one at 655 nm. Even in this case, the difference between 
peak positions is in agreement with the experimental one. For bis-

bdp too, the agreement between computations and experiments is 
consistent: the computed MN15 absorption spectra show a more 
intense peak at 745 nm and a less intense one at 672 nm against 
the experimental ones at 729 nm and 659 nm.  
The simulated MN15 emission spectrum is characterized by a most 
intense peak at about 755 nm and a less intense one at 850 nm 
while the corresponding experimental one presents a major peak at 
751 nm with a shoulder in the tail at 820 nm. 
In the histogram in Figure 3, the blue bars indicate the Stoke shifts 
differences from the experimental values obtained using computed 
vertical excitation and emission energies with the NEQ-LR-PCM and 
EQ-SS-PCM approaches, respectively.  While the red bars in the 
histogram are Stoke shifts differences from the experimental values 
obtained by using the computed vertical excitation and emission 
energies with the NEQ-SS-PCM and EQ-SS-PCM approaches, 
respectively. 
While the former method slightly underestimates the Stoke shift 
almost systematically, the latter considerably overestimates it. The 

discrepancies observed between the three methods used to 
compute the Stokes shifts can be mainly rationalized considering 
that the methods diverge in the way by which the solvent effects 
are taken into account. In fact, in our vibronic calculations, the EQ-
LR-PCM method is used both for the absorption and emission 
spectra. However, the vibronic effects, not accounted when the 
Stoke shift is computed using the vertical excitation energies, play 
an important role in reproducing such a property. 
Numerical values are summarized in Table S3 of Supporting 
Information along with the experimental values.  

 
Nature of the Electronic Transitions and Vibronic Contributions 

Once we selected the most appropriate exchange-correlation 
functional (MN15) for the spectroscopic investigation of the styryl 
substituted BODIPY systems, we performed a deeper study of the 
nature of the electronic transitions, still with TD AH|FCHTas a 
reference. Our quantum mechanical calculations indicate that the 
first singlet excited state is due to a dipole-allowed π-π* transition 
from the highest occupied molecular orbital (HOMO) to the lowest 
unoccupied molecular orbital (LUMO) shown in Figure S2 of the 
Supporting Information.  
For both molecules, the HOMOs are delocalized over the whole 
molecule whereas the LUMOs are mainly localized on the BODIPY 
core.  The first electronic transition seems to have a partial charge 
transfer (CT) character, as indicated by the electron density change 
(ΔρS1-S0) reported at the bottom of Figure S2 of the Supporting 
Information. To determine the spatial extent associated to the 
electronic transition and to better quantify its CT character, the CT 
distance (dCT), the transferred charge (qCT), the dipole (µCT), and the 
H and t indexes proposed by Ciofini and coworkers67,68 have been 
computed and reported in Table 1. The qCT parameter is a measure 
of the transferred charge, dCT measures the distance between the 
center of mass (COM) of the atoms where the charge increases and 
the COM of the atoms where the charge decreases during the 
transition. µCT is the dipole moment associated with the charge 
transfer, the H index is a measure of the spread of the positive and 
negative charge variations in the donor and acceptor moieties 
whereas the t index, defined as the difference between the CT 
distance and the H index, measures the overlap between the 
electron-donating and electron-accepting regions. A negative value 
denotes an overlap between the two regions. 
The CT parameters for both molecules reveal that the transferred 
charge remains almost constant whereas the CT distance increases 
from 2.24 Å for mono-bdp to 3.21 Å for bis-bdp. This leads to a 
strong increment of the CT dipole and a separation of the electron-
donating and electron-accepting regions. Therefore, the second 
styryl branch causes an enhancement of the CT character of the 
first excited state in BODIPY molecules, consistent with previous 
calculations.40 
 

Comparison Between Vibronic Models 
The vibronic investigation described so far has been performed 
using the highest level of theory (i.e., TD AH|FCHT). In this section, 
we have tested other, less expensive models to the study of the 
absorption and emission spectra of BODIPY systems, trying to 
evaluate also the reproducibility among methods. 
In Figure 4 the absorption and emission vibronic spectra of mono-

bdp and bis-bdp computed at the MN15 level, neglecting 
temperature effects, using both TI and TD frameworks and Franck-
Condon approximation with the Herzberg-Teller extension for the 
transition dipole moment are reported, along with the 
experimental spectra recorded at 77K, in methanol. 
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To facilitate the comparison with experiments, a single broadening 
method has been used for all computed spectra (with half-widths at 
half-maximum of 250 cm-1). Both TI AH|FCHT and TD AH|FCHT 
protocols reproduce nicely the vibronic structure with little shifts 
from the experimental band positions. 
Some discrepancies found between the TI AH|FCHT and TD 
AH|FCHT methods are due to incomplete convergences from TI, 
linked to the intrinsic definition of this formalism. 
The sum-over-states approach (TI method) can be used to analyze 
contributions of individual transitions to parts of the whole band-
shape. Our computations, performed at the TI AH|FCHT level with 
the MN15 density functional, show that the 0-0 transition is the 
dominant one whereas the shoulders are composed of a blend of 
several vibrational states. The most important vibronic 
contributions with shifts from the 0-0 transition greater than 50 cm-

1 are assigned in Figure 5 and are due to fundamental bands (single-
quantum excitations of one normal mode).  
In particular, the shoulder in the absorption spectrum of mono-bdp 
is ascribed to the fundamental transition of mode 138 (1574 cm-1) 
and 107 (1291 cm-1). In the emission spectra of mono-bdp, the 
minor peak is given by the fundamental transitions of modes 141 
and 143. Regarding the absorption spectrum of bis-bdp, the 
shoulder is ascribed to the fundamental transition of mode 166 
(1614 cm-1). Finally, the shoulder in the emission spectra of bis-bdp 
is attributed to the single-quantum excitations of normal modes 25, 
42 and 40. 
The modes listed above are reported in Figure S3 of the Supporting 
Information together with a representation of the corresponding 
vibrations. However, it must be kept in mind that all these normal 
modes involve the simultaneous oscillation of several atoms of the 
molecule and are thus extremely difficult to classify in terms of 
localized stretchings and bendings. 
To investigate the effect of the Herzberg-Teller contributions, the 
vibronic absorption and emission spectra of mono-bdp and bis-bdp 

systems were computed at the TD AH|FCHT and TD AH|FC levels of 
theory, as reported in Figure 6, with the experimental spectra 
recorded at 77K in methanol as a reference. 
As expected since the electronic transition is fully allowed, the 
spectra in Figure 6 clearly show that there are no relevant 
differences between the FC and FCHT vibronic spectra of styryl 
substituted BODIPYs. In both cases, the band-shape is well 
reproduced and its position correct, and the relative heights of the 
major and minor peaks are almost in agreement with the 
experiments. 
These comparisons between computed and experimental vibronic 
spectra show that all levels of theory considered give reproducible 
results: band shapes and positions are similar at all levels, and little 
improvement in terms of band shape has been found when 
including the Herzberg-Teller effect. This finding is particularly 
worthwhile if analytic first derivatives of the transition moment are 
not available and generating them numerically represent a 
significant increase of the computational cost or for the use of 
reduced-dimensionality schemes. 
Next, the effect of mode mixing was investigated by comparing the 
adiabatic Hessian level of theory and its adiabatic shift 
approximation. The critical changes can be directly related to the 
fact that the approximated model (AS) ignores the mode mixing 
associated with the transition. The vibronic spectra reported in 
Figure 7 show that for both styryl modified BODIPY systems, the TD 
AH|FC bands provide a better agreement with experiments, both in 
terms of band shape and position, than the TD AS|FC bands, 
confirming the importance of correctly accounting for the mode-

mixing associated with the transition. The difference between TD 
AH|FC and TD AS|FC vibronic spectra is more obviousin terms of 
band position rather than in terms of band shape. The difference in 
the former is due to the fact that the effect of the differences in 
ZPVE between the excited and ground states have been cancelled-
out since changes in frequencies in the excited state are neglected 
with AS. 
This evidence is also supported by the data reported in Table 2, 
where the maximum band values of the absorption and emission 
spectra computed using these two different levels of theory and 
their corresponding Stoke shift values are listed, together with the 
experimental data. 
 
Temperature effects 

Simulations of temperature effects on the full system give 
unsatisfactory results due to the presence of large amplitude 
motions (LAMs) in both initial and final states. These are poorly 
described at the harmonic level within the Franck-Condon 
framework and often give a small contribution to the overall band-
shape. To overcome this issue, it is necessary to separate the 
system in two parts, which is done by dividing the Duschinsky into 
two square blocks; a small one with the modes to discard, and a 
large one with the modes correctly treated at the FC level. In order 
to avoid any unphysical description, the coupling between the two 
blocks, which can be estimated from the Duschinsky matrix, needs 
to be minimized. The overall iterative procedure followed here is 
described in Ref.64 The default coupling threshold of 10% was 
however too restrictive with respect to the size and flexibility of the 
BODIPYs and a higher threshold, set to 40% was used. An initial set 
of modes with wavenumbers below 50 cm-1 was automatically 
selected. These correspond to the first six modes for mono-bdp and 
eight for bis-bdp. In order to check the reliability of the reduced-
dimensionality scheme, the OPA and OPE spectra of mono-bdp 

were computed at T=0K with the TD AH|FC scheme based both on 
the full and reduced Duschinsky matrices. The spectra are shown in 
Figure 8. Some discrepancies can be observed in both spectra using 
the Cartesian-based normal coordinates between the complete and 
reduced systems, hinting at the presence of non-negligible 
couplings between the two blocks, which had been ignored in their 
construction. By switching to internal coordinates, using the non-
redundant delocalized internal coordinates (DICs), an excellent 
match is obtained for the OPA spectrum, indicating that no 
significant coupling was ignored. The effect is less pronounced for 
OPE, where discrepancies still remain between the reduced and full 
system, albeit at a lesser degree than when using Cartesian 
coordinates. For consistency, the same set of normal modes was 
excluded for both OPA and OPE; however, an ad hoc treatment 
could be necessary to correct the slight discrepancies. The room 
temperature OPA and OPE spectra are displayed in Figure 9, using 
internal coordinates for the simulations. For mono-bdp, a 
significant improvement in the description of the system can be 
noted after discarding the low-energy, large-amplitude motions, 
with the first band at 580 nm in the OPA spectrum correctly 
reproduced. Nevertheless, the second band at 540 nm still appears 
too intense, albeit not anymore as the strongest feature of the 
overall spectrum as shown in the full-dimensionality system. The 
remaining discrepancies could be due to other LAMs still present in 
the model system or the neglected impact of the discarded modes. 
For OPE, similar conclusions can be drawn, with the overall band-
shape better reproduced with the reduced-dimensionality system, 
albeit in this case, the full treatment was better than for OPA. For 
bis-bdp, the results are less evident. While an improvement is 
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observed in both spectra, it is of lesser extent. The most likely 
reason is that bis-bdp is more flexible than mono-bdp and the 
LAMs cannot be simply ignored but need to be treated either with 
explicit variational models, which would be too expensive for such 
systems, or through dynamic simulations.69 

 

Conclusions 
In this work, we show how several methods, adapted for semi-rigid 
molecules based on the Franck-Condon principle, can be used to 
study spectroscopic properties of BODIPY systems and to 
understand the influence of functional groups on their 
spectroscopic features, namely absorption and emission 
wavelengths and charge transfer. 
To this end, the vibrationally resolved electronic spectra of two 
styryl substituted BODIPY molecules of technological interest were 
simulated, using both TI and TD formalisms, and compared with the 
available experimental data recorded in methanol.  
As first step in this investigation of the styryl modified BODIPYs, 
several density functionals were benchmarked at the highest TD 
AH|FCHT level of theory, to select the most appropriate one. 
Similarly to previous investigations,17,20,31 we have found that all 
benchmarked functionals have given good results in terms of band-
shape but some of them presented huge discrepancies in terms of 
band position. Our computations have shown that the MN15 
exchange-correlation functional, tested in this work for the first 
time, reproduces the experimental values slightly better than the 
other functionals considered. 
Using this functional, a deeper analysis of the nature of the 
electronic transitions was performed and we have found that the 
first electronic transition seems to have a partial charge transfer 
(CT) character.  
In addition, we tested how other levels of theory can be applied to 
the study of the optical properties of these two modified BODIPY 
systems, evaluating the reproducibility among methods. 
It has been found that all levels of theory considered give 
reproducible results for the investigated systems: band positions 
and shapes are similar at all levels and little improvements have 
been found in terms of band-shape with the inclusion of the 
Herzberg-Teller term. Inclusion of temperature effects on such large, 
flexible systems proved challenging for our vibronic models. 
However, carefully tailoring the theoretical model with a suitable set 
of coordinates, it is possible to obtain a qualitative agreement with 
experimental results. Nevertheless, significant discrepancies remain, 
which may require new, ad hoc treatments in order to get a 
completely accurate picture. 
Finally, this analysis represents a first, preliminary step for further 
investigations of systems involving other, more complex two-
dimensional spectroscopic techniques. 
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Figures. 

 

        a)                                                     b) 

Figure 1.  a) 8-phenyl-3-amidestyryl-1,7-dimethyl-bodipy(mono-bdp) b) 8-phenyl-3,5-di(diamino)styryl-1,7-dimethyl-2,6-diethyl-bodipy (bis-

bdp). 
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Figure 2. Comparison of the vibronic absorption and emission spectra of mono-bdp and bis-bdp systems, computed with different 

exchange-correlation functionals and neglecting temperature effects, along with the experimental ones recorded at 77K in methanol. All 

vibronic calculations have been performed at the TD AH|FCHT level of theory, and Gaussian distribution functions with HWHM=250 cm-1 

have been used to simulate the broadening. 
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Figure 3. Computed Stoke shift differences from experimental values with several exchange-correlation functionals obtained by using the 

maximum bands of the absorption and emission spectra (orange bars), the vertical excitation and emission energies computed with the 

NEQ-LR-PCM and EQ-SS-PCM approaches respectively (blue bars), and the vertical excitation and emission energies computed with the 

NEQ-SS-PCM and EQ-SS-PCM approaches, respectively (red bars). The histogram on the right collects data for mono-bdp and the one on the 

left for bis-bdp. 
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Figure 4. Vibronic absorption and emission spectra of mono-bdp and bis-bdp, computed at the TD AH|FCHT and TI AH|FCHT levels, with 

the MN15 density functional and neglecting temperature effects, along with the experimental one recorded at 77K in methanol. Gaussian 

distribution functions with HWHM=250 cm-1 have been used to simulate the broadening. 
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Figure 5. Comparison between the experimental (red lines) and computed (blue histograms) absorption and emission vibronic spectra of 

mono-bdp and bis-bdp molecules. The theoretical spectra have been shifted in order to have the best agreement with the experimental 

ones. 
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Figure 6. Vibronic absorption and emission spectra of mono-bdp and bis-bdp, computed at the TD AH|FCHT and TD AH|FC levels, with the 

MN15 density functional and neglecting temperature effects, along with the experimental one recorded at 77K in methanol. Gaussian 

distribution functions with HWHM=250 cm-1 have been used to simulate the broadening. 
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Figure 7. Vibronic absorption and emission spectra of mono-bdp and bis-bdp, computed at the TD AH|FC and TD AS|FC levels, with the 

MN15 density functional. Gaussian distribution functions with HWHM=250 cm-1 have been used to simulate the broadening. 

 

 

 

 

  

Page 16 of 20Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t

Pu
bl

is
he

d 
on

 1
8 

Ju
ly

 2
01

8.
 D

ow
nl

oa
de

d 
by

 G
az

i U
ni

ve
rs

ite
si

 o
n 

7/
21

/2
01

8 
2:

43
:2

8 
PM

. 

View Article Online
DOI: 10.1039/C8CP02845A

http://dx.doi.org/10.1039/c8cp02845a


Journal Name ARTICLE 

This journal is © The Royal Society of Chemistry 20xx J. Name., 2013, 00, 1-3 | 17 

Please do not adjust margins 

Please do not adjust margins 

 

Figure 8. OPA (left panel) and OPE (right panel) spectra of mono-bdp at the TD AH|FC level and T=0K, taking into account all normal modes 

(Full, solid lines) or excluding low-energy ones (RedDim, dashed lines). Calculations were done with Cartesian (Cart.) and Internal (DIC) 

coordinates, using Gaussian distribution functions with half-widths at half-maximum of 250 cm-1 to simulate the broadening. 
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Figure 9. Vibronic absorption and emission spectra of mono-bdp and bis-bdp, at room temperature, computed at the TD AH|FC level 

based on MN15 calculations, using the full and reduced-dimensionality definitions of the molecular systems. Gaussian distributions 

functions with half-widths at half-maximum of 250 cm-1 were used to simulate the broadening. 
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Tables 

Table 1. CT distance (dCT), transferred charge (qCT), dipole (µCT), H and t indexes computed at the MN15/6-311G(d, p) level in methanol upon 

electronic excitation. These parameters have been computed using the Mulliken ground- and excited-state atomic charges, computed at the 

S0 optimized geometry. 

 mono-bdp bis-bdp 

qCT (e) 0.23 0.30 

dCT (Å) 2.24 3.21 

 µCT  (D) 2.47 4.70 

H index (Å) 2.32 2.67 

t index (Å) -0.09 0.54 

 

Table 2. Maximum band positions of the absorption and emission spectra computed at the TD AH|FC and TD AS|FC levels of theory and the 

corresponding Stoke shift values, together with the experimental data. All values are expressed in nm. 

Mono-bdp 

Absorption (nm) Emission (nm) Stoke Shift (nm) 

exp 596 605 9 

TD AH|FC 587 595 8 

TD AS|FC 575 582 7 

Bis-bdp 

 
Absorption (nm) Emission (nm) Stoke Shift (nm) 

exp 729 751 22 

TD AH|FC 744 756 12 

TD AS|FC 718 729 11 
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Vibronic spectra of two BODIPY derivatives were computed using both Time-Independent (TI) and Time-
Dependent (TD) formalisms including solvent and temperature effects with several DFT functionals. 
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