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Abstract

Single-wall carbon nanotubes, graphene sheets wrapped up on a cylindrical shape,
have tightly bound excitons. This behaviour is a result of the weakly screened
long wavelength potential binding electron and holes. If external interactions are
minimized for example by suspending the tubes, narrow-gap carbon nanotubes
become correlated insulators. The correlated phase so generated was proposed to
have an excitonic origin. There are, however, other possible explanations such as
a Peierls instability, a topological phase or a Mott Insulator.

Excitons are electron-hole couples bound by the Coulomb potential and be-
have at low temperatures as a weakly interacting bosonic gas. Above a critical
density, excitons may condense but electron-hole recombination limits their life-
time, precluding an excitonic condensation in most materials in the absence of
external stimuli. A spontaneous excitonic condensation requires excitons with a
negative excitation energy and this exotic phase of matter is known as excitonic
Insulator. The excitonic insulator is characterised by a reconstructed ground state
composed by excitons resulting in the opening of a gap and breaking the symme-
try of the underlying lattice.

In this work, I explore the idea of narrow gap carbon nanotubes as excitonic
insulators. I compute in a quantitative manner the excitonic binding energies and
the physical quantities associated to the excitonic insulator phase. Instrumental
for determining the electron-hole binding energies is a careful evaluation of the
screening properties of carbon nanotubes. I show that the standard effective-mass
model systematically underestimates the interaction strength at long wavelength
when compared with first principles calculations since it lacks a comprehensive
description of the three-dimensional topology of the tube. I developed a new two-
band model dielectric function exploiting a plane-wave expansion of Bloch states
and the exact Coulomb cut-off technique. The electron-electron force computed
with the new dielectric function compares quantum transport experiments and
turns out to be super Coulombic at long-range.

Furthermore, I compute the phase diagram of the excitonic insulator ground
state, as a function of tube chirality and radius. The self-consistent calculation
shows that a large part of narrow-gap tubes are excitonic insulators at low tem-
perature, the gap being weakly sensitive to the tube radius. Eventually, I find that
the excitonic insulator phase of carbon nanotubes can be distinguished from the
other many-body phases by looking at the dependence of the transport gap on the
magnetic field. Specifically, I expect the transport gap in the excitonic phase to
have a singular behaviour, with the appearance of a cusp at the Dirac field. I link



this unique behaviour of the excitonic phase to the strong sensibility to changes of
screening induced by the magnetic field, not present in other correlated insulators.
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Sommario

I nanotubi di carbonio a parete singola, strisce di grafene arrotolate in forma cilin-
drica, hanno stati eccitonici strettamente legati. Questo comportamento è il frutto
di un potenziale a lungo-range debolmente schermato che lega elettroni e lacune.
Se le interazioni esterne sono ridotte al minimo, per esempio sospendendo i tubi,
i nanotubi di carbonio a piccolo gap diventano isolanti correlati. Si è proposto
che la fase correlata cosı̀ generata abbia un’origine eccitonica. Tuttavia, ci sono
altre possibili spiegazioni come un’instabilità di Peierls, una fase topologica o un
isolante di Mott.

Gli eccitoni sono coppie elettrone-lacuna legate dal potenziale di Coulomb
e si comportano a basse temperature come un gas bosonico debolmente intera-
gente. Sopra una densità critica, gli eccitoni possono condensare ma la ricombi-
nazione elettrone-lacuna limita la loro vita media, impedendo una condensazione
eccitonica nella maggior parte dei materiali in assenza di stimoli esterni. Una
condensazione eccitonica spontanea richiede eccitoni aventi un’energia di ecci-
tazione negativa e questa fase esotica della materia è nota come isolante ecciton-
ico. L’isolante eccitonico è caratterizzato da uno stato fondamentale ricostruito
composto da eccitoni che provoca l’apertura di un gap e la rottura della simmetria
del reticolo sottostante.

In questo lavoro, esploro l’idea dei nanotubi di carbonio a piccolo gap come
isolanti eccitonici. Calcolo in modo quantitativo le energie di legame eccitoniche
e le quantità fisiche associate alla fase di isolante eccitonico. Di fondamentale
importanza per determinare le energie di legame elettrone-lacuna è un’attenta va-
lutazione delle proprietà di screening dei nanotubi di carbonio. Dimostro che
il modello standard a massa efficace sottostima sistematicamente la forza di in-
terazione a lungo-range rispetto ai calcoli a principio primo, poiché manca di
una descrizione completa della topologia tridimensionale del tubo. Ho quindi
sviluppato con un modello a due bande una nuova funzione dielettrica che sfrutta
un’espansione a onde piane degli stati di Bloch e la tecnica esatta del troncamento
del potenziale di Coulomb. La forza elettrone-elettrone calcolata con la nuova fun-
zione dielettrica è confrontabile con esperimenti di trasporto quantistico e risulta
essere super coulombiana a grandi distanze.

Inoltre, calcolo il diagramma di fase dello stato fondamentale dell’isolante
eccitonico in funzione della chiralità del tubo e del raggio. Il calcolo autoconsis-
tente mostra che gran parte dei tubi a piccolo gap sono isolanti eccitonici a bassa
temperatura, con un gap che dipende poco dal raggio del tubo. Infine, trovo che
la fase di isolante eccitonico dei nanotubi di carbonio può essere distinta dalle
altre fasi correlate guardando la dipendenza del gap di trasporto dal campo mag-
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netico. In particolare, mi aspetto che il gap di trasporto nella fase eccitonica abbia
un comportamento singolare, con la comparsa di una cuspide al campo di Dirac.
Collego questo comportamento unico della fase eccitonica alla forte sensibilità ai
cambiamenti di screening indotti dal campo magnetico, non presenti in altre fasi
correlate.
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Chapter 1

Introduction

Carbon nanotubes (NTs), graphene strips rolled up to a cylindrical form, are ideal
materials where to study strongly interacting electrons in one dimension [1, 2, 3,
4]. Due to the reduced dimensionality, Coulomb interaction remains unscreened
at long wavelength whereas its strength reaches extreme values in suspended,
undoped tubes, as the electric field lines spill over into the vacuum. Excitons,
electron-hole pairs bound by Coulomb attraction, exhibit huge binding energies
[5, 6, 7, 8, 9] that remain finite even in metallic NTs [10, 11]. Ultraclean, narrow-
gap NTs may be charged in a controlled and reversible way by means of Coulomb
blockade, hosting fascinating many-body states of matter. These include the Lut-
tinger liquid [12, 13, 14, 15, 16, 17, 18, 19, 20], the Wigner crystal [21, 22, 20,
23, 24, 25, 26], and a correlated insulator understood as either a Mott [27] or an
excitonic phase [28] (but Peierls insulators [29, 30, 31], topological phases [32],
and hybrid scenarioes [33, 34, 35] were proposed as well).

Undoped NTs are always insulating [27, 20, 3, 4, 36, 37], including the arm-
chair kind, which band theory predicts to be metallic and protected against gap-
opening perturbations [2]. The contribution to the gap that is not accounted for
by independent-electron models is thought to have a many-body origin, whose
features critically depend on the range of electron-electron interaction. One pos-
sible, conventional scenario is the Mott insulator [27, 36], whose gap originates
from the short-range part of Coulomb interaction. Its theory, a strong-coupling
version of the Luttinger liquid, assumes the long-wavelength Coulomb force to be
cutoff by nearby electrostatic gates in the experimental setup [12, 13, 14, 16, 17,
38]. A second possibility, recently proposed [28], is that the residual gap is due to
the long-range part of Coulomb interaction, which binds electrons and holes into
excitons.

Excitons, electrically neutral bosons, may condense at low temperatures if the
their density overcomes a critical value [39, 40, 41, 42, 43, 44, 45]. This event is
however very unlikely in most systems, as commonly, even at low temperatures,

1



excitons are short living excitations with a population well below the critical value.
There have been various attempts to generate excitonic condensation through opti-
cal induction [46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57]. In this case, excitonic
condensation may appear only at quasi-equilibrium as stimulation by light is con-
stantly required to maintain the excitonic population, which, otherwise, would be
depleted by electron-hole recombination. The short lifetime of the optically gen-
erated excitons has however been a major limitation preventing for long time any
observation of excitonic condensation [54, 58]. Nowadays, the excitonic lifetime
can be hugely extended, typically up to some ns, working in optically induced
semiconductors where electrons and holes are forcibly separated, either in real
or reciprocal space. Systems of this kind are based for example on indirect gap
semiconductors [59, 60], and bilayers [61, 62, 63, 64, 65, 66, 67, 68, 69]. In the
last years, quasi-equilibrium condensations of excitons have finally been observed
in double quantum well within a layered semiconductor structure [70, 71, 72, 73,
74].

Presence of external stimuli is however not a necessary requirement for exci-
tonic condensation that is possible even at thermodynamic equilibrium [75, 76, 77,
78, 79]. In this latter case, the sea of spontaneously generated excitons gives rise
to a new equilibrium phase known as excitonic insulator (EI). Necessary require-
ment for the EI is a strong long-range potential capable to overcome the energy
cost of forming the electron-hole pairs. The EI is reminiscent of the superconduc-
tive state proposed by Bardeen, Cooper, and Schrieffer [80, 81]. There are indeed
strong similarity between excitons and Cooper pairs starting from the fact that they
are both two-bodies excitations: excitons are made up of an electron and a hole
while Cooper pairs of two electrons. Both the excitations appear as fluctuations in
the high-temperature phase and form only in the ordered, low-temperature phase;
respectively the EI and the superconductor. However, as excitons are neutral ex-
citations, the signature of the macroscopic order in a EI may be a charge density
wave (CDW), a spin density density wave (SDW), or more generally a change of
crystal symmetry that is spontaneously broken by the excitonic condensate, rather
than a superconductive state.

The prototypical systems where the EI phase is thought possible are small gap
semiconductors and semimetals [46, 49, 51, 82, 83, 84]. Certain physical factors
favour the occurrence of an EI phase, such as the presence of an indirect gap, that
reduces the dielectric screening, as well as the low-dimensionality which enhances
the strength of the effective electron-hole attraction. In recent times, there has
been a revival in the search of the EI thanks to several new candidate materials,
among which chalcogenides with rare-earth [85, 86, 87] or with transition metals
[88, 89, 90, 91, 92, 93, 94, 95, 96, 97, 98, 99, 100, 101, 102, 103, 104, 105, 106].
Many graphene based systems represent an intriguing possibility for the intense
electronic interaction of such low dimensional systems coupled with small gaps
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[107, 108, 109]. Signs of excitonic condensation have been observed for example
in graphite [110, 111, 112] as the stacking of the graphene layers is suggested
stabilising the EI phase [107]. Other very interesting graphene-based systems are
naturally carbon nanotubes [28].

Instrumental for finding signs of an excitonic condensation in carbon nan-
otubes is a careful evaluation of their screening properties. Screening in nanotubes
shows a complex behaviour due to its non local character, the interband electronic
polarization being effective at intermediate ranges only [113]. As a result, in
undoped nanotubes the electron-hole interaction, once projected onto the lowest
conduction and highest valence band, is enhanced with respect to the bare force,
for carrier separation larger than the NT radius [114]. Whereas the precise assess-
ment of the dressed interaction requires the accurate calculation of the dielectric
matrix, the computation from first principles is limited to nanotubes having a small
unit cell, due to the heavy computational load. Therefore, a model dielectric func-
tion based on the effective-mass (EM) approximation is widely used, either in its
original form by Ando [5] or in simpler versions [114, 115]. These models are
able to reproduce the main non-local features of screening but rule out the exci-
tonic instability [5]. Recent first-principle computations have however challenged
the current EM models [28] as the ab-initio screened Coulomb interaction of arm-
chair tubes exhibits at long-range a seemingly singular-like profile, in contrast to
the Thomas-Fermi like behaviour of the EM models that predicts metals to have a
heavilty screened short-range Coulomb interaction. This seeming singular profile
turns out to cause an excitonic instability.

In view of the above results, it is first aim of my work to make a further quan-
titative assessment of the screened Coulomb interaction in narrow-gap NTs, start-
ing from selected first-principle case studies to derive a model working for NTs of
any size. Being the excitonic instability crucially linked to screening properties of
NTs, my theis proceeds with a careful evaluation of excitonic instabilities in NTs.
The work is organised as follows:

In chapter 2-3 I illustrate from a formal point the envelope function formalism
for narrow-gap carbon nanotubes used during the work. The review follows the
common approach used in literature [116, 2, 117]. This consists at first in cal-
culating the tight-binding theory of graphene. I then specialise to the region of
the Dirac cones, at the corners of the Brillouin zone, to introduce the envelope
functions. The envelope functions of graphene are then extended to carbon nan-
otubes by treating nanotubes as folded graphene sheet. Finally, I discuss the main
properties of carbon nanotubes according to established literature.

In chapter 4 I proceed to the study of screening properties of narrow-gap
carbon nanotubes starting from selected first principles calculations. Crucially,
I show that the EM model underestimates the strength of Coulomb interaction
from first principles at long wavelength in both narrow- and zero-gap NTs, hence
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missing the binding of low-energy excitons. The EM theory is shown to neglect
the actual topology of the orbitals involved in the calculation of the polarization,
as it takes Bloch states from graphene. To overcome this problem, I introduce
a two-band, computationally cheap model of the polarization that copes with the
tube-like topology of Bloch states by expanding them over a three-dimensional
plane-wave basis set. Furthermore, I apply an exact cutoff technique to Coulomb
potential [118], in order to avoid spurious interactions among replicas in super-
cell calculations. I eventually validate the model through comparison with first-
principles results for zigzag and armchair NTs of different radii. As a generic
outcome, I find that the effect of curvature on the overlap integrals between con-
duction and valence Bloch states leads to a significant enhancement of the dressed
Coulomb interaction at long wavelength, W (q ∼ 0). My findings support the pre-
vious claim of excitonic instability [28] in armchair tubes, suggesting that the
long-range part of Coulomb interaction rules many-body physics of NTs. As
an application of the proposed model dielectric function, and motivated by a re-
cent experiment by the Weizmann group [119], I compute the real-space effective
Coulomb force between two electrons populating the lowest conduction band.
This observable has been measured, for various electron-electron separations, in
ultraclean suspended NTs in a non invasive manner [119].

In chapter 5 I evaluate the presence of excitonic instabilities in non-armchair
narrow-gap carbon nanotubes as the armchair kind was already covered by [28].
To describe screening, I use the model developed in the previous chapter. As
a two-bodies excitation, excitons energies are computed recurring to the Bethe-
Salpeter equation. In case of excitonic instability, I describe formally the EI
wavefunction analogously to Cooper instability of a superconducting state, with
the excitons playing the role of the Cooper pairs. I then compute the new band
gap of NTs in the EI phase. Eventually, I build up the phase diagram of the EI
phase in absence of external stimuli for a wide range of NTs varying for radii and
chiral angles.

The presence of excitonic instabilities in NTs, despite definitely proving that
the EI phase can cause the semiconducting behaviour of NTs, do not suffice to
rule out the alternative proposed explanations for the semiconducting behaviour
of NTs, such as a Mott-Hubbard transition [13, 27]. Indeed, even other many-
body mechanisms could trigger an instability in NTs. When multiple many-body
instabilities can occur at the same time, the identification of the correct many-
body mechanism typically relies on studying the characteristic physical quantities
associated to the many-body mechanism. For the EI phase, this would be the
presence of a SDW or the breaking of the sublattice symmetry. Unfortunately, the
low dimensionality of carbon nanotubes and the strong susceptibility to external
stimuli make challenging to detect the broken symmetry of the NTs, preventing to
easily assess the nature of the many-body mechanism. In chapter 6, I argue that a
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possible solution to the current uncertainty on the origin of NTs many-body gap
may come from the studies of the NTs transport gap with respect to varying axial
magnetic fields. Not fully disclosed in previous works, the sharp dependence of
the EI phase on screening creates a peculiar tunability of the EI many-body gap
on the magnetic field. I show that the NTs transport gap dispersion with respect to
the field in the EI phase exhibits the appearance of a cusp at the Dirac field. On the
contrary, in the conventional Mott insulator proposal, the NTs transport gap does
not show any peculiar tunability with the field, due to the short-range electron-
electron interaction being weakly sensible to the system screening. I then show
for nanotubes of fixed radii the map plot of the EI phase at the changing of the
magnetic field.

As final remark, I would like to point out that the first principle computations
shown in chapter 4 have been performed by Daniele Varsano, while all the other
results presented during chapters 4, 5 and 6 come from my work.

List of Publications

• Anomalous screening in narrow-gap carbon nanotubes submitted to PRB,
available on arXiv at https://arxiv.org/abs/2201.10199

• Phase diagram of the Excitonic Insulator in narrow-gap CNT in preparation
to be submitted to PRB. Chapter 5 of my thesis work

• Excitonic vs Mott Insulator in carbon nanotubes: a proposed experimental
test in preparation to be submitted to PRL. Chapter 6 of my thesis work
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Chapter 2

The tight-band theory of graphene

Graphene has maybe been the most prominent material in condensed matter physics
in the last decades, inspiring the present-day research of exotic materials capable
to host peculiar states of matter. In spite of its recent success, graphene cannot
be fully classified as a novel material since graphene is a single layer of graphite.
Graphite has been known and studied for a long time in solid state physics. Never-
theless, the experimental isolation of graphene turned out to be a major challenge
for various years and it was finally achieved in 2004 by Novoselov et al [120].
Since then, graphene has been a mainstream topic in condensed matter physics,
with a whole section of literature focused in discussing methods of exploitation
and manipulation. The great appeal of graphene is surely due to its remarkable
conducting properties that are reminiscent of the behaviour of massless relativis-
tic particles. In order to understand how this occurs, it is necessary to study its
electronic structure.

2.1 The crystal structure of graphene
In a graphene layer, the carbon atoms arrange on a plane (Fig. 2.1) forming a
honeycomb lattice with interatomic distance acc = 1.42 Å [1, 121]. The car-
bon atoms are bounded to their three nearest neighbours by means of covalent σ
bonds spread on the plane. The pz orbitals of the carbon atoms, perpendicular to
the plane, develop π bonds. To describe the graphene layer, the simplest choice
could seem using as unit cells the hexagons that make up the honeycomb lattice.
However, the hexagonal cells are not unit cell as the carbon atoms are located at
the hexagonal cells corners and hence shared with the neighbouring cells. A dif-
ferent choice for the unit cell has to be made that ensures that each carbon atom
belongs to a unique cell. The solution is adopting as unit cell of the direct lattice a
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a1 a2

acc

B A

Figure 2.1: Illustration of the graphene lattice and of its lattice vectors. The rhomboidal unit cell
contains the two inequivalent A and B atoms.

rhomboidal unit cell enclosing two carbon atoms [122]. The rhomboidal unit cell
is built by connecting the centers of neighbouring hexagonal cells as illustrated in
Fig. 2.1. The two vectors a1 and a2 are the basis of the direct lattice:

a1 =
a

2

( √
3
1

)
,

a2 =
a

2

(
−
√
3

1

)
,

(2.1)

where a =
√
3acc = 2.46 Å is the graphene lattice constant.

The two atoms belonging to the unit cell, from now on dubbed A atom and B
atom, are separated by the interatomic distance acc. By addition of direct lattice
vectors to the positions of any couple of A and B atoms, it is possible to find the
positions of all the carbon atoms in the honeycomb lattice. However, starting from
an A or a B atom, the addition of direct lattice vectors allows to reach only atoms
that occupy the same position in the unit cell. That is to say, it is not possible to
reach any B atom starting from an A atom by means of combinations of direct
lattice vectors and viceversa. Therefore, the graphene honeycomb lattice can be
conceived as the superposition of two sublattices A and B, both exclusively made
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up of A or B atoms respectively. The two sublattices are shifted with respect to
each other by the interatomic distance acc. The lattice points of the two sublattices
are:

RA = R0A + n1a1 + n2a1,

RB = R0B + n1a1 + n2a2,
(2.2)

for any n1, n2 ∈ Z. We choose the origin such that:

R0A = a

 1

2
√
3

0

 ,

R0B = a

 − 1

2
√
3

0

 = −R0A.

(2.3)

We can now consider the reciprocal lattice of graphene. The reciprocal lattice
vectors follow the relation ai · bj = 2πδij . In the case of the rhomboidal unit cell,
the reciprocal lattice vectors are:

b1 =
2π

a

( 1√
3

1

)
,

b2 =
2π

a

(
− 1√

3

1

)
,

(2.4)

Figure 2.2: Illustration of the reciprocal lattice of graphene where we have indicated the high
symmetry points Γ and K. The rhomboidal first Brillouin zone contains a K and a K′ corner.
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The first Brillouin zone (1BZ) of graphene has an hexagonal shape. In the same
spirit of what done for the unit cell in real space, it is possible to choose a rhom-
boidal first Brillouin zone as alternative to the hexagonal Brillouin zone. The
rhomboidal Brillouin zone is built connecting the centers of neighbouring hexag-
onal zones; the procedure is illustrated in Fig 2.2. The centers of the hexagonal
Brillouin zone are also known as Γ points. The rhomboidal Brillouin zone con-
tains only two of the hexagon corners. We will call the two corners K and K′

points:

K =
2π

a

( 1√
3
1
3

)
,

K′ =
2π

a

( 1√
3

−1
3

)
.

(2.5)

Similarly to the positions of A and B atoms in real space, it is not possible to move
from the K point to the K′ point by combination of reciprocal lattice vectors. The
two points K and K′ are defined inequivalent and form two separate sublattices in
reciprocal space. At the vertices of the hexagonal Brillouin zone, there are three
K points and three K′ points. The whole system is symmetric under rotations of
2π
3

.

2.2 The tight-binding model
The carbon atoms have in total four valence electrons. Three of these electrons
hybridise into sp2 orbital while the remaining one occupies the pz orbital. As pre-
viously said, the sp2 are involved in planar σ bonding while the pz electrons in
π bondings. The two type of bondings turn out to cover different energy range.
We plot in Fig. (2.3) the electronic bands of graphene along the high-symmetry
M-Γ-K directions. The σ bands are very distant from the Fermi energy and are
well separated in energy by about 10 eV [1, 121, 123]. Thus, the σ bands are little
involved for what concerns the electronic properties of graphene. On the con-
trary, the π and π∗ bands cross the Fermi level in correspondence of the Brillouin
zone corners K and K′ [124]. This determines a semi-metallic behaviour. The
electronic dispersion of the two π bands can be depicted through a tight-binding
Hamiltonian [1, 125]. As the overlap between the pz orbitals and the planar sp2 is
strictly zero by symmetry, the π electrons are treated independently of the other
valence electrons. Thus, in order to describe the generic eigenfunction of the
graphene state, it is sufficient to consider a linear combinations of two π orbitals;
each one centred on a different atomic site:
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(a) (b)

Figure 2.3: (a) Schematic energy range of the atomic and hybridized orbitals of the carbon atoms.
(b) Electronic band structure of graphene along the high-symmetry M-Γ-K direction. The bonding
π and antibonding π∗ are respectively the last valence band and the first conduction band and cross
at the K points of the Brillouin zone. The bonding σ and antibonding σ∗ bands are well separated
in energy. Above the vacuum level, marked with a dashed line, the states of the continuum are
difficult to describe and merge with the σ∗ bands. (figure (a) is taken from [4] and figure (b) from
[2])

Ψ(k, r) = CA(k)ΦA(k, r) + CB(k)ΦB(k, r) (2.6)

with

ΦA(k, r) =
1√
N
eiθA

∑
{RA}

eik·RAϕπ(r−RA),

ΦB(k, r) =
1√
N
eiθB

∑
{RB}

eik·RBϕπ(r−RB).
(2.7)

The wavefunction ϕπ indicates the pz atomic orbitals and we allow for different
phase factors in front of the two Bloch functions Φα(k, r). The Φα(k, r) functions
are normalized toN that is the number of atoms in each sublattice, or alternatively
the number of unit cells.

Within the tight binding approximation, we describe the electrons with a single-
body Hamiltonian consisting of the kinetic term and the crystal field. The crystal
field is the periodic potential created by the other charges of the system. The
electron-electron interaction is as usual omitted at this level:

H = − ℏ2

2m
∇2 +

∑
α=A,B

∑
{Rα}

V (r−Rα). (2.8)
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The energies of the graphene states are:

E(k) =
⟨Ψ(k, r)|H|Ψ(k, r)⟩
⟨Ψ(k, r)|Ψ(k, r)⟩

, (2.9)

Introducing the expression of the tight-binding wavefunction Ψ(k, r) from Eq.(2.6),
we have:

E(k) =

B∑
α=A

B∑
β=A

C∗
α(k)Cβ(k)⟨Φα(k, r)|H|Φβ(k, r)⟩

B∑
α=A

B∑
β=A

C∗
α(k)Cβ(k)⟨Φα(k, r)|Φβ(k, r)⟩

. (2.10)

The evaluation integral at the numerator is known as the transfer integral Hαβ , at
the denominator instead appears the overlap integral Sαβ:

E(k) =

B∑
α=A

B∑
β=A

C∗
α(k)Cβ(k)Hαβ

B∑
α=A

B∑
β=A

C∗
α(k)Cβ(k)Sαβ

. (2.11)

The multiplicative coefficients Cα(k) are chosen in order to minimize the energy
E(k):

∂E(k)

∂C∗
α

= 0, (2.12)

B∑
β=A

Cβ(k)Hαβ

B∑
α=A

B∑
β=A

C∗
α(k)Cβ(k)Sαβ

−

B∑
α=A

B∑
β=A

C∗
α(k)Cβ(k)Hαβ(

B∑
α=A

B∑
β=A

C∗
α(k)Cβ(k)Sαβ

)2

B∑
β=A

Cβ(k)Sαβ = 0.

(2.13)

In the right term of the previous equation, we can introduce the energy as from
Eq.(2.11):

B∑
β=A

Cβ(k)Hαβ

B∑
α=A

B∑
β=A

C∗
α(k)Cβ(k)Sαβ

−
E(k)

B∑
β=A

Cβ(k)Sαβ(
B∑

α=A

B∑
β=A

C∗
α(k)Cβ(k)Sαβ

) = 0, (2.14)
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leading to:

B∑
β=A

[Hαβ − E(k)Sαβ]Cβ(k) = 0. (2.15)

This equation has to hold for all values of α. We can reformulate the equation
from a matrix point of view, introducing a coefficient vector C:

[H − E(k)S]C = 0. (2.16)

This equation has non-trivial solutions only if

det [H − E(k)S] = 0. (2.17)

Hence, we have to solve the secular equation. For each k there are two solutions,
representing the bonding and anti-bonding π bands. In order to solve the equation,
we now find the elements of the transfer matrix H and of the overlap matrix S.

2.2.1 The transfer matrix
We evaluate the transfer matrix H on the basis of the atomic sublattice. Thus, we
compute all the elements of the kind Hαβ . The atomic orbitals of the π electrons
are strongly localized around the atomic sites, so in the derivation we will adopt
the nearest neighbour approximation. This approximation consists in assuming
that the only non-vashining integrals are those obtained combining atomic orbitals
of atoms on the same site or that are nearest neighbours. We start by computing
the diagonal elements:

Hαα(k) =
1

V

∫
d3r Φ∗

α(k, r)HΦα(k, r),

=
1

V N

∑
{Rα}

∑
{R′

α}

eik·(R
′
α−Rα)

∫
d3r ϕ∗

π(r−Rα) H ϕπ(r−R′
α).

(2.18)

At this point, we apply the nearest neighbour approximation. As two atoms of
the same type are never nearest neighbour, only the case R′

α = Rα has to be
considered.

Hαα(k) =
1

V N

∑
{Rα}

∫
d3r ϕ∗

π(r−Rα)H ϕπ(r−Rα). (2.19)

Here, we are averaging H with respect to the ϕπ(r−Rα) orbitals, that are eigen-
functions of the atomic Hamiltonian at the sites Rα with eigenvalue the energy of

12



the 2p band. The atomic Hamiltonian at the sites Rα is however contained within
H. When averaging, we can imagine that the atomic Hamiltonian is the leading
term inside H while the contribution of the others charges approximately cancels
out by symmetry. Thus:

H ϕπ(r−Rα) ≃ ϵ2pϕπ(r−Rα), (2.20)

Hαα(k) ≃
1

N

∑
{Rα}

ϵ2p = ϵ2p. (2.21)

The result is independent on the sublattice index and then it is the same for A and
B sites.

We now consider the out of diagonal elements:

Hαβ(k) =
1

V

∫
d3r Φ∗

α(k, r)HΦβ(k, r) with α ̸= β. (2.22)

The two terms of this kind HAB(k) and HBA(k) are related to each other since
HAB(k)= H∗

BA(k). We make the computation only for HAB(k).

HAB(k) =
ei(θB−θA)

V N

∑
{RA}

∑
{R′

B}
eik·(R

′
A−RB)

∫
d3r ϕ∗

π(r−RA)H ϕπ(r−R′
B).(2.23)

Thanks to the nearest neighbour approximation, for each site of the A sublattice
we keep only the contributions of the three nearest neighbouring B sites. The three
nearest neighbours with respect to any A atom are at a distance a√

3
and they are

equispaced by angles 2π
3

on the plane.

Rj = RA +
a√
3

(
cos

(
2π(j − 1)

3

)
, sin

(
2π(j − 1)

3

))
, with j = 1, 2, 3.

(2.24)

R1 =a

(
1√
3
, 0

)
,

R2 =a

(
− 1

2
√
3
,
1

2

)
,

R3 =a

(
− 1

2
√
3
,−1

2

)
.

(2.25)
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The transfer integral HAB(k) becomes:

HAB(k) =
ei(θB−θA)

V N

3∑
j=1

eik·Rj

∑
{RA}

∫
d3r ϕ∗

π(r−RA)H ϕπ(r−RA −Rj).(2.26)

We define tj as:

tj =
1

V N

∑
{RA}

∫
d3r ϕ∗

π(r−RA)H ϕπ(r−RA −Rj). (2.27)

HAB(k) = ei(θB−θA)

3∑
j=1

tje
ik·Rj . (2.28)

The quantity tj , that in principle may depend on the index j, is actually the same
for all values of the index j. We prove this by applying to tj a rotation R̂ of the
plane amounting to ±2π

3
.

R̂(tj) =
1

V N

∑
{RA}

∫
d3r R̂(ϕ∗

π(R̂r− R̂RA))H R̂(ϕπ(R̂r− R̂RA − R̂Rj)).

(2.29)

First of all, we need to remember that the π orbitals are invariant under rotations
on the xy plane, so only the arguments of the functions are affected by the rotation.
In addiction, tj being a scalar remains the same.

tj =
1

V N

∑
{RA}

∫
d3r ϕ∗

π(R̂r− R̂RA)H ϕπ(R̂r− R̂RA − R̂Rj). (2.30)

The r is invariant since we are integrating over this variable, the set of {RA}
is unaffected too because the whole graphene plane is symmetric under rotations
of ±2π

3
. It reduces to:

tj =
1

V N

∑
{RA}

∫
d3r ϕ∗

π(r−RA)H ϕπ(r−RA − R̂Rj). (2.31)

So, the only effect of the rotation R̂(tj) is to rotate the Rj. However, the Rj

are equispaced by angles of 2π
3

as one can check looking at Eq.(2.25). Thus,
the rotation basically changes the value of the index j in Rj to its other possible
values. This sets an equivalence between all the tj and we can drop the index
dependence ∀ tj = t. The transfer integral t is real and has to be negative, since
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the π orbitals are approximate bound states of the Hamiltonian H. At this stage,
we can go back to Eq.(2.28):

HAB(k) = t ei(θB−θA)

3∑
j=1

eik·Rj = t ei(θB−θA)α(k), (2.32)

with

α(k) =
3∑

j=1

eik·Rj = e
ikxa√

3 + 2e
− ikxa

2
√
3 cos

(
kya

2

)
. (2.33)

2.2.2 The overlap matrix
We now consider the matrix of the overlap integrals S and we expand S on the
basis of the sublattices A and B. Under this choice, the diagonal elements are
straightforward:

Sαα(k) =
1

V

∫
d3r Φ∗

α(k, r)Φα(k, r) = 1, (2.34)

due to normalization requirements.

The two out of diagonal elements of the overlap matrix S are one the com-
plex conjugated of the other: SAB(k) = S∗

BA(k). As in the previous section, we
compute the term SAB(k):

SAB(k) =
1

V

∫
d3r Φ∗

A(k, r)ΦB(k, r),

=
1

V N

∑
{RA}

∑
{R′

B}
eik·(R

′
A−RB)

∫
d3r ϕ∗

π(r−RA)ϕπ(r−R′
B).

(2.35)

Operating within the nearest neighbour approximation, it reduces to:

SAB(k) =
1

V

∫
d3r Φ∗

A(k, r)ΦB(k, r),

=
1

V N
ei(θB−θA)

3∑
j=1

eik·Rj

∫
d3r ϕ∗

π(r−RA)ϕπ(r−RA −Rj).
(2.36)

The common practice here is to adopt the so called orthogonal tight-binding, that
consists in neglecting overlaps of π orbitals on different sites not mediated by the
Hamiltonian. As a consequence, we set SAB(k) = 0.
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(a) (b)

Figure 2.4: (a) Tight-binding π bands on the 2D Brillouin zone of graphene (b) Comparison of the
ab-initio π bands in solid lines with the tight-binding results ( figure (a) is taken from [4], figure
(b) adapted from [126])

2.2.3 The band structure of the π states
Once determined the matrix elements of H and S, we retrieve the dispersion of
the π states solving the secular equation Eq.(2.17) in the basis of the sublattices:

det [H − E(k)S] = 0,

det

[
ϵ2p − E tei(θB−θA)α(k)

te−i(θB−θA)α∗(k) ϵ2p − E

]
= 0,

(ϵ2p − E)2 − t2|α(k)|2 = 0,

E − ϵ2p = ∓t|α(k)|.

(2.37)

It is clear that ϵ2p, the energy of the 2p band, plays the role of the energy reference
of the system. For sake of clarity, we shift this energy reference to 0, so as E ′ =
E − ϵ2p. Hence, dropping the primed index, the energy dispersion becomes:

E =∓ t|α(k)|,

E =± |t|

√√√√1 + 4 cos

(√
3kxa

2

)
cos

(
kya

2

)
+ 4 cos2

(
kya

2

)
,

(2.38)

where the ± symbols refer respectively to the conduction band and the valence
band.

We plot in Fig.(2.4-a) the two energy dispersions of the π bands from tight-
binding. The two bands touch when the function |α(k)| = 0. This condition is
met at the K points, determining the semi-metallic behaviour. Thus, graphene is
a special semimetal whose Fermi surface is reduced to the six K points of the
hexagonal Brillouin zone. The dispersion of the π bands computed with nearest-
neighbour orthogonal tight-binding agrees particularly well with first principle
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computations, especially in the regions close to the Fermi energy (Fig.(2.4-b)).
The agreement between tight-binding and first principle can become even better
if relaxing the hypothesis of orthogonality between π orbitals and including next-
nearest neighbour [127]. In this latter case, tight-binding displays the breaking of
the particle-hole symmetry also appearing in ab-initio.

We can deepen the analysis of the electronic behaviour in the region in the
neighbourhood of the K points through an expansion of Eq.(2.38).

E±(K+ δk) = ±ℏvF |δk|. (2.39)

The conduction and valence bands show a nearly linear dispersion with a Fermi
velocity vF = |t|

√
3a
2ℏ . This type of energy dispersion is very peculiar because it is

characteristic of massless relativistic fermions while in semiconductors electrons
typically follow a quadratic energy-momentum relation. The regions in which it
is observed the nearly linear dispersion of the energy are called Dirac cones. In
order to characterise the electronic properties of graphene and derived materials,
it is often sufficient to consider only the region of the Brillouin zone with the
Dirac cones because the electronic processes are mainly limited to this area of the
reciprocal space.

2.3 Envelope functions of graphene
At the beginning of section 2.2, we have defined the general wavefunction of
graphene as:

Ψ(k, r) = CA(k)ΦA(k, r) + CB(k)ΦB(k, r), (2.40)

where the Φα(k, r) are the Bloch functions and the multiplicative coefficients
CA(k) and CB(k) have turned out to be the eigenfunctions of the secular equation
Eq.(2.15). Based on the band structure, we have seen that to characterise graphene
is sufficient to limit to the region where appear the Dirac cones. In this region, we
can manipulate the tight-binding wavefunction and write it in a more practical
form as a function of the distance k from the K or K′ points. Taking as case study
the K point, the wavefunction can be written as:

Ψ(K+ k, r) =
1√
N
eiθACA(K+ k)

∑
{RA}

ei(K+k)·RAϕπ(r−RA)+

1√
N
eiθBCB(K+ k)

∑
{RB}

ei(K+k)·RBϕπ(r−RB).
(2.41)

We now introduce the envelope functions FKα(k,Rα) defined as:

FKα(k,Rα) = Cα(K+ k)eik·Rα . (2.42)
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Since the distance k from the Brillouin zone corners is very small within the region
of the Dirac cones, the envelope functions are slowly-varying in direct space with
respect to the lattice parameter. The wavefunction of graphene becomes:

Ψ(K+ k, r) =
1√
N
eiθA

∑
{RA}

eiK·RAFKA(k,RA)ϕπ(r−RA)+

1√
N
eiθB

∑
{RB}

eiK·RBFKB(k,RB)ϕπ(r−RB).
(2.43)

We can now consider the behaviour of the ϕπ(r −Rα) orbitals on the lattice
plane. These orbitals are localised around the atomic sites and decay smoothly in
a range of few lattice constants from the center; for larger distances however de-
cay rapidly. This type of functions are usually called smoothing functions. When
a smoothing function is multiplied to a generic smooth function, such as the en-
velope function, the smooth function dependence on the positions can usually be
transferred to the smoothing function:

FKα(k,Rα)ϕπ(r−Rα) ≃ FKα(k, r)ϕπ(r−Rα). (2.44)

This approximation relies on the fact that for positions of r for which the orbital
ϕπ(r − Rα) is not negligible, the envelope function FKα(k, r) is approximately
equal to FKA(k,Rα). Instead, for positions further away from Rα, for which
FKα(k, r) would significantly differ to FKα(k,Rα), the orbital ϕπ(r − Rα) is
null. As a consequence, the graphene wavefunction can be rewritten as:

Ψ(K+ k, r) =
1√
N
eiθA

∑
{RA}

eiK·RAFKA(k, r)ϕπ(r−RA)+

1√
N
eiθB

∑
{RB}

eiK·RBFKB(k, r)ϕπ(r−RB).
(2.45)

Taking out the envelope functions and indicating once again the Bloch states as
Φα(K, r), we end up with:

Ψ(K+ k, r) = FKA(k, r)ΦA(K, r) + FKB(k, r)ΦB(K, r). (2.46)

Thus, the electrons have a spatial wavefunction that approximately is the same
one of the K points. The total wavefunction of graphene includes the contribution
of both the K points:

Ψ(k, r) =
B∑

α=A

K′∑
τ=K

Fτα(k, r)Φα(τ , r). (2.47)
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2.4 Phases of the Bloch states
The Bloch states Φα(τ , r) appearing in the wavefunction have been defined with-
out specifying the phases. Within the envelope functions formalism, we have
reduced to require only the Bloch states of the K points that are:

ΦA(K, r) =
1√
N

∑
{RA}

eiK·RAϕπ(r−RA),

ΦB(K, r) =
1√
N
eiθ1

∑
{RB}

eiK·RBϕπ(r−RB),

ΦA(K
′, r) =

1√
N
eiθ2

∑
{RA}

eiK
′·RAϕπ(r−RA),

ΦB(K
′, r) =

1√
N
eiθ3

∑
{RB}

eiK
′·RBϕπ(r−RB).

(2.48)

The phases of these four Bloch states can be determined working with the symme-
tries of the graphene lattice [128, 129]. Since only the relative phases matter, we
let the ΦA(K, r) state phase-free. The main spacial symmetries of the graphene
lattice are:

• translations by unit vectors

• symmetries of the point group of the triangle C3v consisting of rotations
and reflections around the origin. The rotations that leave the system un-
changed are of multiples of 2π

3
. The reflections axes depend on the system

of reference chosen, in our case the axes are along the directions π
6
,π
2

and
5π
6

.

• C2 inversion symmetry, that for a plane is equivalent to a π rotation around
the z axis.

We can consider the effects of these symmetries on the Bloch states. For what con-
cerns the translations, it is clear that in the tight-binding theory the translational
symmetry is kept automatically into account. Thus, this symmetry is already con-
served.
We can then move to the symmetries of the point group of the triangle. In prin-
ciple, we should study these transformations with respect to any center of the
hexagons. However, thanks to the translational symmetry of graphene, we can
limit to perform all these operation only once. Thus, we write down the sym-
metries of the point group of the triangle C3v in our system of reference. The
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rotations are made up, less for the identity, of two cases: either a rotation by 2π
3

or
a rotation by −2π

3
. The general law of transformation for rotations is:

Rot (θ) =

(
cos (θ) − sin (θ)
sin (θ) cos (θ)

)
(2.49)

So the symmetric rotations are:

Rot

(
2π

3

)
=

(
−1

2
−

√
3
2√

3
2

−1
2

)
, (2.50)

and

Rot

(
−2π

3

)
=

(
−1

2

√
3
2

−
√
3
2

−1
2

)
. (2.51)

A reflection with respect to a generic direction θ is:

Ref (θ) =

(
cos (2θ) sin (2θ)
sin (2θ) − cos (2θ)

)
. (2.52)

The three symmetric reflections are:

Ref
(π
6

)
=

(
1
2

√
3
2√

3
2

−1
2

)
, (2.53)

Ref
(π
2

)
=

(
−1 0
0 1

)
, (2.54)

Ref

(
5π

6

)
=

(
1
2

−
√
3
2

−
√
3
2

−1
2

)
. (2.55)

The four Bloch states appearing in the wavefunction are referred to the K and
K′ point of the Brillouin zone. These two points generally transform under the
action of the symmetry operations. We then compute the new value of the two K
points after the transformations; the effect of the symmetry operations is shown
even from a graphical point of view in Fig. 2.5 in the same order.

Rot (0)K = K Rot
(
2π
3

)
K = K− b1 + b2 Rot

(
−2π

3

)
K = K− b1

Ref
(
π
6

)
K = K Ref

(
π
2

)
K = K− b1 + b2 Ref

(
5π
6

)
K = K− b1

(2.56)
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Figure 2.5: Pictorial representation of the action in reciprocal space of the symmetries of the point
group of the triangle C3v on the K and K′ points of the Brillouin zone. In the upper row appear
the rotations, in the lower row the reflections.

Rot (0)K′ = K′ Rot
(
2π
3

)
K′ = K′ + b2 Rot

(
−2π

3

)
K′ = K′ + b2 − b1

Ref
(
π
6

)
K′ = K′ + b2 Ref

(
π
2

)
K′ = K′ + b2 − b1 Ref

(
5π
6

)
K′ = K′

(2.57)

All the symmetry operations of the point group of the triangle applied to either
one of the two K points transform the K point into themselves or one of other K
points of the same type. The symmetry operations are diagonal in the space of
the Dirac valleys. We can then define two pseudospinors, that have respectively
as components the two Bloch states of the K and K′ valley:

Φ(K, r) =

(
ΦA(K, r)
ΦB(K, r)

)
,

Φ(K′, r) =

(
ΦA(K

′, r)
ΦB(K

′, r)

)
.

(2.58)

We demand that the two pseudospinors transform as valley-specific irreducible
representations of the C3v symmetry operations. This means that the action of
any of the C3v symmetry operations on the two pseudospinors can be represented
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as the product of a 2×2 matrix with the pseudospinors. The six 2×2 matrices
of the symmetry operations are valley dependent and constitute two different 2×2
irreducible representations of C3v. We indicate with M(R) and M’(R) the matrices
of the symmetry operations on the K and K′ pseudospinors. Under any of the
symmetry operations, the pseudospinors have to transform as:

RΦ(K, r) = [M(R)]T
(

ΦA(K, r)
ΦB(K, r)

)
,

RΦ(K′, r) = [M ′(R)]T
(

ΦA(K
′, r)

ΦB(K
′, r)

)
.

(2.59)

Before computing the elements of the six M(R) and M’(R) matrices, we can
already draw some conclusions on their shape studying how the rotations and
reflections act in real space. To help the reading, we depict from a graphical point
of view the effect of a rotation a reflection in real space in Fig. 2.6. The three
rotations move a carbon atom of the A or B sublattice on the old sites of a carbon
atom belonging to the same sublattice. The sublattice index of the graphene atoms
is then conserved during a rotation and the transformation matrix only features
diagonal elements. During a reflection, instead, the positions of A and B sites are
mirrored. Hence, the transformation matrix of a reflection only contains out-of
diagonal components.

We are now ready to derive the symmetry matrices. The procedure of the
derivation is as follows: we apply the symmetry operations to each Φα(τ , r) and
then we write the resulting operations from a matrix point of view through the
pseudospinors. Here, we limit to write down the effect of the symmetry operations
only for the Bloch state ΦA(K, r). For the other Bloch states, the results can be

Figure 2.6: Pictorial representation, in order, of the action of a rotation, a reflection and the inver-
sion symmetry on the graphene hexagon. The two sublattice do not exchange only under rotations.
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found just proceeding by analogy.

Rot (0)ΦA(K, r) = ΦA(K, r),

Rot

(
2π

3

)
ΦA(K, r) = ΦA(K− b1 + b2, r) = ei

2π
3 ΦA(K− b1 + b2, r),

Rot

(
−2π

3

)
ΦA(K, r) = ΦA(K− b1, r) = e−i 2π

3 ΦA(K− b1 + b2, r),

Ref
(π
6

)
ΦA(K, r) = e−iθ2ΦB(K, r),

Ref
(π
2

)
ΦA(K, r) = e−iθ2ΦB(K− b1 + b2, r) = e−iθ2ei

2π
3 ΦB(K, r),

Ref

(
5π

6

)
ΦA(K, r) = e−iθ2ΦB(K− b1, r) = e−iθ2e−i 2π

3 ΦB(K, r).

(2.60)

From now on, we will indicate ei
2π
3 as ω. It is instructive to notice that the effect

of the symmetry operations can be guessed just combining the result of the oper-
ations in Eq.(2.56-2.57) and how the symmetries act in real space.

Once performed the symmetry operations to all Φα(τ , r), we can find the ex-
pression of the six M matrices of the K valley.

M(Rot(0)) =

(
1 0
0 1

)
M
(
Rot

(
2π
3

))
=

(
ω 0
0 ω−1

)
M
(
Rot

(
−2π

3

))
=

(
ω−1 0
0 ω

)
M
(
Ref

(
π
6

))
=

(
0 eiθ2

e−iθ2 0

)
M
(
Ref

(
π
2

))
=

(
0 ω−1eiθ2

ωe−iθ2 0

)
M
(
Rot

(
5π
6

))
=

(
0 ωeiθ2

ω−1e−iθ2 0

)(2.61)

If we set eiθ2 = −ω−1, we have that:

M
(
Ref

(π
6

))
=

(
0 −ω−1

−ω 0

)
M
(
Ref

(π
2

))
=

(
0 −ω

−ω−1 0

)
M

(
Rot

(
5π

6

))
=

(
0 −1
−1 0

) (2.62)

With this choice of phase, the six M matrices are exactly the representation of the
C3v symmetry operations on the basis of vectors:(

x− iy
x+ iy

)
, (2.63)

that transform according to:

R

(
x− iy
x+ iy

)
= [M(R)]T

(
x− iy
x+ iy

)
(2.64)
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We now move to the K′ valley. The six symmetry matrices M’ are:

M ′(Rot(0)) =

(
1 0
0 1

)
M ′ (Rot (2π

3

))
=

(
ω−1 0
0 ω

)
M ′ (Rot (−2π

3

))
=

(
ω 0
0 ω−1

)
M ′ (Ref (π

6

))
=

(
0 ω−1e−i(θ3−θ4)

ωei(θ3−θ4) 0

)
M ′ (Ref (π

2

))
=

(
0 ωe−i(θ3−θ4)

ω−1ei(θ3−θ4) 0

)
M ′ (Rot (5π

6

))
=

(
0 e−i(θ3−θ4)

ei(θ3−θ4) 0

) (2.65)

Here, by setting ei(θ3−θ4) = ω, we have that:

M ′
(
Ref

(π
6

))
=

(
0 ω
ω−1 0

)
M ′
(
Ref

(π
2

))
=

(
0 1
1 0

)
M ′
(
Rot

(
5π

6

))
=

(
0 ω−1

ω 0

) (2.66)

The M’ matrices so built are the representation the representation of the C3v on
the basis of vectors (

x+ iy
−x+ iy

)
, (2.67)

that transform according to:

R

(
x+ iy
−x+ iy

)
= [M ′(R)]T

(
x+ iy
−x+ iy

)
(2.68)

With the choices made for the phases, the the two sets of transformation matrices
M and M’ are isomorphisms of the K and K′ points. The relative phase factors
within the pseudospinors are then:

eiθ2 = −ω−1

eiθ4 = ω−1eiθ3
(2.69)

We remain with a last unknown phase θ3 between Bloch states of different valleys.
The remaining phase is determined exploiting the inversion symmetry I:

I : r → −r. (2.70)

In real space, the inversion symmetry swaps A and B sites, as we see from the
third image in Fig. 2.6. In reciprocal space, instead, the inversion symmetry flips
K and K′ points, enabling to establish a link between the wavefunctions of the
two valleys.

IK = K′ + b2 − b1, (2.71)
IK′ = K+ b2 − b1. (2.72)
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The wavefunction must be conserved under the inversion symmetry:

I(ΦA(K, r)) = ΦB(K
′, r). (2.73)

I(ΦA(K, r)) =
1√
N

∑
n1,n2

eiI(K)·I(RA)ϕπ(r− I(RA))

=
1√
N

∑
n1,n2

ei(K
′+b2−b1)·(−n1a1−n2a1−R0A)ϕπ(r− (−n1a1 − n2a2 −R0A)).

(2.74)

Now recalling that R0A = −R0B, and updating the dumb indices n1 and n2, we
can write:

I(ΦA(K, r)) =
1√
N

∑
n1,n2

e−i(K′+b2−b1)·(n1a1+n2a2+R0B)ϕπ(r− (n1a1 + n2a2 +R0B))

I(ΦA(K, r)) =
1√
N

∑
n1,n2

e−i(K′+b2−b1)·RBϕπ(r−RB)

I(ΦA(K, r)) =
1√
N
ω−1

∑
n1,n2

e−iK′·RBϕπ(r−RB)

(2.75)

The term at left is exactly ΦB(K
′, r) provided that e−iθ3ω−1 = ω−1 meaning

that eiθ3 is simply 1. The full expression of the Bloch states is:

ΦA(K, r) =
1√
N

∑
{RA}

eiK·RAϕπ(r−RA),

ΦB(K, r) = − 1√
N
ω−1

∑
{RB}

eiK·RBϕπ(r−RB),

ΦA(K
′, r) =

1√
N

∑
{RA}

eiK
′·RAϕπ(r−RA),

ΦB(K
′, r) =

1√
N
ω−1

∑
{RB}

eiK
′·RBϕπ(r−RB),

(2.76)

2.5 Full Schrödinger Equation of graphene
We now derive the effective Schrödinger equation for the envelope functions
Fτα(k, r). The envelope functions have been defined through the coefficients
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CA(τ + k) and CB(τ + k) (where τ is either K or K′), eigenstates of the secular
equation. These coefficients respect an equation to the eigenvalues:{

t ei(θτA−θτB)α(τ + k)CB(τ + k) = E CA(τ + k),
t e−i(θτA−θτB)α∗(τ + k)CA(τ + k) = E CB(τ + k),

(2.77)

where the phases θ are those defined in Eq. (2.76). Starting from this equation for
the coefficients, we can write down similar relations for the envelope functions.
It is important to remember that the relations for the envelope functions are valid
only in the region of the two Dirac cones where the approximation of the envelope
functions holds. We first look at the equation for the envelope functions in the K
valley: {

−t ω−1 α(K+ k)FKB(k, r) = EFKA(k, r),
−t ω α∗(K+ k)FKA(k, r) = EFKB(k, r).

(2.78)

We expand the function α(K + k) at first order in the neighbourhood of the K
point since the wavevector k is small:

α(K+ k) = e
i

(
2π
a
√
3
+kx

)
a

√
3 + 2e

−
i

(
2π
a
√
3
+kx

)
a

2
√
3 cos

(
a

2

(
2π

3a
+ ky

))
,

≃

(
−1

2
+ i

√
3

2

)(
1 + i

a√
3
kx

)
+

(
1

2
− i

√
3

2

)(
1− i

a

2
√
3
kx

)(
1−

√
3a

2
ky

)
.

(2.79)

Neglecting mixed products, it becomes:

α(K+ k) ≃
√
3a

2

(
−1

2
+ i

√
3

2

)
(ikx + ky) =

√
3a

2
ω(ikx + ky). (2.80)

The envelope functions FKα(k, r) then follow the equation:{
−t

√
3a
2
(ikx + ky)FKB(k, r) = EFKA(k, r),

−t
√
3a
2
(−ikx + ky)FKA(k, r) = EFKB(k, r).

(2.81)

We now repeat the same procedure in the K ′ valley. We start by looking again
at the equation for the envelope functions once introduced the phases of the Bloch
states: {

tω−1α(K′ + k)FK′B(k, r) = EFK′A(k, r),
tωα∗(K′ + k)FK′A(k, r) = EFK′B(k, r).

(2.82)
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We then expand the function α(K′ + k) at first order in the region of the Dirac
cones:

α(K′ + k) = e
i

(
2π
a
√
3
+kx

)
a

√
3 + 2e

−
i

(
2π
a
√
3
+kx

)
a

2
√
3 cos

(
a

2

(
−2π

3a
+ ky

))
,

≃

(
−1

2
+ i

√
3

2

)(
1 + i

a√
3
kx

)
+

(
1

2
− i

√
3

2

)(
1− i

a

2
√
3
kx

)(
1 +

√
3a

2
ky

)
.

(2.83)

Neglecting once again the mixed products, we get:

α(K′ + k) ≃
√
3a

2

(
−1

2
+ i

√
3

2

)
(ikx − ky) = −

√
3a

2
ω(−ikx + ky). (2.84)

The eigenstates equation for the envelope functions FK′α(k, r) then is:{
−t

√
3a
2
(−ikx + ky)FK′B(k, r) = EFK′A(k, r),

−t
√
3a
2
(ikx + ky)FK′A(k, r) = EFK′B(k, r).

(2.85)

We introduce γ = −t
√
3a
2

with γ positive, being the tight-binding parameter
t negative. Recalling the relation between the tight-binding parameter and the
Fermi velocity of the Dirac cones, we can also write that γ = ℏvF .

At this stage, we can write in a unified expression the eigenstates equation for
the envelope function in the two K valleys. This gives the expression of the full
Schrödinger equation of graphene in the k · p approximation:

γ


0 ky + ikx 0 0

ky − ikx 0 0 0
0 0 0 ky − ikx
0 0 ky + ikx 0




FKA(k, r)
FKB(k, r)
FK′A(k, r)
FK′B(k, r)

 = E


FKA(k, r)
FKB(k, r)
FK′A(k, r)
FK′B(k, r)


(2.86)

In the next chapter, we will start from this equation to compute the energy and
the eigenstates of carbon nanotubes.
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Chapter 3

The effective mass theory of Carbon
Nanotubes

The aim of this chapter is to illustrate the effective-mass theory for single-wall
carbon nanotubes. We start with a brief analysis of the geometrical properties of
single-wall carbon nanotubes. We then derive the effective mass states of single-
wall carbon nanotubes using the graphene states built in the previous Chapter. In
the end, we will limit to consider the lowest-energy states due to our interest in
transport properties of single-wall carbon nanotubes.

3.1 Geometry of a nanotube
Geometrically, single-wall carbon nanotube are graphene strips rolled up in a
cylindrical form (Fig. 3.1). The typical dimensions of the diameters of the cylin-

Figure 3.1: Single-wall carbon nanotubes are wrapped up graphene sheets. Nanotubes are classi-
fied based on the way of folding.
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ders are in the order of few nm. The rolling, except in the smallest tubes, only
slightly modifies the interatomic distances between the carbon atoms and hence
approximatively the lattice of graphene and of carbon nanotubes can be consid-
ered as analogous. Thus, a single-wall carbon nanotube has basically the same mi-
croscopic structure of flat graphene with the main difference that the honeycomb
lattice is now spread over a cylindrical surface and confined along the curved di-
rection. In order to describe nanotubes, we can define the circumferential vector C
as the chiral vector between a pair of atoms of the same sublattice on the graphene
layer which, when rolled onto each other, form the nanotube:

C = (n+m)a1 +ma2, (3.1)

where a1 and a2 are the graphene lattice vector (Eq.(2.1)). To any chiral vector C
corresponds a unique pair of indices (n,m). The chiral vector C is the circumfer-
ence of the nanotube, hence the nanotube radius amounts to:

R =
|C|
2π

=

√
n2 +m2 + nm

2π
. (3.2)

An other important parameter is the chiral angle θ, that spans the area between C
and the lattice vector a1:

cos θ =
C · a1

|C||a1|
=

2n+m

2
√
n2 +m2 + nm

. (3.3)

The chiral angle corresponds to the tilt of the hexagonal cells with respect to the
nanotube axis. The chiral angle ranges between 0◦ and 30◦ for the hexagonal
symmetry of the honeycomb lattice. At 0◦ and 30◦, there are two special types
of nanotubes respectively called zigzag and armchair. The two names refer to
the line-shape created by the carbon atoms along the circumference. In zigzag
nanotubes, that have indices (n, 0) and θ = 0◦, the hexagonal cells stack verti-
cally and the carbon-carbon bonds are parallel to the nanotube axis. Whereas, in
armchair tubes, that have indices (n, n) and θ = 30◦, the hexagonal cells stack
horizontally and the carbon-carbon bonds are perpendicular to the nanotube axis.
Both zigzag and armchair nanotubes are called achiral tubes because they possess
mirror symmetry. All the other nanotubes are, instead, called chiral.

The unit cell of carbon nanotubes is not univocally defined. The most common
choices are working with a translational unit cell or an helical unit cell. Here, we
work with the translational unit cell, that is the most immediate. The translational
unit cell is built through the chiral vector C and the smallest lattice vector T
perpendicular to C. On the graphene plane, the translational unit cell corresponds
to a rectangle. The vector T is defined as:

T = t1a1 + t2a2, (3.4)
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with

t1 =
2m+ n

dR
, t2 =

n−m

dR
, (3.5)

where dR is the greatest common divisor between 2m + n and 2n + m. The
modulus of the translational vector defines the length t that is the translational
period along the tube axis:

t = |T| = a

√
3(n2 + nm+m2)

dR
. (3.6)

The nanotube unit cell is thus formed by a cylindrical surface with height t and
circumference C. The number of primitive graphene unit cells contained within a
single translational unit cell is:

N =
|C×T|
|a1 × a2|

=
2(n2 + nm+m2)

dR
. (3.7)

As the translational unit cell is N times bigger than the unit cell of flat graphene,
the translational reciprocal cell is N times smaller than the Brillouin zone of
graphene. This affects the energy dispersion. In order to retrieve the energy
dispersion of the carbon nanotube, one must perform N foldings of the energy
dispersion of flat graphene. This leads to the formation of N bands in the carbon
nanotube.

3.2 Nanotube reference frame
In the previous chapter, we have developed the effective mass theory of graphene
in the (x, y) reference frame that allows to best exploit the symmetry properties
of the honeycomb lattice. This has helped us to determine the relative phases
between the Bloch wavefunctions. In order to extend the effective mass theory
to carbon nanotubes, it is more suitable to make a change of the (x, y) reference
frame. The optimal choice is taking a (x, y) reference frame centred on an atom
of the B sublattice with the axes parallel to the vectors of the translational unit
cell. This choice makes easier to describe the effect of the rolling of the graphene
plane along the chiral vector direction and to determine the boundary condition.
In order to pass from the current (x, y) reference frame to the new reference frame,
we have to perform three transformations: a rotation of −π

2
, a translation and at

last an other rotation to superimpose the x axis on the direction of the chiral vector
C. The change of the (x, y) reference frame causes modifications of the phases
both in the k · p equation and in the Bloch functions. As we have to perform two
rotations, we start by analysing the effects of this transformation.
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Let us consider a rotation of an angle β. A vector r of coordinates (x, y) in
the old reference frame transforms in the new reference frame to the coordinates
(x′, y′) according to:(

x′

y′

)
= Rot(−β)

(
x
y

)
=

(
cos(β) sin(β)
− sin(β) cos(β)

)(
x
y

)
. (3.8)

Based on the transformations rules of r, we can derive straightforwardly the
transformation of the differential operators:(

kx
ky

)
=

(
cos(β) sin(β)
− sin(β) cos(β)

)(
kx′

ky′

)
. (3.9)

The differential operators transform in the opposite manner with respect to r in
consistence to ki · rj = 2πδij . We can write down the transformation for the
operators appearing inside the k · p equation:

ky − ikx = e−iβ (ky′ − ikx′) ,

ky + ikx = eiβ (ky′ + ikx′) .
(3.10)

At this point, we may pass to consider the wavefunction. In the new reference
frame, the wavefunction is given by:

Ψ′(k, r) = R(β)Ψ(k, r) = R(β)
B∑

λ=A

K′∑
τ=K

Fτλ(k, r)Φλ(τ , r), (3.11)

where R(β) is the general rotation operator. If R(β) is applied to a function, it
rotates all the quantities appearing inside the function. Thus, R(β) acts both on
the envelope functions and the Bloch states. Recalling the definition for the Bloch
states Φλ(τ , r):

Φλ(τ , r) = eiατ ,λ

∑
Rλ

eiτ ·Rλϕπ(r−R), (3.12)

with τ = K,K′ and λ = A,B. We can notice that Φλ(τ , r) is constant with
respect to R(β). Indeed, the π orbital is invariant under (x, y) rotations and the
exponential depends on the scalar product that is invariant by definition. Thus:

Φ′
λ(τ , r) = R(α)Φλ(τ , r) = Φλ(τ , r). (3.13)

For what concerns the envelope functions, in general they may change but as they
have not been explicitly defined yet, they can be simply renamed. Hence, we can
conclude that overall a rotation affects only the operators in the k ·p equation and
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the coordinates of the vectors both in the direct and the reciprocal space.

We are now ready to begin the transformation procedure of the k · p Hamill-
tonian to pass in the nanotube reference frame. As first operation, we perform
the rotation of −π

2
. The correcting phase factors appearing on the differential

operators eiβ of Eq.(3.10) in this case amount to ∓i:

γ


0 kx − iky 0 0

kx + iky 0 0 0
0 0 0 kx + iky
0 0 kx − iky 0




FKA(k, r)
FKB(k, r)
FK′A(k, r)
FK′B(k, r)

 = E


FKA(k, r)
FKB(k, r)
FK′A(k, r)
FK′B(k, r)

 .(3.14)

In the new reference frame, the coordinates of the lattice vectors become:

a1 =
a

2

(
1

−
√
3

)
,

a2 =
a

2

(
1√
3

)
,

(3.15)

The new positions of the atoms of the two sublattices are:

RA(n1, n2) = a

(
1

2
(−n1 + n2),

1

2
√
3
+

√
3

2
(n2 + n1)

)
, (3.16)

RB(n1, n2) = a

(
1

2
(−n1 + n2),−

1

2
√
3
+

√
3

2
(n2 + n1)

)
. (3.17)

The K points rotate as well:

K =
2π

a

( 1
3

− 1√
3

)
,

K′ =
2π

a

(
−1

3

− 1√
3

)
,

(3.18)

Remembering that each K point has two other equivalent points in the BZ, it is
possible to change the couple of K points around which we make the expansion.
In particular, here we decide to take a new couple of K points:

Knew =
2π

a

( 1
3
1√
3

)
,

K′
new =

2π

a

(
2
3

0

)
,

(3.19)
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Concerning the k · p Hamiltonian, the change of K point has no effects at all.
However, we have to pay attention to the Bloch states. In order to be consistent,
we need to replace the old K points with the new ones:

Kold = Knew +
2π

a

(
0

− 2√
3

)
,

K′
old = K′

new +
2π

a

(
−1
− 1√

3

)
,

(3.20)

The updated form of the Bloch states is determined introducing the new K
points inside Eq.(2.76). Changes in the phases occur. From now on, we discard
the “new” label.

ΦA(K, r) =
1√
N

∑
{RA}

eiK·RAϕπ(r−RA),

ΦB(K, r) = −ω 1√
N

∑
{RB}

eiK·RAϕπ(r−RB),

ΦA(K
′, r) = −ω 1√

N

∑
{RA}

eiK
′·RAϕπ(r−RA),

ΦB(K
′, r) = −ω 1√

N

∑
{RB}

eiK
′·RBϕπ(r−RB).

(3.21)

We now perform the second transformation that is the translation. Specifically,
we translate the origin of the direct space in order to let it coincide with an atom
of the B sublattice.

r′ = r+w = r+ a

(
0,

1

2
√
3

)
(3.22)

The four Bloch states of Eq.(3.21) after the translation acquire an additional phase
factor coming from the products of the K vectors with the translation vector w.
This factor is trivial in the K′ valley.

K ·w = ei
π
3

K′ ·w = 1.
(3.23)

The k · p Hamiltonian is instead constant under the translation. The atomic posi-
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tions must be updated once again though:

RA(n1, n2) = a

(
1

2
(n1 + n2),

1√
3
+

√
3

2
(n2 − n1)

)
(3.24)

RB(n1, n2) = a

(
1

2
(n1 + n2),

√
3

2
(n2 − n1)

)
(3.25)

We are now ready to perform the second rotation. The angle of rotation is the
chiral angle θ. This rotations leads the x axis to lie along the direction of the chiral
vector C and the y axis to lie along the nanotube axis parallel to T. The K points
after the rotation are:

K =
2π

a

(
1
3
cos(θ) + 1√

3
sin(θ)

−1
3
sin(θ) + 1√

3
cos(θ)

)
,

K′ =
2π

a

(
2
3
cos(θ)

−2
3
sin(θ)

)
,

(3.26)

The k · p equation becomes:

γ


0 e−iθ(kx − iky) 0 0

eiθ(kx + iky) 0 0 0
0 0 0 eiθ(kx + iky)
0 0 e−iθ(kx − iky) 0



FKA(k, r)
FKB(k, r)
FK′A(k, r)
FK′B(k, r)

 = E


FKA(k, r)
FKB(k, r)
FK′A(k, r)
FK′B(k, r)

 .(3.27)

We redefine the envelope function to avoid keeping explicit the phase factors in
the k · p equation:

FKB(r) → eiθFKB(r), (3.28)
FK′A(r) → eiθFK′A(r), (3.29)

leading to:

γ


0 kx − iky 0 0

kx + iky 0 0 0
0 0 0 kx + iky
0 0 kx − iky 0



FKA(k, r)
FKB(k, r)
FK′A(k, r)
FK′B(k, r)

 = E


FKA(k, r)
FKB(k, r)
FK′A(k, r)
FK′B(k, r)

 .(3.30)

This is the equation we will use to determine the envelope functions of the carbon
nanotubes. Before moving on, we need, however, to make a last adjustment. We
look at the expression of the full wavefunction:

Ψ(k, r) =FKA(k, r)ΦA(K, r) + eiθFKB(k, r)ΦB(K, r)

+ eiθFK′A(k, r)ΦA(K
′, r) + FK′B(k, r)ΦB(K

′, r′).
(3.31)
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The eiθ phases can be absorbed inside the phase factors of the Bloch functions, as:

ΦA(K, r) =
1√
N

∑
{RA}

eiK·RAϕπ(r−RA),

ΦB(K, r) = −ω 1√
N
eiθ
∑
{RB}

eiK·RAϕπ(r−RB),

ΦA(K
′, r) =

1√
N
eiθ
∑
{RA}

eiK
′·RAϕπ(r−RA),

ΦB(K
′, r) =

1√
N

∑
{RB}

eiK
′·RBϕπ(r−RB).

(3.32)

In this manner, the full wavefunction can be written in its previous form:

Ψ(k, r) =
B∑

λ=A

K′∑
τ=K

Fτλ(k, r)Φλ(τ , r). (3.33)

3.3 Envelope functions
In this section, we compute the envelope functions of graphene. The combina-
tion of the envelope functions with the Bloch states provides the single-particle
wavefunctions in the region of the Dirac cones, where the envelope functions are
slowly varying with respect to the lattice constant.

γ


0 kx − iky 0 0

kx + iky 0 0 0
0 0 0 kx + iky
0 0 kx − iky 0



FKA(k, r)
FKB(k, r)
FK′A(k, r)
FK′B(k, r)

 = E


FKA(k, r)
FKB(k, r)
FK′A(k, r)
FK′B(k, r)

 .(3.34)

At a close inspection, we can notice that the upper and the lower branch of the
Schrödinger equation are completely independent one to another. By introducing
two spinors:

FK(r) =

(
FKA(k, r)
FKB(k, r)

)
,

FK′
(r) =

(
FK′A(k, r)
FK′B(k, r)

)
,

(3.35)

we can decouple the Schrödinger equation into two separate parts:

γk · σFK(r) = EFK(r),

γk′ · σFK′(r) = EFK′
(r).

(3.36)
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The quantities k, k′ are the momentum vectors and σ is the Pauli vector:

k = kxx̂+ kyŷ (3.37)
k′ = kxx̂− kyŷ (3.38)
σ = σxx̂+ σyŷ + σz ẑ (3.39)

We can notice that Eq.(3.36) are analitically equivalent to the relativistic Dirac
equations for massless fermions. For this reason, Eq.(3.36) are commonly called
the Dirac equation of graphene. It follows that charge carriers of graphene will
have transport properties similar to elementary massless spin 1⁄2 particles. Phe-
nomena characteristic of relativistic quantum mechanics have indeed been ob-
served, such as Klein’s tunneling [57-61]. The eigenvalues of the relativistic Dirac
equations are:

Eτα = sαγ
√
k2x + k2y = sαγ|k|, (3.40)

with sα = ±1, respectively, for the conduction and valence bands. We introduce
the symbol τ that refers to the K or K′ point. The energy is degenerate in the
two valleys. The eigenfunctions of the relativistic Dirac equations, the envelope
functions, have the aspect of spinors:

F τ
α(r) =

(
kx+iτky√

k2x+k2y

sα

)
eik·r, (3.41)

here the symbol τ once again refers to the K or K′ point and takes values ±1
respectively.

3.4 From graphene to carbon nanotubes
In the previous section, we have derived the single-particle wavefunction and the
energy dispersion of graphene. Taking advantage from the fact that nanotubes
are just rolled up graphene sheets, we can derive the same quantities in carbon
nanotubes. When moving to carbon nanotubes, the x-axis of the graphene sheet,
once superimposed on the direction of the chiral vector, becomes the circumfer-
ence of the tube and extends between 0 and |C|. The single-particle wavefunction
must adapt to the new topology of the system. Specifically, since a system with
cylindrical symmetry is identical under translations of a whole circumference, we
impose periodic boundary conditions on the wavefunction along the circumfer-
ence direction:

Ψ(r) = Ψ(r+C). (3.42)

36



The single-particle wavefunction of graphene, defined in Eq.(3.33), is made
up of a sum of products between the Bloch function and the envelope function.
As the boundary condition Ψ(r) = Ψ(r + C) has to hold in every point of the
nanotube, each term of the sum must satisfy the equality. Thus, treating the K
and K′ point separately, we have:

ΦKα(r+C)FKα(r+C) = ΦKα(r)FKα(r),

ΦK′α(r+C)FK′α(r+C) = ΦK′α(r)FK′α(r),
(3.43)

with α = A,B. By making use of the definition of translation, we have:

eiK·CΦKα(r)e
ik·CFKα(r) = ΦKα(r)FKα(r),

eiK
′·CΦK′α(r)e

ik′·CFK′α(r) = ΦK′α(r)FK′α(r).
(3.44)

It follows that the product of the two translational phases must be equal to the
unit:

eiK·Ceik·C = 1 = e2πinC ,

eiK
′·Ceik

′·C = 1 = e2πinC ,
(3.45)

where nC is a generic integer. We now compute all the translational phases, start-
ing from the ones coming from the Bloch functions:

eiK·C = ei
2π
3
(m−n),

eiK
′·C = ei

2π
3
(n+2m).

(3.46)

We manipulate the phase factor of the term in K′ to make it more similar to the
other one:

eiK
′·C = ei

2π
3
(2m+n) = ei

2π
3
(n+2m)e−2πim = ei

2π
3
(n−m). (3.47)

Hence, both the phases depend on the difference m− n. We can write the differ-
ence m− n as:

m− n = 3N + ν, (3.48)

with N being an integer and ν ∈ [−1, 0, 1]. Effectively, the phase factors only
depend on ν:

eiK·C = ei
2π
3
ν ,

eiK
′·C = e−i 2π

3
ν .

(3.49)
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The translational phases coming from the envelope functions are instead:

eik·C = eikx|C|,

eik
′·C = eik

′
x|C|.

(3.50)

where we have exploited that C lies along x̂. The translational phases depend
only on the transverse momentum. Putting everything together, we have:

eiK·Ceik·C = e−i 2π
3
νeikx|C| = e2πinC ,

eiK
′·Ceik

′·C = ei
2π
3
νeik

′
x|C| = e2πinC .

(3.51)

Simplifying, we find a condition on the transverse momenta:

kx =
2π

|C|

(
nC − ν

3

)
=

1

R

(
nC − ν

3

)
,

k
′

x =
2π

|C|

(
nC +

ν

3

)
=

1

R

(
nC +

ν

3

)
.

(3.52)

We can sum up the two results in a unified expression, introducing the index τ
that takes value 1 in the K valley and value −1 in the K’ valley:

kx(nC , τ) =
1

R

(
nC − τ

ν

3

)
, with nc ∈ Z. (3.53)

So, the transverse momentum of the nanotube is quantized. The momentum
along the axis ky, however, remains continuous. Therefore, the carbon nanotube
has a 1D Brillouin zone. If we plot the allowed wavevectors for a nanotube over
the Brillouin zone of graphene, we will see a series of parallel lines (Fig 3.2 a-b).
Each line creates an energy band of the carbon nanotube:

Eτα(nC , k) = sαγ
√
k2y + k2x(nC , τ) = γ

√
k2y +

1

R2

(
nC − τ

ν

3

)2
. (3.54)

Basically, the band dispersion of the nanotube is obtained by cutting the 2D band
of graphene into many 1D bands at the different allowed values of the transverse
momentum. Among all the bands, we now consider the two lowest lying in energy
(Fig 3.2 c-d). These are the bands with nC = 0 and their band dispersion is:

Eτα(0, k) = sαγ

√
k2y +

( ν

3R

)2
. (3.55)

Depending on the value of ν, there could be a finite gap at ky = 0. We distinguish
carbon nanotubes into two main groups: semiconducting nanotubes for which
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Figure 3.2: Quantization of the Brillouin zone of graphene as provided by the periodic boundary
conditions. If the quantization lines intersect the Dirac points the nanotube is (a) metallic; other-
wise (b) semiconducting. The offset between the quantization line |∆kx| = 1

3R opens a band gap
in the lowest-energy bands close to the Dirac points in semiconducting nanotubes (d) while the
metallic character is preserved in the other tubes (c). (Figures are adapted from [4])

ν = ±1 and nominally metallic nanotubes for which ν = 0. The semiconducting
nanotubes have a finite gap amounting to:

Eg = γ∆kx =
2γ

3R
. (3.56)

This gap is called in literature primary gap and it is quite large, in the order of
1eV for small tubes and decreases slowly with the radius.

In nominally metallic nanotubes, instead, the primary gap is null. As a conse-
quence, theK points are included in the reduced Brillouin zone only of nominally
metallic nanotubes and the low lying bands here feature Dirac cones in reciprocal
space.

It is instructive to compute the density of states of carbon nanotubes to look at
the available states. The density of states is defined as:

ρ(E) =
2

Ω
Tr[δ(E −H)], (3.57)

where the factor 2 accounts for the spin and Ω is the surface of the nanotube. We
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expand the trace within the basis of the envelope function:

ρ(E) =
2

Ω

∑
nC

∑
τ

∑
sα

∫
dk δ(E − Eτα),

=
2

πγ

∑
nC

∑
τ

∑
sα

E√
E2 − γ2k2x(nC , τ)

.

(3.58)

The density of states shows Van Hove singularities in correspondence of E =
γ|kx(nC , τ)|, that are the energies associated to the quantized momenta (Fig. 3.3 ).
So, a Van Hove singularity appears whenever a new band of the carbon nanotube
becomes energetically available. We can focus on the density of states at E =
0. In semiconducting tubes, the density of states is null being gapped systems.
Instead, in nominally metallic tubes, the density of states at the Fermi energy is a
constant and can be expressed analytically [130]:

ρ(EF ) =
∑
τ

∑
sα

2

πγ
=

4

πγ
, (3.59)

where the factor 4 is due to the spin and the valley degeneracy. The value of the
density at the Fermi energy differs greatly with flat graphene where the density of
states vanishes.

3.5 Aharonov–Bohm effect
The most common method to manipulate the gap of carbon nanotubes is through
an uniform external magnetic field along the axial direction B = Bŷ. Such a

Figure 3.3: Band structure and density of states of a metallic (a) and semiconducting (b) nanotube
within the zone-folding model. The Fermi level is located at zero energy. (Figures are taken from
[2])
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field leads to an Aharonov–Bohm effect [131, 132] for the presence of a vector
potential A, related to B as B = ∇×A. The wavevector of the electrons when a
field is present is modified to:

k → k− e

cℏ
A. (3.60)

The presence of the field affects the boundary conditions. We repeat the compu-
tations of Ψτα(r+C,k) and impose once again the equality with of Ψτα(r,k).

Φτα(r+C,k)Fτα(r+C,k) = e2πiϕReiτ
2π
3
νΦτα(r,k)Fτα(r,k), (3.61)

where the indices τ and α refer to the Dirac valley and the sublattice. The phase
ϕR is:

ϕR =

∮ r+C

r

(k− e

cℏ
A(r′)) · dr′ = kx|C| − 2π

Φ0

∮ r+C

r

A(r′) · dr′, (3.62)

where we have introduced Φ0 = ch/e, the quantum of magnetic flux. By Stokes
theorem, the contour integral in Eq.(3.62) can be turned into a magnetic flux:

ϕR = kx|C| − 2π

Φ0

∫
Ω

BdS = kx|C| − 2πΦ(B)

Φ0

. (3.63)

Then, going back to Eq.(3.61), we can replace ϕR with its extend expression:

Φτα(r+C,k)Fτα(r+C,k) = e
i
(
kx|C|− 2πΦ(B)

Φ0

)
eiτ

2π
3
νΦτα(r,k)Fτα(r,k).(3.64)

By applying the boundary conditions, we end up with the quantized momenta
acquiring a dependence on the magnetic flux:

kx(nC , τ) =
1

R

(
nC +

Φ(B)

Φ0

− τ
ν

3

)
. (3.65)

Thus, by modifying the magnetic flux, it is possible to control the gap. The gap
shows large oscillation of period Φ0 between 0 and γ/R. This giant Aharonov–Bohm
effect on the band gap is a special feature of carbon nanotubes [132, 133, 134,
135].

3.6 Curvature gap
Up to now, we have treated the electronic properties of carbon nanotubes just
accounting the confinement of the electrons around the tube circumference. How-
ever, in this manner, we are neglecting the fact that carbon nanotubes are real 3D
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cylinders. The topology of the system is different from flat graphene as the carbon
atoms lie over a cylindrical surface. The carbon-carbon bonds between the atoms
on the nanotube surface are affected by the curved topology of the nanotube and
get slightly distorted with respect to flat graphene. However, the distortion of the
carbon-carbon bonds is not observed when the atomic bond is parallel to the nan-
otube axis. As a consequence, the lattice vector along the axis and along the tube
circumference have slightly different lengths. In addition, the π orbitals of neigh-
bouring carbon atoms are generally not parallel on a curved surface, yielding to
differences in the hopping terms used in the tight-binding calculations. From an
electronic point of view, all these effects lead to a shift of the Fermi wavevector
kF away from the Brillouin zone corners of the graphene sheet [136, 137] (Fig.3.4
a). In armchair nanotubes, the shift of kF occurs in the direction parallel to the
nanotube axis along the line of momenta with nC = 0, consequently the metallic
character is preserved. However, in non-armchair nominally metallic nanotubes,
the shift of kF is not along the axial direction and there is a finite shift ∆kx along
the quantized direction. The shift ∆kx is opposite in the two Dirac valleys (Fig.3.4
b):

∆kx = τ
a2

16R2
cos(3θ) = τkc (3.66)

The total value of the quantized component of the momenta then needs to include
this further contribution:

kx(nC , τ) =
1

R

(
nC +

Φ(B)

Φ0

+ τkc −
ν

3

)
(3.67)

In non-armchair nominally metallic nanotubes, then, the lowest energy band nC =
0 no longer passes through kF and a small band gap amounting to 2γ∆kx is
present. In literature, this gap is often called the secondary gap or curvature gap.
The typical magnitude of the secondary gap are tens of meV [136, 138]. Trun-
cated Dirac cones appear in the low energy bands nC = 0 . The curvature gap
depends on the radius and the chiral angle of the nanotube through:

Eg =
γa2

8R2
cos(3θ) (3.68)

The method illustrated so far to include curvature effects, however, shows
problems when dealing with tubes with very small radii. To understand why, we
have to look back at the electronic orbitals of the carbon atoms. In a nanotube,
the planar sp2 orbital and the pz orbitals are not orthogonal and can superimpose.
This leads the electronic state of the carbon atoms into hybrid orbitals that exhibit
a partial sp2 and partial sp3 character. The amount of hybridisation ultimately
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Figure 3.4: Changes to the nanotubes band structure induced by the curvature. In figure (a) we
illustrate the direction along which the Dirac points are displaced away from the corners of the
Brillouin zone in generic a chiral nanotube. The magnitude of the shift is increased by a factor of
15 to help the reading. Only the displacement vector ∆kx causes a gap opening (b) and ∆kx is
opposite in the two K valleys. Armchair carbon nanotubes conserve the Dirac points within their
Brillouin zone. (Figures adapted from [4])

depends on the radius, limiting the relevance of this re-hybridisation only to the
smallest tubes. The creation of hybrid orbitals is not taken into account in the
zone-folding model of graphene, as it is expected that the π orbitals do not mix
with the σ states since they have a different parity with respect to planar reflection.
Thus, the zone-folding picture fails to capture the true behaviour of the system in
small tubes where the re-hybridisation cannot be reduced to a perturbation [139,
140, 141]. These nanotubes have to be treated independently, typically recurring
to first principle calculations. A special exception is represented by armchair nan-
otubes. Even at small radii, the hybridization has almost no effect on the band
dispersion of armchair tubes except for causing a strong shift of the kF point
along the line nC = 0. Thus, armchair tubes can always be described within the
zone-folding picture.

3.7 Spin-orbit interaction
A last effect that may be accounted is the spin-orbit interaction. The spin-orbit
coupling in carbon materials is generally weak as carbon has a low atomic number
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Figure 3.5: The two types of spin-orbit coupling. (a) The orbital-like coupling is equivalent to
a spin-dependent magnetic field coupling to µorb. (b) The Zeeman-like coupling leads to a spin-
dependent vertical shift of the band structure, equivalent to a Zeeman splitting that is opposite in
the two valleys. (Figures taken from [4])

(Z=6). An example of this is flat graphene, where the spin splitting is only of the
order of few µeV [142, 143]. In carbon nanotubes, however, the curved topology
of the system enhances the spin-orbit coupling compared to flat graphene [144,
145, 146]. It has been estimated that the spin-orbit splitting is typically in the
order of tenth of meV and is made up of two different contributions (Fig 3.5):
an orbital type coupling, that shifts the quantization lines kx, and a Zeeman type,
which causes a spin-dependent shift of the energies. In the envelope functions
formalism, the combined Hamiltonian of the two spin-orbit interactions is:

HSO = αSzσx + τzβ cos(3θ)Sz, (3.69)

where Sz is a Pauli matrix in the spin basis. The first term is the orbital-type
coupling, while the second is the Zeeman-type coupling. The Zeeman-type of
spin-orbit interaction depends on the chirality of the tube, being maximum at a
zigzag wrapping and null in armchairs.

The estimated values of the parameters α and β vary a lot in literature. Partly
due to the fact that they are very small, at the very limit of the experimental ac-
curacy. In addition, the measurement of β is very challenging. For example,
techniques based on observing changes in the quantized momenta due to the spin
flavour that are used to determine α do not work for β. The only method currently
available is analysing the spin flavour of the transport gap. However, this is not
an optimal choice as other more pronounced effects add up on the transport gap
preventing a clear measurement of β.

3.8 Two band model of narrow-gap carbon nanotubes
In the next chapters, we are going to restrict our interest to nanotubes with null
primary gap, also known as narrow-gap carbon nanotubes. As discussed in the
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introduction, the main motivation of this work is studying excitonic effects in car-
bon nanotubes especially for what concerns a possible formation of an excitonic
insulator. The presence of large gaps between the valence and conduction bands
of tubes with primary gaps hinders the realisation of an excitonic insulator in these
systems; allowing to reduce the search only in narrow-gap nanotubes. To fully de-
scribe the electronic properties of of narrow-gap tubes, it is sufficient to include
the valence and conduction bands closest to the gap. In this short section, we make
a final recap of the main electronic properties of narrow-gap carbon nanotubes in
the two band model without including spin-orbit interaction. The Hamiltonian is:

[γkτσx + γτkσy]F
τ
α(r) = EταF

τ (r) (3.70)

where σx and σy are Pauli matrices, the symbol τ refers to the K or K′ point and
takes values ±1 respectively. The momentum is split into a continuous component
along the nanotube axis, from now on indicated as k, and a quantized momentum
kτ equal to:

kτ =
1

R

(
Φ(B)

Φ0

+ τkc

)
(3.71)

The envelope functions are two dimensional spinors:

F τ
α(r) =

(
kτ+iτky√

k2τ+k2y

sα

)
eikτxeiky, (3.72)

being x along the tube circumference and y along the nanotube axis. The energies
of the electronic states are:

Eτα = sαγ
√
k2τ + k2y, (3.73)

with sα = ±1, respectively, for the conduction and valence bands.
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Chapter 4

Anomalous screening in narrow-gap
carbon nanotubes

In this chapter, we carry out the study of screening properties of narrow-gap car-
bon nanotubes. The study is based on selected first principles calculations gener-
alised at model level for tubes of any size and chirality.

The contents of the current chapter and of its appendix (appendix A) are a pa-
per just submitted to Physical Review B. With respect to the paper under revision,
here the layout is modified to adapt it to the style of the thesis work.

4.1 Calculations from first principles
Calculations from first principles proved to be very reliable to study electronic
properties of physical systems [147, 148]. In this work, we use ab-initio results
as a benchmark to investigate screening properties of selected carbon NTs. The
systems considered are the (3,3) and (5,5) armchair NTs as well as the (9,0) and
the (12,0) zigzag NTs. Our calculations from first principles are performed in two
steps. In first instance, we perform density functional theory (DFT) computations
of the NTs. On top of the DFT computation, we then compute the dielectric func-
tion and the screened potential. The real-space screened potential is reconstructed
by performing an expansion over the reciprocal lattice basis:

W (r, r′) =
∑
q

∑
G

∑
G′

ei(G+q)·re−i(G′+q)·r′
ϵ−1
G,G′(q, 0)v(q +G′), (4.1)

where ϵ−1
G,G′(q, ω) is the momentum- and frequency-dependent inverse dielectric

matrix, v(q) = 4πe2Ω−1/q2 is the bare Coulomb potential, G is the reciprocal
lattice vector, and Ω is the system volume. We treat the screening within the
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random phase approximation (RPA):

ϵ−1
G,G′(q, ω) =

[
δG,G′ − ΠG,G′(q, ω)v(q +G)

]−1
, (4.2)

with ΠG,G′(q, ω) being the irreducible polarisation:

ΠG,G′(q, ω) = 2
∑
n,n′

∑
k

f(En,k)− f(En′,k+q)

ω + En,k − En′,k+q + iη
ρ∗n,n′(k, q,G′)ρn,n′(k, q,G).

(4.3)

The f(E) are the occupation factors, the overlap integrals are defined as ρn,n′(k, q,G) =
⟨nk|ei(G+q)·r|n′k+q⟩, and η is a positive infinitesimal. The indexes n, n′ run over
the electronic bands. The energies, En,k, and wavefunctions, |nk⟩, we employ in
Eq. (4.3) are those determined by the DFT computations. As we mainly look at
the long-range potential of carbon NTs, only the static polarisation ΠG,G′(q, 0) is
necessary in our work.
Density functional theory calculations were performed using the QUANTUM
ESPRESSO package [149, 150], where wave functions are expanded in plane
waves and pseudopotentials are used to account for the electron-ion interaction.
We used the local density approximation (LDA) for the exchange-correlation po-
tential, according to the Perdew-Zunger parametrization [151], and norm con-
serving pseudopotentials. The kinetic energy cutoff to represent the Kohn-Sham
wavefunction was set to 70 Ry and an amount of vacuum of 38 Bohr in the di-
rection perpendicular to the nanotube axis was considered to avoid replica inter-
actions. The screened potential and the dielectric function were calculated using
the Yambo code [152, 153], where we considered 80, 120, 300, and 600 bands in
the summation of Eq.4.3 for the (3,3), (5,5), (9,0), and (12,0) NTs, respectively.
A cutoff of 4 Ry in the ϵ−1

G,G′ matrix dimension was considered for all NTs. The
Brillouin zone was sampled using a one dimensional grid of respectively 1973 and
205 k-points for armchair and zigzag NTs.

4.2 Effective-mass theory

4.2.1 Envelope function
Within the effective mass (EM) and envelope function approximations, a single-
wall carbon NT is treated as a rolled graphene sheet [132, 5, 1, 2], as illustrated
in Fig. 4.1. In the limit of large radius, the Bloch states, ψτ (r), that multiply the
envelopes coincide with the π tight-binding states of graphene located at τ = K,K′

corners of the hexagonal Brillouin zone, the charge neutrality points where Dirac
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Figure 4.1: Pictorial illustration of the folding of a graphene sheet. Here φ and y are, respectively,
the direction of folding and of the nanotube axis, whereas a and b are the basis vectors of the
graphene lattice. The chiral angle θ spans the region between φ and a.

cones touch. For each valley τ , the NT orbital wave functions are

Ψατk(r) = F τA
αk (r)ψτA(r) + F τB

αk (r)ψτB(r), (4.4)

where A and B label the two inequivalent sublattices spanning the graphene
honeycomb lattice. The envelope function sublattice components, F τA(r) and
F τB(r), are just plane waves, provided the projection of the wave vector onto
the direction perpendicular to the NT axis, φ, is properly quantized (Fig. 4.1).
This procedure, which corresponds to extract from the two-dimensional bands
of graphene many one-dimensional sub-bands α, leads to a graphene-like Dirac
equation for the two-component envelope vector, F τ

αk,(
0 γkτ − iτγk

γkτ + iτγk 0

)
F τ

αk = Eατ (k)F
τ
αk, (4.5)

where kτ is the quantized, transverse wave vector component, k is the wave vector
along the NT axis, and τ = 1 for K, τ = −1 for K′ valleys. As we are interested
in the long-range screening properties of narrow-gap NTs, out of all sub-bands α
we consider only the top valence (α = c) and bottom conduction (α = v) bands
closest to Dirac apexes. As shown below, this choice is validated a posteriori by
comparing the dielectric function obtained from first principles with that obtained
within the EM approximation as well as within the model of Sec. 4.3. The disper-
sion of bands c and v is Dirac-like:

Eατ (k) = sαγ
√
k2τ + k2. (4.6)
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Figure 4.2: Pictorial representation of a nanotube with an armchair chirality. Here y, φ, and ρ
are the directions of the nanotube axis, the direction on the circumference along which the folding
has been performed, and the radial direction, respectively. The tube surface has radial coordinate
ρ = R.

Here γ is graphene band parameter, sα = 1 and sα = −1 for c and v bands,
respectively.

The solution of Dirac equation (4.5) provides the phase relation between the
two plane wave components of the envelope:

F τ
αk(r) =

(
FA
ταk

FB
ταk

)
eik·r=

1√
2

(
kτ−iτk√
k2τ+k2

sα

)
eikyeikτRφ, (4.7)

where R is the NT radius, φ the azimuthal angle, and y is the coordinate parallel
to the NT axis, as shown in Fig. 4.2.

The gap 2γkτ we consider here is narrow [154, 2], usually ranging between 0
and 100 meV and hence smaller than the typical value characteristic of semicon-
ducting NTs, of the order of 1 eV. This narrow gap originates from the curvature
of the nanotube [154] and may be tuned by an axial magnetic field through the
Aharonov-Bohm effect [132], the two contributions to the gap adding in one val-
ley and cancelling out in the other one. At zero field, the quantized wave vector
kτ is estimated as [154, 2]

kτ = τ
0.625 eV
γR2

cos(3θ), (4.8)

with γ = 6.58 eV Å. Here θ is the chiral angle identifying the direction along
which the graphene is rolled, the zigzag and armchair orientations corresponding
to θ = 0 and θ = π/6, respectively (see Fig. 4.1).
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4.2.2 Dielectric function
The EM dielectric function is built starting from the form that Coulomb interaction
takes on a cylindrical surface[5]:

Vcyl(r, r
′) =

e2√
4R2 sin2

(
φ−φ′

2

)
+ (y − y′)2

. (4.9)

This potential may be expanded over azimuthal quantum number, m, and axial
wave vector, q, components as

Vcyl(r, r
′) =

2e2

A

∑
q

∞∑
m=−∞

I|m|(qR)K|m|(qR)e
im(φ−φ′) eiq(y−y′). (4.10)

Here A is the nanotube length, while Im(x) and Km(x) are the modified Bessel
functions of first and second kind, respectively. The RPA dielectric function,
whose generic expression is given by Eq. (4.2), may then be recasted in terms
of angular momenta m rather than G vectors:

ϵEM(m, q) = 1− 2e2

A
I|m|(qR)K|m|(qR)ΠEM(m, q). (4.11)

The polarisation ΠEM, which provides the independent-particle response, is writ-
ten in terms of the wave functions (4.4):

ΠEM(m, q) = 2
∑
α,α′

∑
τ,τ ′

∑
k∈BZ

⟨ατk|e−iqye−imφ|α′τ ′k + q⟩⟨α′τ ′k + q|eiqy′eimφ′|ατk⟩

× f(Eα′τ ′(k + q))− f(Eατ (k))

Eα′τ ′(k + q)− Eατ (k)
, (4.12)

where the ket |ατk⟩ is the NT orbital state Ψατk in Dirac notation.[5]
A few simplifications are now in order. At zero temperature the difference

between the Fermi-Dirac factors, f(E), selects virtual electron-hole excitations
from filled valence to empty conduction band states only, hence the only relevant
overlap integrals are (α = c, α′ = v) and (α = v, α′ = c). We ignore intervalley
scatterings terms (τ ̸= τ ′), as they require large momentum transfer and are there-
fore negligible within the EM approximation. Whereas in principle the sum over
k extends through the whole Brillouin zone, we truncate it through a cut-off ko,
as done in Ref. [5]. We choose the cut-off to include only those k-points provid-
ing the bands with a Dirac-like shape, consistently with the previous work [28].
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Eventually, by converting the sum over k into an integral, one obtains

ϵEM(m, q) = 1−4e2

π
I|m|(qR)K|m|(qR)

∑
α,α′

∑
τ

∫ ko

−ko

dk⟨ατk|e−iqye−imφ|α′τk+q⟩

× ⟨α′τk + q|eiqy′eimφ′|ατk⟩ f(Eα′k+q)− f(Eαk)

Eα′τ ′(k + q)− Eατ (k)
. (4.13)

Importantly, the overlap integrals have the same form as those of graphene, the
curved topology of the nanotube entering only through the quantized wave vector
kτ :

⟨αk|e−iqye−imφ|α′k+q⟩ = 1

2

(
k(k + q) + k2τ − iqkτ√
k2 + k2τ

√
(k + q)2 + k2τ

+ (2δα,α′ − 1)

)
δm,0.

(4.14)

Since only the m = 0 angular momentum component is relevant within the two-
band approximation, the dielectric function reduces to

ϵEM(q) = 1 +
2e2

πγ
I0(qR)K0(qR)

∑
τ

[√
(ko + q)2 + k2τ −

√
(ko − q)2 + k2τ

q

+
2k2τ

q
√
q2 + 4k2τ

log

( √
q2 + 4k2τ

√
k2o + k2τ + 2k2τ − koq√

q2 + 4k2τ
√
(ko + q)2 + k2τ + 2k2τ + q(ko + q)

×
√
q2 + 4k2τ

√
(ko − q)2 + k2τ + 2k2τ + q(q − ko)√

q2 + 4k2τ
√
k2o + k2τ + 2k2τ + koq

)]
, (4.15)

which, in the limit of large cut-off ko, simplifies to:

ϵEM(q) = 1 +
4e2

πγ
I0(qR)K0(qR)

∑
τ

[
1 +

2k2τ
q
√
q2 + 4k2τ

log

(√
q2 + 4k2τ − q√
q2 + 4k2τ + q

)]
.

(4.16)

4.3 Model dielectric function
In this section we improve the EM dielectric function by fully taking into account
the three-dimensional topology of Bloch states ψτA/B(r) that occur in the ex-
pression (4.4) for NT wave functions, while keeping the envelopes F unchanged.
The three-dimensional modelization of the Bloch states is illustrated in subsection
4.3.1. We introduce (subsection 4.3.2) a large cylindrical supercell that contains
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the NT and then expand the states ψ over the vectors G of the supercell three-
dimensional reciprocal lattice. Here we avoid spurious interactions among super-
cell replicas by using the exact Coulomb cutoff technique of Refs. [118, 155].
The expressions for the dielectric function and dressed Coulomb interaction we
obtain in subsection 4.3.3 exhibit an explicit dependence on reciprocal lattice vec-
tors perpendicular to the NT axis, which accounts for the effect of tube curvature
on wave functions.

4.3.1 Three-dimensional Bloch states
The ψτA/B(r) tight-binding Bloch states of Eq. (6.1) are localised on the atomic
sites of the curved NT surface, whereas the EM model treats the lattice as two-
dimensional. The position of these atoms depends in turn on the NT chirality,
which may lead to a complex structure. For the sake of simplicity, we consider
the exact atom location in two exemplar cases only, i.e., armchair and zigzag NTs,
which are detailed, respectively, in Appendixes A.2 and A.3. Importantly, the
forms of dielectric function and screened Coulomb potential that we obtain turn
out to be identical to those derived from a simpler structural three-dimensional
model [114] that applies to all NT chiralities. Therefore, in this section we present
only the model, which is validated in subsection 4.8 through comparison with the
results for the true lattice.

The model treats the NT structure as a series of N rings over which the charge
is spread homogeneously. As illustrated in Fig. 4.3, the rings are perpendicular to
the NT axis and their radius is equal to the tube radius, R. There are two species
of rings, one for each sublattice. The ring positions along the y axis, RA

l = RA
l ŷ

or RB
l = RB

l ŷ, are given by:{
RA

l = λl + yA0
RB

l = λl + yB0
with l = 1, ..., N. (4.17)

Here, λ = a cos (π/6− θ) is the supercell length and a = 2.46 Å is graphene
lattice constant. The rings are localised and equally spaced along the NT axis,
hence their y coordinate may be thought of as an average over the positions of all
atoms within a stripe of width λ (shadowed area in Fig. 4.3). Therefore, as the
simplest possible approximation, we take the ring location at the origin to be the
same for the two sublattices, i.e., yA0 = yB0 = 0. The corresponding Bloch states
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Figure 4.3: Pictorial illustration of the method used to build the homogeneous charge rings. C
and y are, respectively, the chiral vector and the nanotube axis. The dashed line on the right hand
side signals where the cut of the graphene sheet is performed. We divide the nanotube surface into
equally spaced stripes. Each stripe contains a unique closed chain of atoms (indicated in red in the
highlighted stripe). The chains of atoms are replaced with two homogeneous charge rings, one for
each sublattice. The rings are placed at the centre of the stripe.

are:

ψτA(r) =
1√
2N

eiϕτA

√
2πR

N∑
l=1

[
eiKτ ·RA

l g(r −RA
l )
]
,

ψτB(r) =
1√
2N

eiϕτB

√
2πR

N∑
l=1

[
eiKτ ·RB

l g(r −RB
l )
]
, (4.18)

where Kτ is either K or K′, and ϕKA = 0, ϕK′A = θ, ϕKB = −π
3
+ θ, ϕK′B = 0

(see Ref. [129]). The g are functions localized on the tube surface, modeled as a
homogeneous cylinder, whose square moduli behave as Dirac functions and which
are defined as follows:

g∗(r −Rη
l ) g(r −Rη′

l′ ) = δη,η′δl,l′ δ(ρ−R) δ(y −Rη
l ), (4.19)

with ρ being the radial coordinate. As the states (4.18) are achiral, NT orbitals
Ψατk(r) depend on chirality solely through the curvature wave vector kτ that en-
ters the envelopes F τ

αk.

4.3.2 Supercell calculation
In this subsection we mimic the approach from first principles by building replicas
of the tube along the directions perpendicular to the axis, as illustrated in Fig. 5.2.
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As the whole system is now periodic, we may compute the polarisation ΠCNT
G,G′(q)

as in Eq. (4.3) through the three-dimensional plane-wave expansion, the reciprocal
lattice vectors G depending on the size of the supercell containing a tube replica.
Throughout we use the acronym CNT to discriminate relevant quantities obtained
in this section from the corresponding first-principles and EM results.

Here we use a cylindrical supercell to contain the single NT unit (Fig. 4.4).
As the tube model structure is a sequence of rings along the axis, we identify a
single ring as the building unit of the tube and hence allocate each ring of given
axial coordinate y in a different supercell. Thus, the length of the supercell λ
along the axis is equal to the distance between two subsequent rings, and the
total length of the nanotube A just amounts to A = Nλ, where N is the number
of repetitions of the supercell along the axis. We work with a discretized set of
axial wave vectors q → qj , where qj = 2πj/A with j = −N/2, ..., N/2. In the
directions perpendicular to the nanotube axis we arrange the cylindrical supercells
in a square superlattice with side equal to twice the radius of the supercell, R. We
take R to be much larger than R to avoid quantum mechanical interactions among
replicas. Since the quantities of interest are obtained by sums over reciprocal
lattice vectors, it is convenient to derive both axial and trasverse components,
respectively G∥ and G⊥, in Cartesian form, from the periodic boundary conditions
for the square superlattice:

G⊥ =
π

R
(n1x̂+ n3ẑ) , G∥ =

2π

λ
n2ŷ, (4.20)

where ni = 0,±1,±2, . . ., and i = 1, 2, 3. The set of vectors over which we
sum is determined through both a radial and an axial cutoff of the vector modulus,
respectively |G⊥| ≤ G⊥max and G∥ ≤ G∥max, the error with respect to the usage
of cylindrical coordinates being small in the limit of a dense set.

In order to describe an isolated tube and hence avoid spurious Coulomb in-

Figure 4.4: Sketch of the supercell structure in the non-periodic directions. Cylindrical supercells
of radius R are replicated and arranged on a square lattice. Each supercell contains a tube section,
modeled as a ring of homogeneous charge, of radius R.
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teractions among replicas of the system, which are due to the long range of the
potential, we follow Ref. [118] and employ a form of the interaction that is trun-
cated along the transverse directions:

v(q+G) = vfull(q+G)
[
1 +RG⊥ J1(RG⊥)K0(R|q +G∥|) +

− R |q +G∥| J0(RG⊥)K1(R|q +G∥|)
]
. (4.21)

Here vfull is the standard, bare three-dimensional Coulomb potential,

vfull(q+G) =
4e2

AR2(q+G)2
, (4.22)

J0(x), J1(x) are Bessel functions of first kind, K0(x), K1(x) are modified Bessel
functions of second kind, and q = qŷ. In the case of armchair tubes only, which
are gapless, we use vfull instead of v as the full dressed interaction is cut-off in
reciprocal space, and hence harmless.

The truncated potential v oscillates in reciprocal space and is less divergent
than vfull at long wavelength, as Bessel functions J0(x), J1(x) occurring in Eq. (5.3)
vanish with the argument x. As v decreases quadratically with the magnitude of
reciprocal lattice vectors, it is sufficient to include a limited number of G to re-
construct the Coulomb potential, either in real space [Eq. (5.1) for the dressed
potential W ] or projected onto NT orbitals. Since the smallest G∥’s have magni-
tudes much larger than the first G⊥’s, the most relevant Fourier components are
those with G∥ = 0 and G⊥ finite and small. In order to achieve convergence,
both the supercell radius R and the cutoffs G⊥max and G∥max must be carefully
chosen, differing for the bare and screened Coulomb potential. The reconstruc-
tion of the bare potential requires large supercells and many G vectors, whereas
the screened potential converges faster. For the dressed potential W , we take
R = 7R and −15 ≤ n1, n3 ≤ 15, including only the smallest finite axial vector
G∥.

4.3.3 Dielectric function and dressed Coulomb potential
The derivation of the polarisation ΠCNT

G,G′(q) requires the knowledge of the overlap
integrals ρcv between c and v states that occur in Eq. (4.3). We compute these inte-
grals by expanding the Bloch states Eq. (4.18) over the basis of three-dimensional
plane waves with wave vector G+q, as detailed in Appendix A.1. Explicitly, one
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has

ϵCNT
G,G′(q) = δG,G′ − 2A

π
v(q+G)

∑
α,α′

∑
τ

∫ ko

−ko

dk

⟨ατk|e−i(G+q)·r|α′τk + q⟩⟨α′τk + q|ei(G′+q)·r′ |ατk⟩

× f(Eα′τ ′(k + q))− f(Eατ (k))

Eα′τ ′(k + q)− Eατ (k)
, (4.23)

with the overlap integrals being given by

⟨αk|e−i(G+q)·r|α′k+q⟩ =
[
(FA

ταk)
∗FA

τα′k+q + (FB
ταk)

∗FB
τα′k+q)

]
J0(RG⊥) =

1

2

(
k(k + q) + k2τ − iqkτ√
k2 + k2τ

√
(k + q)2 + k2τ

+ (2δα,α′ − 1)

)
J0(RG⊥). (4.24)

Note that the overlap integral is similar to its EM counterpart Eq. (4.14) except for
the presence of the Bessel function J0 of argument RG⊥. This factor, absent in
the EM expression, provides ϵCNT with the explicit dependence on tube curvature.
After integration over k and in the limit ko → ∞ , the dielectric function reads:

ϵCNT
G,G′(q) = δG,G′ +

2A

πγ
v(q +G) J0(RG⊥) J0(RG

′
⊥)

×
∑
τ

[
1 +

2k2τ
q
√
q2 + 4k2τ

log

(√
q2 + 4k2τ − q√
q2 + 4k2τ + q

)]
. (4.25)

In this work we focus on the matrix elements of the screened Coulomb inter-
action that bind electrons and holes together, mainly at small momentum transfer,
q. Due to symmetry, electron-hole and electron-electron interaction have the same
magnitude. The interaction matrix element, W τ (k, k + q), is obtained by project-
ing the screened potential (4.1) over the electron-hole pair states (c, τ, k)(v, τ, k+
q) and (c, τ, k + q)(v, τ, k) within the same valley τ :

W τ (k, k + q) =
∑
G

∑
G′

⟨cτk|e−i(G′+q)·r′|cτk + q⟩⟨vτk + q|ei(G+q)·r|vτk⟩

× (ϵG,G′(q))−1v(q +G′). (4.26)

Since the corresponding first-principles quantity is evaluated on the grid (kj, kj +
ql), it is convenient to integrateW τ (k, k+q) over the reciprocal-space mesh 2π/A.
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Figure 4.5: Bare electron-hole interaction V τ (q) vs q computed from effective-mass theory (EM)
and supercell model (CNT) for different tube radii R.

After inserting expressions (4.25) and (4.24) into (4.26), one obtains:

W τ
CNT(kj, kj+ql) =

A

4π

∫ ql+π/A

ql−π/A

dq
∑
G

∑
G′

J0(RG
′
⊥) J0(RG⊥)[ϵ

CNT
G,G′(q)]−1v(q+G′)1 +

kj(kj + q) + k2τ√
k2j + k2τ

√
(kj + q)2 + k2τ

 . (4.27)

Note that integration regularizes the logarithmic singularity of Coulomb potential
(4.21) for q → 0, as v(q+G⊥) ≃ − log(R |q|) for all allowed G⊥. For reference,
the corresponding EM matrix element is:

W τ
EM(kj, kj + ql) =

e2

2π

∫ ql+π/A

ql−π/A

dq ϵ−1
EM(q) I0(qR)K0(qR)

×

1 +
kj(kj + q) + k2τ√

k2j + k2τ
√

(kj + q)2 + k2τ

 . (4.28)

4.4 Bare electron-hole interaction
The key improvement of the supercell model of Sec. 4.3 with respect to the
effective-mass theory of Sec. 4.2 shows up even in the absence of screening,
when projecting the bare electron-hole interaction onto c and v Bloch states. This
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quantity, V (q), is the matrix element W τ (kj, kj + ql) of equations (4.27) and
(4.28) evaluated for vanishing electronic polarisation, Π = 0, that is V τ (ql) =
[W τ (0, ql)]Π=0.

We compare in Fig. 4.5 the supercell model and EM matrix elements, respec-
tively V τ

CNT(ql) and V τ
EM(ql), for different NT radii R. Recall that the numeri-

cal discretization of momentum space regularizes the logarithmic singularity ex-
pected for q → 0. The supercell model bare electron-hole interaction systemati-
cally exceeds its EM counterpart, as only the former is sensitive to the curved tube
topology. The enhancement of the interaction originates from the the form fac-
tors of the kind J0(RG⊥) that modify graphene overlap integrals. The mismatch
between VCNT and VEM is stronger for smaller R and softens as the tube curvature
becomes negligible.

Note that VCNT and VEM build on different expression of the full, non-projected
Coulomb potential, depending respectively on G vectors and azimuthal quantum
numbers m. However, the two potential forms, once evaluated on the same cylin-
drical surface of radius R, are identical at long wavelength in the macroscopic
limit, v ∼ 2e2/A log(A/R), as we show explicitly in Appendix A.4.

4.5 Dielectric function
Large-gap semiconducting carbon nanotubes are known to poorly screen charge
carriers at electron-electron separations that are either large or small with respect
to the NT radius, as an effect of the low dimensionality [113, 114]. Our cal-
culations from first principles for narrow-gap NTs show a qualitatively similar
behaviour, provided one replaces the crossover length R with |kτ |−1.

Figure 4.6 (a) reports the dependence of the inverse “macroscopic” dielec-
tric function ϵ−1

0,0(q) on the wave vector q for the (9,0) zigzag NT (red curve),
whose calculated gap is 110 meV. For both small and large q the inverse dielectric
constant is close to one, the crossover occurring close to q ≈ |kτ | = 6 × 10−3

2π/a. The trend of ϵ−1 of is qualitatively similar to that of large-gap NTs, like
the (8,0) tube shown in Fig. 1a of Deslippe et al. [114], except for the different
crossover location. The rationale is that, for large-gap semiconducting NTs, the
“secondary” contribution to the gap, due to curvature and proportional to |kτ | as
defined in Eq. (4.8), is negligible with respect to the “primary gap” proportional to
1/R, whereas in narrow-gap NTs the primary gap is absent [2]. The gapless limit
of armchair tubes is regained for kτ → 0, which allows for metallic screening at
long wavelength, i.e., ϵ−1

0,0(q = 0) = 0. This is shown for the (3,3) tube by the
red curve of Fig. 4.6 (b), which exactly reproduces Fig. 2 of Spataru et al. [156].
This result, which builds on the full bare potential vfull, is cell-independent and
hence may be used a benchmark for model approaches, whereas ϵ−1

0,0(q) of panel
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(a) (b)

Figure 4.6: Macroscopic dielectric function ϵ−1
0,0(q) vs q computed from first principles (ab initio),

effective-mass theory (EM), and supercell model (CNT). Panels (a) and (b) show data for zigzag
(9,0) and armchair (3,3) nanotubes, respectively.

Figure 4.7: Macroscopic dielectric function ϵ0,0(q) vs q computed from effective-mass theory
(EM), and supercell model (CNT) in the armchair (3,3) nanotube.

(a) depends on the supercell size.
The supercell model calculation of ϵ−1

0,0 (blue curves in Fig. 4.6, CNT) repro-
duces quantitatively the inverse dielectric constant of the armchair tube from first
principles, the difference between ab-initio and CNT curves remaining small in
the whole q range. On the other hand, a direct comparison with the zigzag tube is
not possible, due to the size mismatch between first-principles and model super-
cells, which affects the magnitude of the macroscopic bare truncated potential v
and hence ϵ−1

0,0. The systematic enhancement of the model result with respect to
first-principles data is likely due to the neglect of higher-energy virtual electron-
hole excitations, which are responsible for the screening effect.

Contrary to the model prediction, the EM calculation of the inverse dielectric
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(a) (b)

Figure 4.8: Diagonal, ϵ−1
G⊥,G⊥

(q), and wing term, ϵ−1
0,G⊥

(q), of the inverse dielectric matrix vs
momentum q for the smallest vector G⊥ with n1 = 1, n2 = n3 = 0. Panel (a): Supercell model
results for the (9,0) zigzag nanotube. Panel (b): first-principles (ab initio) and model (CNT) results
for the (3,3) armchair nanotube.

constant performs poorly for the armchair tube [dashed curve in Fig. 4.6(b) and
Fig. 4.7], even failing to reproduce the correct curvature of ϵ−1

0,0(q) at q ≈ 0 and
grossly missing its magnitude. Regardless of chirality, the EM theory overesti-
mates substantially the electronic polarization with respect to the supercell model.
The misjudgement is even more pronounced in the EM model in literature (eg
Fig(4b) of Tomio et al. [157] compared to Fig. 4.7) as the two-band approxi-
mation adopted here is mainly thought for the small q region and does not work
perfectly at large q missing the higher-energy subbands.

We have checked that the non-local terms of the inverse dielectric matrix
ϵ−1
G,G′(q) that have finite transverse vectors G⊥ strongly affect the dressed electron-

hole interaction W . The most relevant terms turn out to be the diagonal matrix
elements of kind ϵ−1

G⊥,G⊥
(q) and the “wing” terms of type ϵ−1

G⊥,0(q) [or ϵ−1
0,G⊥

(q)].
For the sake of illustration, Fig. 4.8 shows the dependence of the first diagonal and
wing matrix elements of ϵ−1 on momentum q for selected tubes. The shown trend
is generic for all vectors G⊥, the model and first-principles results being almost
identical. The diagonal elements are close to unity and thus enhance the dressed
interaction, whereas the wing terms are small and negative, thus increasing the
screening effect. As clear from Eq. (4.27), as the magnitude of G⊥ increases the
weight of its contribution to W decreases approximately as |G⊥|−2.

At long wavelength, gapped and gapless tubes behave differently. As shown
for the gapped zigzag (9,0) tube in panel (a), both diagonal and wing terms of the
inverse dielectric constant exhibit a minimum close to q ≈ |kτ |, like the macro-
scopic term ϵ−1

0,0 of Fig. 4.6(a), corresponding to a maximum of the polarisation Π.
For q → 0 the polarisation vanishes quadratically, as apparent from the analytical

60



Figure 4.9: Screened electron-hole interaction W (q) vs q for the zigzag (9,0) nanotube derived
from first-principles (ab-initio), effective mass (EM) and and supercell model (CNT) approaches.

behaviour of the model polarisation (only valid in the presence of the gap),

ΠCNT
G,G′(q ≃ 0) = − 2A

3πγk2τ
q2J0(RG⊥)J0(RG

′
⊥). (4.29)

Therefore, the diagonal (wing) term tends to unity (zero). For gapless tubes, like
the (3,3) armchair tube of Fig. 4.8(b), the maximum of Π moves to q = 0 together
with the mimimum of wing terms, whereas the diagonal terms weakly depend on
q.

4.6 Screened electron-hole interaction
The key quantity we focus on is the screened, momentum-dependent electron-hole
interaction, W (q), projected on c and v bands. This matrix element provides the
Bethe-Salpeter equation of motion for excitons with the non-trivial information
about screening. Furthermore, the dressed interaction obtained from the supercell
and EM approaches, W (q) = W τ (0, ql) as defined in equations (4.27) and (4.28),
may be directly compared with the matrix element obtained from first principles,
for given sampling of momentum space. In this subsection we discuss gapped
NTs and postpone the gapless case to subsection 4.7, as the latter case requires
special handling in view of its singular behaviour in the limit q → 0, kτ → 0.

As illustrated by Fig. 4.9, the supercell model calculation ofWCNT (blue curve)
agrees very well with first-principles data (red curve) for the zigzag (9,0) tube.
On the contrary, EM theory (dashed curve) substantially overestimates screening
at small momentum transfer, and hence invariably underestimates exciton binding
energies. The key to the perfect matching of first-principles and model approaches
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is the full inclusion of local-field effects, as illustrated by the model calculation of
Fig. 4.10. Here we separate the “macroscopic” and “microscopic” contributions
to W (q) of equation (4.27) in the sum over terms proportional to ϵ−1

G⊥,G′
⊥
(q),

where the former is term (G⊥,G
′
⊥) = (0, 0) and the latter is the remainder of

the sum. The macroscopic term provides W with the gross contibution, but local-
field terms are essential to regain the actual potential. Whereas diagonal terms
(G⊥,G⊥) increase the interaction strength and are most effective at q ≈ 0, the
wing terms (G⊥, 0) enhance screening and are most relevant for q > |kτ |, where
the microscopic contribution (labeled WCNT −Wmacro) becomes negative.

Figure 4.10: Macroscopic and microscopic contribution to the model dressed electron-hole inter-
action, W (q) vs q, for the zigzag (9,0) nanotube. In the sum over terms depending on ϵ−1

G⊥,G′
⊥
(q),

the macroscopic term (Wmacro) corresponds to (G⊥,G
′
⊥) = (0, 0) and the microscopic term

(WCNT −Wmacro) is the remainder.

The model calculation allows to derive the screened electron-hole interaction
for tubes of any radius, R, and gap size, Eg, the latter being fixed by the combi-
nation of R and θ given in equation (4.8). This is illustrated for selected sets of
(R,Eg) values by Figs. 4.11 and 4.12. Here we fix either the radius (R = 1 nm
in Fig. 4.11) or the gap size (Eg = 20 meV in Fig. 4.12) and plot the dressed in-
teraction W (q) as a function of the renormalized momentum q/ |kτ |. All plots of
W exhibit an almost identical dependence on q/ |kτ |, which demonstrates that the
most relevant length scale is |kτ |−1, whereas the absolute magnitude of W at long
wavelength, W (q = 0), depends in a non-trivial way on both R and |kτ |−1. In
particular, W (q = 0) decreases weakly with R for given energy gap (Fig. 4.12),
whereas the bare interaction V (q = 0) substantially depends on R (Fig. 4.5).
Thus, screening tends to weaken the dependence of the dressed potential on R
and to enhance that on |kτ |−1. A key result is that, for q < |kτ |, EM and super-
cell model predictions systematically depart, the EM approximation substantially
overestimating screening.
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Figure 4.11: Screened electron-hole interaction potential, W (q), vs renormalized momentum,
q/ |kτ |, from model and effective-mass calculations, for different gap values, Eg . The nanotube
radius is fixed, R = 1 nm, and the vertical dashed line corresponds to q = |kτ |.

Figure 4.12: Screened electron-hole interaction potential, W (q), vs renormalized momentum,
q/ |kτ |, from model and effective-mass calculations, for different nanotube radii, R. The nanotube
gap is fixed, Eg = 20 meV, and the vertical dashed line corresponds to q = |kτ |.

4.7 Armchair tubes and excitonic instability
As the gap vanishes, as in armchair NTs, screening acquires a metallic character,
becoming effective even at long wavelength. As a consequence, the electronic
polarization Π exhibits a non-analytic behaviour in the limit q → 0, kτ → 0. This
is illustrated by the quadratic expansion of Π (Eq. 4.29) for small q values, which
tends to zero or infinity depending on the order of the limits limq→0 and limkτ→0.

A counterpart to the singularity of Π is the enhanced role of microscopic local
fields in the building of the dressed electron-hole interaction, as shown in Fig. 4.13
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Figure 4.13: Macroscopic and microscopic contribution to the model dressed electron-hole in-
teraction, W (q) vs q, for the armchair (5,5) nanotube. In the sum over terms depending on
ϵ−1
G⊥,G′

⊥
(q), the macroscopic term (Wmacro) corresponds to (G⊥,G

′
⊥) = (0, 0) and the mi-

croscopic term (WCNT −Wmacro) is the remainder.

for the armchair (5,5) tube. Here the microscopic contribution (WCNT −Wmacro)
to W is large and negative for q → 0, due to dominance of wing terms (G⊥, 0)
in the sum over (G⊥,G

′
⊥), sensitive to the magnitude of Π. This enhancement

leads to a major cancellation of the macroscopic term (G⊥,G
′
⊥) = (0, 0), which

has opposite sign and comparable magnitude (Wmacro in Fig. 4.13), and hence
requires careful numerical handling.

In order to achieve high numerical accuracy, we correct the model polarization
Π through a multiplicative factor, q- and θ-dependent, which very slightly differs

Figure 4.14: Corrected vs original matrix elements of the model dielectric function for the arm-
chair (3,3) nanotube. Head term, ϵ−1

0,0(q), diagonal term, ϵ−1
G⊥,G⊥

(q), and wing term, ϵ−1
0,G⊥

(q), vs
q for the smallest vector G⊥ with n1 = 1, n2 = n3 = 0.
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from unity. We derive this factor by fitting the macroscopic, first diagonal, and
first wing terms of Π to first-principles data, according to

Πcorrect
G,G′ (q) = ΠCNT

G,G′(q)
{
5 cos[2.7 (π/6− θ)]Rq + 0.107 [R/(1 Å)]1.46

}
. (4.30)

Here the numerical coefficients fit the first-principles matrix elements of armchair
tubes (3,3), (4,4), (5,5), and zigzag tubes (9,0), (12,0). As this correction is im-
material for zigzag tubes, we employ the corrected form Πcorrect throughout the
paper. For the sake of illustration, we compare the corrected and uncorrected
terms of ϵ−1 for the (3,3) armchair tube in Fig. 4.14, the discrepancies being small
and only relevant at short wavelength. The correction of Π allows for an excellent
matching between model and first-principles predictions of the dressed electron-
hole interaction in armchair tubes, as shown in Fig. 4.15.

Figure 4.15: Screened electron-hole interaction W (q) vs q for the armchair (5,5) nanotube derived
from first-principles (ab-initio), effective mass (EM) and and supercell model (CNT) approaches.

Figure 4.15 illustrates the key findings of this chapter. The EM theory (orange
curve) predicts that the dressed electron-hole attraction depends weakly on the
transferred momentum q in gapless tubes, hence corresponding to a short-range
force. The force range is given by the expression (4.15) of ΠEM for kτ → 0,
i.e., ΠEM(q) = −4A/πγ, with 4A/πγ being the density of states. This is just
the Thomas-Fermi result for an effectively one-dimensional metal. On the con-
trary, both first-principles (red dots) and supercell model calculations (blue curve)
predict that W has a singular-like profile at long wavelength, roughly logarith-
mic [28], signaling that the force binding electrons and holes is actually long-
ranged. As W in Figure 4.15 is represented once integrated over the reciprocal-
space mesh (Eq. 4.27), the singular-like profile here appears as a finite peak. The
singular-like profile of W is a substantial effect of microscopic local fields, which
emerges as electrons effectively move on a cylindrical surface and not on a line.
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Triplet Singlet
Ab initio (Ref. 27) -7.91meV -6.10 meV

CNT correct -7.07 meV -5.22 meV
CNT, tiny gap -5.79meV -4.87meV
CNT, gapless -2.00 meV -1.13 meV

Table 4.1: Excitation energy of the lowest lying triplet and singlet exciton in the
(3,3) armchair carbon nanotube from first-principles (ab intio) and model (CNT)
approaches.

As a consequence, gapless tubes are unstable against the spontaneous conden-
sation of excitons [28], whereas the EM theory [5] predicts the exciton binding
energy to vanish with the gap.

We will use the results of the present work to treat excitonic effects in narrow-
gap NTs elsewhere. In order to complete our discussion of gapless tubes, here
we reconsider the calculation of exciton properties from first principles reported
in Ref. [28]. In the calculation by Varsano et al.[28] for the (3,3) armchair tube,
the system was actually gapped by a tiny quantity, 1.08 meV, arising from the
numerical discretization of the reciprocal space. In the following we show that
this artefact does not harm the claim of excitonic instability.

First, the tiny gap does not affect the calculation of ϵ−1 reported in Figs. 4.6(b)
and 4.8(b) in any way, since: (i) the reciprocal-space mesh in energy units, γ dq =
1.5 meV, is obviously larger than the gap (ii) the computed macroscopic inverse
dielectric constant, ϵ−1

0,0(q), already vanishes at small momenta q > dq, as apparent
from Fig. 4.6(b).

Furthermore, we checked the effect of the artificial gap on the exciton energy,
by numerically solving the Bethe-Salpeter equation within the supercell model for
the screened interaction presented in this paper. The resulting excitation energies
of the lowest singlet and triplet excitons are reported in Table 4.1 (CNT correct)
for the gap being exactly zero, and compared with the first-principles results (ab
initio). The discrepancies are minor, smaller than 1 meV and of the order of
magnitude of the artificial gap. One might also wonder whether the supercell
model calculation performed without applying the corrective factor to Π, which
fits first-principles data, were still able to predict the excitonic instability. The
results of such calculation, respectively in the presence of the tiny gap (CNT, tiny
gap) and in the gapless case (CNT, gapless), are reported in the last two rows
of Table 4.1. In all events the excitation energy of the exciton remains negative,
which points to the tendency of excitons to spontaneously form.
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a b

c d

Figure 4.16: Macroscopic inverse dielectric function, ϵ−1
0,0(q) (panel a and c), and screened

electron-hole interaction, W (q) (panel b and d), vs momentum, q, computed from different model
approaches for selected zigzag (a and b) and armchair (c and d) nanotubes, respectively. Data are
derived by considering either the lattice structure (triangles) or by spreading homogeneously the
electronic charge (solid curves) over the cylindrical tube surface.

4.8 Validation of the structural model through com-
parison with results for armchair and zigzag lat-
tices

Throughout this work we model the carbon nanotube structure as a cylindrical
surface over which the electrons occupying the Bloch states ψ(r), which multiply
the envelopes in Eq. (6.1), are spread homogeneously according to the ansatz of
Eq. (4.18) (see Subsec. 4.3.1). In this subsection we validate this model by com-
paring both the dielectric function and the screened electron-hole interaction with
those computed by considering the actual location of atoms in the curved hon-
eycomb lattice. To this aim, we replace the “jellium” of Eq. (4.18) with orbitals
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localized on either the zigzag or the armchair lattice, as detailed in Appendixes
A.2 and A.3, respectively. This change affects the overlap integrals that enter
the expressions of the dielectric function (Eq. 4.23) and screened electron-hole
interaction (Eq. 4.26). As we show below, the discrepancies are minor.

4.8.1 Zigzag lattice
Zigzag carbon nanotubes (n, 0) have a chiral vector C = na stretching over n
units cells of graphene (the vectors a and b are shown in Fig. 4.1). Whereas in
the simpler structural model the n units cells are represented as two rings and the
electron charges are spread into a “jellium”, here we consider all n cells and all
2n atom positions per sublattice. The overlap integrals, derived in Appendix A.2,
are:

⟨αk|e−i(G+q)·r|α′k + q⟩ = 1

2

[
k(k + q) + k2τ − iqkτ√
k2 + k2τ

√
(k + q)2 + k2τ

+ (2δα,α′ − 1)

]
× [J0(RG⊥) + 2(−1)nJ2n(RG⊥)] , (4.31)

with J2n being the Bessel function of first kind of order 2n. This overlap integral
is similar to the “jellium” expression (4.24) except for the correction due to the
higher order Bessel function, the order being linked to the number of atoms in the
cell.

Similarly, the dielectric function is:

ϵzigzag
G,G′ (q) =δG,G′ +

2A

πγ
v(q +G) [J0(RG⊥) + 2(−1)nJ2n(RG⊥)] [J0(RG

′
⊥)

+ 2(−1)nJ2n(RG
′
⊥)]
∑
τ

[
1 +

2k2τ
q
√
q2 + 4k2τ

log

(√
q2 + 4k2τ − q√
q2 + 4k2τ + q

)]
.

(4.32)

The inverse macroscopic dielectric function derived above, [ϵzigzag
0,0 ]−1(q), as

well as the screened electron-hole interaction, W zigzag(q), are reported for selected
zigzag tubes in Figs. 4.16(a) and (b), respectively (triangles, CNT lattice). The
results are essentially identical to those derived from the simpler structural model
used throughout the paper (solid curves, CNT).

4.8.2 Armchair lattice
Armchair carbon nanotubes (n, n) have a chiral vector C = 2na + nb corre-
sponding to the chiral angle θ = π/6. The vector C extends over 2n units cells of
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graphene. The overlap integrals of armchair nanotubes, derived in Appendix A.3,
take into account the locations of the atoms occupying these 2n units cells:

⟨αk|e−i(G+q)·r|α′k + q⟩ =1

2
{sign[k(k + q)] + (2δα,α′ − 1)} J0(RG⊥)

+
(−1)n

2

[
2 sign[k(k + q)]− (2δα,α′ − 1)

]
J2n(RG⊥).

(4.33)

This overlap integral differs from the “jellium” expression (4.24) in the addition
of an extra term, originating by the Bessel function of order equal to the number
of unit cells. This in turn changes the dielectric function, through the occurrence
of an extra, cut-off dependent term:

ϵarmchair
G,G′ (q) = δG,G′+

A

πγ
v(q+G)

[
(2 J0(RG⊥)+(−1)nJ2n(RG⊥))(2J0(RG

′
⊥)

+ (−1)nJ2n(RG
′
⊥)) +

9

2
J2n(RG⊥)J2n(RG

′
⊥) log

(
4k2o
q2

− 1

)]
. (4.34)

The extra-term ensures that the dielectric function diverges for q → 0, the ex-
pected behaviour in gapless tubes.

The inverse macroscopic dielectric function derived above, [ϵarmchair
0,0 ]−1(q) [tri-

angles, CNT lattice in Fig. 4.16(c)] differs only slightly from that derived from
the simpler structural model (solid curves, CNT), and only for q > 0.01(2π)/a
and small radii. Importantly, these small discrepancies are irrelevant for the com-
putation of the screened electron-hole interaction, as apparent from Fig. 4.16(d).

4.9 Super Coulombic interaction
Direct measurements of electron-electron interaction in materials are generally
hard to perform, due to the interference between the measured system and the
probe. Recently, the group of S. Ilani at Weizmann Institute of Science devel-
oped a new sensing technique to minimize such interference [24], by means of
using a suspended carbon nanotube as a scanning tool to probe, with minimal
invasiveness, few-electron states within another nanotube. A new experiment,
which focused on the case of just two electrons populating the c band of a narrow-
gap nanotube, was able to directly measure the Coulomb force repelling the two
charges in real space [119].

Therefore, we have computed the screened electron-electron interaction, pro-
jected onto the c band and Fourier-transformed in real space. Figures 4.17 and
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Figure 4.17: Effective electron-electron force along the nanotube axis vs electron separation, x,
in tubes having different energy gaps, Eg . The tube radius is R = 1 nm. The solid and dashed
curves are respectively the model calculation (CNT) and the effective-mass (EM) prediction. The
red curve is the standard three-dimensional Coulomb force.

Figure 4.18: Effective electron-electron force along the nanotube axis vs electron separation, x,
in tubes of different radii, R. The energy gap is Eg= 20 meV. The solid and dashed curves are
respectively the model calculation (CNT) and the effective-mass (EM) prediction. The red curve
is the standard three-dimensional Coulomb force.

4.18 show the force dependence on the electron separation in the range of hun-
dreds of nm, which is relevant to the experiment of Ref. [119], and compare it to
the standard, three-dimensional bare Coulomb force (red curve). Both effective-
mass (EM) and supercell model (CNT) calculations predict that the effective force
is stronger than the bare Coulomb force, regardless of the gap (Fig. 4.17) or ra-
dius (Fig. 4.18) size, as a consequence of the non-local character of screening in
nanotubes [114]. However, only the inclusion into the model of microscopic local
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fields, induced by the motion of electrons on the curved tube surface, leads to a
major enhancement of the effective force, as seen by contrasting CNT and EM
curves for given tube.
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Chapter 5

Phase diagram of the Excitonic
Insulator in narrow-gap CNT

In the previous section, we have theoretically investigated the screening properties
of carbon nanotubes and showed that the long-range Coulomb potential of arm-
chair carbon nanotubes is sufficiently strong to induce an EI phase both according
to model and first-principle calculations. Here, we explore the possibility that the
EI phase appears even in narrow-gap carbon nanotubes, whose band gaps, we re-
call, are induced by curvature and in the order of tens of meV.
Narrow-gap carbon nanotubes have electronic structures very similar to armchair
tubes featuring truncated Dirac cones in momentum space. The semiconducting
nature of the tubes causes more intense Coulomb attraction compared to armchair
tubes, allowing the formations of bound excitons with binding energy larger than
the band gap, which makes the system unstable against an excitonic condensation.

Figure 5.1: Pictorial illustration of an excitonic instability. Figure taken from [28].
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The process leading to an EI is analogous to the Cooper instability of a supercon-
ducting state, with the excitons playing the role of the Cooper pairs. Pictorially,
this is shown in Fig. 5.1. We employ a mean-field theory, developed in a previous
work [28], to describe the excitonic instability.

5.1 Electron-Hole interaction
The electron-hole interaction, that is the bonding energy of the excitons, is deter-
mined by scatterings processes both on long and short range. Long-range scatter-
ings are, in particular, the dominating processes for the formations of excitons in
carbon nanotubes. However, a comprehensive treatment requires even to account
the short-range part of the electron-hole interaction [158]. We treat in a different
manner the two parts of the electron-hole interaction.
Concerning the long-range part of the electron-hole interaction, we follow the
model theory of screening developed in the previous chapter. We recall that in
this theory the Coulomb potential W (r, r′) is expanded on a plain wave basis set
to include the tube-like topology of the Bloch states.

W (r, r′)=
∑

q,G,G′

e−i(G′+q)·r′
ei(G+q)·rϵ−1

G,G′(q)v(q +G′). (5.1)

The reciprocal lattice vectors G are determined with the periodically repeated cell
technique on a cylindrical supercell (Fig. 5.2):

G⊥ =
π

R
(n1x̂+ n3ẑ) , G∥ =

2π

λ
n2ŷ. (5.2)

In consistence with the previous chapter, the cylindrical supercells have length
λ = a cos(3θ) along the axis and a radius R = 7R in the other directions. We
fix the total length of the nanotube along the axis to A = Nλ, with N being the
number of repetitions of supercells along the axis.

We use the form of the Coulomb potential truncated in the non-periodic direc-
tions at the margins of the supercells:

v(q+G) =
4e2

AR2(q+G)2

[
1 +RG⊥J1(RG⊥)K0(R|q (5.3)

+G∥|)−R|q +G∥|J0(RG⊥)K1(R|q +G∥|)
]
, (5.4)

The RPA dielectric function is:

ϵG,G′(q) = δG,G′ − ΠG,G′(q)v(q +G), (5.5)
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Figure 5.2: Sketch of the supercell structure in the non-periodic directions. The nanotube of radius
R is replicated using cylindrical supercell of radius R arranged on a square lattice.

with polarisation:

ΠG,G′(q) = − 2

πγ
J0(RG⊥)J0(RG

′
⊥)
∑
τ

[
1 +

2k2τ
q
√
q2 + 4k2τ

log

(√
q2 + 4k2τ − q√
q2 + 4k2τ + q

)]
.(5.6)

The long-range e-h interaction is retrieved by projecting W (r, r′) from an initial
state (c, τ, k)(v, τ, k+ q) to a final state (c, τ, k+ q)(v, τ, k) on the same valley τ .
We only include intravalley scatterings (τ = τ ′) as intervalley scatterings (τ ̸= τ ′)
can be neglected requiring a large momentum that is suppressed by screening.

W(cτk+q,vτk,vτk+q,cτk) =

∫∫
drdr′W (r, r′)[F τ†

ck+q(r)F
τ
ck(r)][F

τ ′†
vk (r

′)F τ ′

vk+q(r
′)].(5.7)

By replacing the Coulomb potential with its extended expression, we find that the
long-range electron-hole interaction can be rewritten in a very simple form:

W(cτk+q,vτk,vτk+q,cτk) = fτ (k, k + q)w(q), (5.8)

where the function fτ (k, k + q) is the form factor that comes from the product of
the envelope functions:

fτ (k, k + q) =
1

2

(
1 +

k(k + q) + k2τ√
k2 + k2τ

√
(k + q)2 + k2τ

)
, (5.9)

w(q) is instead the effective screened Coulomb potential felt by the electrons on
the nanotube surface:

w(q)=
1

A

∑
G,G′

J0(RG⊥)J0(RG
′
⊥)ϵ

−1
G,G′(q)v(q +G′). (5.10)

We see that there is no dependence on the individual lattice vectors, meaning that
the microscopical composition of the system does not matter. As we operate with a
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finite size tube of length A, we regularise the long-range electron-hole interaction
between wavevectors (kj, kj + ql) on the mesh 2π/A adopted in the calculations:

W(cτkj+ql,vτkj ,vτkj+ql,cτkj) =
A

2π

∫ ql+
∆k
2

ql−∆k
2

dq fτ (kj, kj + q)w(q). (5.11)

The short-range part of the electron-hole interaction is originated by two types
of scatterings, either intravalley or intervalley [158]. We indicate, respectively,
the two contributions to the short-range e-h interactions as V (1) and V (2). First
principle computations have found that the magnitude of the two short range con-
tributions are rather constant in reciprocal space and much smaller than W [158,
28]. In addition, the short range contributions are weakly sensible on the screen-
ing of the system. For this reason, V (1) and V (2) can be modelled through two
constant interactions. We keep however explicit account of the spin structure of
the electrons and holes involved in the scattering processes:

V
(1)
(cτ ′σ′k′,vτ ′σ′k,vστk′,cστk) =

Ω0w1

4πRA
(−1)σ−σ′

,

V
(2)
(cτ ′σ′k′,vτ ′σ′k,vστk′,cστk) =

Ω0w2

4πRA
δσ,σ′ , (5.12)

where Ω0 = (
√
3/2)a2 is the area of graphene unit cell, and the characteristic

energies are estimated as from first principle w1 = 4.33eV and w2 = 2.6eV [28].

5.2 Self-energy correction
In the effective-mass approximation, the mutual interaction between the electrons
on the π orbitals is generally neglected. Yet, this quantity is particularly relevant
when studying the excitonic behaviour of a system [159]. We can take into ac-
count this interaction by computing the self energy Σ. We evaluate the self-energy
in the screened Hartree-Fock approximation.

ΣHF (r, r′) = lim
η→0+

i

2π

∫
dω′G0(r, r

′, ω′)W (r, r′)eiηω
′
. (5.13)

The long-range screened potentialW (r, r′) is chosen static, because we are mainly
concerned with the renormalization of the energies in the region around the K
point where the single-particles states are long-living. The propagator G0 is built
in terms of the single-particle wavefunctions:

G0(r, r
′, ω) =

∑
α,τ,k

Ψ∗
ατk(r)Ψατk(r

′)

ω − E0
ατk+ iη sign(E0

ατk− µ)
, (5.14)
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where the sign function ensures that the valence poles are above the real axis and
the conduction poles below.

We treat the self-energy as a first-order perturbation. The self-energy correc-
tion to the electronic states of the effective-mass theory |ατk⟩ amounts to:

⟨ατk|ΣHF (r, r′)|ατk⟩ = − A

2π

∫
dq |F ∗

ατ (k)Fατ (k + q)|2w(q). (5.15)

Rather than computing the self-energy correction of the valence and conduc-
tion band separately, we directly compute their difference:

ΣHF
τ (k) = ⟨cτk|ΣHF (r, r′)|cτk⟩ − ⟨vτk|ΣHF (r, r′)|vτk⟩, (5.16)

ΣHF
τ (k) =

A

2π

∫
dq

k2τ + k(k + q)√
k2τ + k2

√
k2τ + (k + q)2

w(q). (5.17)

The screened Hartree-Fock approximation is known however for overestimat-
ing the interaction between the outer electrons [160, 161]. As a solution, we
reduce the self-energy correction in our computations by means of a constant mul-
tiplicative factor:

Στ (k) = β ΣHF
τ (k). (5.18)

The multiplicative factor β has been taken equal to 0.4 for all carbon nanotubes.
This value of β has been chosen by setting the single-particle gap of the (9,0)
zigzag carbon nanotube to 110meV , that it is the value of the gap obtained from
first-principle computations. The first-principle computations consist in density
functional theory computations on top of which is performed GW. For the com-
putational details, we refer to section 1 of chapter 4.

5.3 Bethe-Salpeter Equation
The wavefunction of a direct exciton is:

|Ψ⟩ =
∑
σσ′τk

ψτσ(k)χσσ′ ĉτ†k,σv̂
τ
k,σ′|0⟩, (5.19)

where |0⟩ is the non-interacting ground state, that has the energy levels filled up
to the Fermi energy. χσσ′ is a 2 × 2 spin matrix, equal to the identity for the
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spin-singlet exciton χσσ′ = 1 and equal to a sum of the three Pauli matrices in a
generic direction n for the spin triplet exciton χσσ′ = σ · n. The energies of the
direct exciton are the eigenvalues of the Bethe-Salpeter equation [159, 28]:

Eeh
τ (k)ψτσ(k)−

∑
τq

W τ
k+q,kψτσ(k+q)+

Ω0w1

4πRA

∑
τ ′

∑
q

∑
σ′

(−1)σ−σ′
ψτ ′σ′(k+q)

− Ω0w2

4πRA

∑
τ ̸=τ ′

∑
q

ψτ ′σ(k + q) = Euψτσ(k), (5.20)

where Eeh
τ (k) is the energy required to create a free electron-hole pair:

Eeh
τ (k) = Ecτ (k)− Evτ (k) + Στ (k). (5.21)

The other three terms at left in Eq.(5.20) are the contributions of the long-range
and short-range e-h interaction. The spin dependence in the Bethe-Salpeter equa-
tion rests in the phases of the wavefunctions ψτσ(k) as all the other physical quan-
tities are symmetric with respect to the spin. We directly compute the eigenvalues
of Eq.(5.20) keeping track of the spin structure. In this manner, we are able to de-
termine the energies of both triplet and singlet excitons, later distinguished using
the symmetries of the wavefunctions ψτσ(k). Our primary interest is in particular
the ground state of the triplet exciton of energy Eu because it is the lowest lying
excitonic state. In case the energy Eu required to excite the triplet is negative,
this unequivocally indicates that the carbon nanotube is unstable with respect to
the formation of excitons, allowing us to claim that the true ground state of the
carbon nanotube is an excitonic insulator.

5.4 The Excitonic Gap
We build up the wavefunction of the excitonic insulator in resemblance of the
ground state of a superconductor, with the excitons playing the role of the Cooper
pairs:

|Ψ⟩ =
∏
σσ′τk

[uτkσ + χσσ′vτkσ′ ĉτ†k,σv̂
τ
k,σ′ ]|0⟩. (5.22)

The positive variational quantities uτkσ and vτkσ are the population amplitudes
of the valence and conduction states, respectively. The population amplitudes
depends on the spin index only for what concern the phases. The energy of the
ground state is:
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EGS =
∑
τkσ

Eeh
τ (k)v2τkσ −

∑
τkk′

∑
σ

W̄ τ
kk′vτkσuτkσvτk′σuτk′σ

+
Ω0w1

4πRA

∑
τ,τ ′

∑
kk′

∑
σ′

(−1)σ−σ′
vτkσuτkσvτ ′k′σ′uτ ′k′σ′ (5.23)

− Ω0w2

4πRA

∑
τ ̸=τ ′

∑
kk′

∑
σ

vτkσuτkσvτ ′k′σuτ ′k′σ.

We introduce the excitonic order parameter ∆σ(τk) that represents the energy
gain in creating the electron-hole pairs:

∆σ(τk) =
∑
k′

(
W̄ τ

kk′vτk′σuτk′σ +
Ω0w1

4πRA

∑
τ ′

∑
σ′

(−1)σ−σ′
vτ ′k′σ′uτ ′k′σ′

+
Ω0w2

4πRA

∑
τ ′ ̸=τ

vτ ′k′σuτ ′k′σ

)
.

(5.24)

We can rewrite the ground state energy in terms of the order parameter:

EGS =
∑
τk

[
Eeh

τ (k)

2
(v2τkσ − u2τkσ + 1)−∆σ(τk)uτkσvτkσ

]
. (5.25)

We use the Lagrange multipliers method, exploiting that the ground state en-
ergy is minimized at equilibrium. All the variational quantities are determined in
terms of ∆σ(τk).

Eτk =
√

(Eeh
τ (k))2

4
+ ∆σ(τk)2,

u2τkσ =
1

2

(
1 +

Eeh
τ (k)

2Eτk

)
,

v2τkσ = 1− u2τkσ. (5.26)

Replacing the population amplitudes through their dependence on the order pa-
rameter in Eq.(5.24), we find that the order parameter ∆σ(τk) satisfies a set of
self consistent equations:

∆σ(τk) =
∑
k′

(
W̄ τ

kk′∆σ(τk
′)

Eτk′
+

Ω0w1

4πRA

∑
τ ′

∑
σ′

(−1)σ−σ′
∆σ′(τ ′k)

+
Ω0w2

4πRA

∑
τ ′ ̸=τ

∆σ(τ
′k′)

Eτ ′k′

)
.

(5.27)
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The resolution of this set of self-consistent equations is done numerically from
a starting guess value for the order parameter. At each step, the order parameter
is updated until convergence is met. The starting value is chosen exploiting the
similarities between Eq.(5.27) and the Bethe-Salpeter equation of Eq.(5.20) when
introducing a pseudo-wavefunction φτσ(k), defined as:

φτσ(k) =
∆σ(τk)

2
√

Eeh
τ (k)
4

+∆σ(τk)2
. (5.28)

2

√
(Eeh

τ (k))2

4
+ ∆σ(τk)2φτ (k)−

∑
k′

W̄ τ
kk′φτσ(k

′) +
Ω0w1

4πRA

∑
k′

∑
τ ′

∑
σ′

(−1)σ−σ′
φτ ′σ′(k′)− Ω0w2

4πRA

∑
k′

∑
τ ′ ̸=τ

φτ ′σ(k
′) = 0. (5.29)

We exploit the eigenstates and eigenvalues of the Bethe-Salpeter equation for
building the ansatz used in the numerical resolution of the self-consistent equa-
tion. In particular, we take:

∆start
σ (τk) =

Eeh
τ (k)− Eu

2

∣∣∣∣ψτσ(k)

ψτσ(0)

∣∣∣∣ . (5.30)

We proceed with the self-consistent calculation only in the case in which an
excitonic instability is present in the system. Indeed, if not the case, Eq.(5.29)
gives a trivial output since the ground state is minimized (Eq. 5.25) with the
standard low-temperature occupation of the energy levels, a full valence band and
an empty conduction band, as the the nanotubes has no energy gain in forming
excitons.

5.5 Solutions of the Self-Consistent Equation
The excitons in the carbon nanotube are energetically favoured in a tight region
of the Brillouin zone around the K points, where the Coulomb binding energy is
sufficiently large to overcome the single-particle gap [28]. These excitons sponta-
neously formed lead the carbon nanotube to the Excitonic Insulator phase. In the
Excitonic phase, electrons and holes are gapped quasiparticle excitations. The va-
lence and conduction band of the Excitonic Insulator phase differ with respect to
their single-particle counterparts for having a flatter dispersion in the region close
to the K points and an enhanced gap. We illustrate the band dispersion in a case
of example in Fig. 5.3. We can notice that the band dispersion remains symmetric
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under swapping of both valleys and wavevectors (k → −k) even in the excitonic
phase as long as the axial magnetic fields is absent.

The transport gap at the K points in the Excitonic Insulator phase is:

EGap
τ =

√
(Eeh

τ (0))2 + 4∆(τ0)2, (5.31)

where Eeh
τ (0) is the single-particle energy and |∆(τ, k = 0)| the many body order

parameter. Making a simple analogy, we associate the order parameter to the
binding energy between the electron-hole couple, while the single-particle energy
to energy required to promote the freed electron-hole couple to the respective
bands. The order parameter gives information about the strength of the Excitonic
Insulator phase.

We have determined the magnitude of |∆(K, k = 0)| and EGap
τ for a wide

range of nanotubes, varying the radius R and the chiral angle θ. We map the re-
sults in Fig. 5.4. The strongest excitonic phases are realised in carbon nanotubes
with small radii close to the zigzag configuration so nanotubes with the largest
single-particle gap. This result may seem surprising, since the electrons have to
be promoted to the conduction band in order to form the excitons. However, nan-

Figure 5.3: Band structure in the regions of the BZ zone close to the two K points for the carbon
nanotube with radius R = 1nm and chiral angle θ = 20◦. The continuous line indicates the bands
in the EI phase, while the dashed lines are the single-particle bands. The left panel refers to the K
valley and the right panel to the K ′ valley.
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(a)

(b)

Figure 5.4: Map plot of the order parameter |∆(K ′, k = 0)| (a) and the excitonic gap (b) for a
wide set of carbon nanotubes. The shading colours indicate the order of magnitude.

otubes with large single-particle gap are subject to very poor screening (Eq. 5.6)
allowing the quasi-1D Coulomb interaction of the nanotube to be very strong. The
direct consequence are large values of |∆(K, k = 0)|. In nanotubes with smaller
values of the single-particle gap, the energy required to promote the electrons
diminishes but at the same time the screening in the carbon nanotube becomes
more effective. Overall, a weaker EI phase is realized. Therefore, we can con-
clude that in narrow-gap carbon nanotubes exists a general relation between the
strength of the excitonic phase and the size of the single-particle gap, suggesting
that the single-particle gap is the main quantity to influence the size of the total
gap in the EI phase. Further proof of this general dependence can be seen in Fig.
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(a) (b)

Figure 5.5: Plots of the order parameter |∆(K, k = 0)| for selected radii (a) and chiral angles (b).

5.5(a), where we have cut the map of Fig. 5.4 for selected radii. As the chirality
is changed from zigzag up to armchair, the single-particle gap is progressively
reduced and at the same time even the order parameter diminishes.

The order parameter exhibits even an inverse proportionality to the nanotube
radius at fixed chiral angles as emerges from Fig. 5.5 (b). In non-armchair nan-
otubes, due to the presence of the curvature gap, the order parameter decreases
with an almost general power law as R−β with β between 2.6 and 2.8. In case of
armchair nanotubes, instead, the order parameter decreases more slowly as R−1.5.
Independently on the chirality of the tube, we expect that in the limit of very large
radii the Excitonic Insulator phase fades out in consistence with the fact that flat
graphene is not subject to an excitonic instability.

In conclusion, in this chapter, we give evidence that an Excitonic Insulator
phase is stable in a wide range of narrow-gap carbon nanotubes. The sizes of the
transport gap in the Excitonic Insulator phase remain greatly influenced by the
radii and the chirality of the nanotube. It is relevant to mention that our computa-
tions mainly reproduce the correct trends since we are limited by not accounting
for the contributions of phonons. Phonons could play a relevant role in influencing
the overall size of the transport gap, especially in nanotubes with a small chiral
angle close to zigzag.
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Chapter 6

Excitonic vs Mott Insulator in
carbon nanotubes: a proposed
experimental test

In the previous section, we have demonstrated that the semiconducting/metallic
phase of narrow-gap carbon nanotubes is unstable with respect to a spontaneous
excitonic condensation at low temperatures. This finding, even if very promising,
does not ensure that the low-temperature correlated phase of narrow-gap carbon
nanotubes observed in transport experiments [27, 37] is an excitonic phase. In-
deed, there is the possibility that narrow-gap carbon nanotubes are unstable to-
wards diverse kinds of many-body instabilities. In literature, alternative proposed
possibilities for the nanotube ground state are that narrow-gap carbon nanotubes
are unstable with respect a Mott-Hubbard transition [13, 27] or with respect to
lattice distortion [29, 30, 31]. Usually, it is possible to correctly identify a corre-
lated phase studying the characteristic physical quantities associated to the phase.
Unfortunately, the low dimensionality of carbon nanotubes and the strong suscep-
tibility to external stimuli make challenging to measure the characteristic physical
quantities preventing to easily assess the nature of the correlated phase.

Here, we address the withstanding uncertainty, arguing that exists an unam-
biguous way to determine if the ground state of narrow-gap carbon nanotubes
hosts a condensate of excitons by observing the dependence of the transport gap
on the magnetic field. We show that the transport gap of the nanotube features a
cusp at the closing of the single-particle gap, which occurs at the Dirac field, when
an excitonic condensate is present. We connect this behaviour of the transport gap
to the strong sensibility of the excitons to the screening of the carbon nanotube.
The other correlated phases, such as a Mott-Hubbard Insulator or a Peierls insta-
bility, do not show any particular feature at the Dirac field, being weakly affected
by the screening of the carbon nanotube. In particular, here, we draw a compari-
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son showing the expected behaviour of nanotubes in the Mott-Hubbard phase. In
the course of the work, we describe the correlated phase of the nanotubes within
the effective-mass theory for the π quasi-particle states of single-wall carbon nan-
otubes, properly adapted to include many-body corrections. The magnitude of the
many-body corrections is estimated from the theory exposed in the two previous
chapter and is corroborated by first principle calculations.

6.1 Quasi-particle theory of carbon nanotubes in the
presence of many-body effects

The effective-mass theory of carbon nanotubes, illustrated in chapter 3 and summed
up in the two-band model version in section 3.8, describes the electronic states in
the valence and conduction bands (α = c, v) employing the Bloch states ψτ (r) of
the corners of the Brillouin zone of graphene (τ = K,K ′) multiplied by suitable
envelope functions:

Ψατk(r) = F τA
αk (r)ψτA(r) + F τB

αk (r)ψτB(r). (6.1)

The set of envelope functions F τ
αk in the previous sections were chosen as the

eigenfuctions of the Dirac Hamiltonian of graphene, that from now on we will call
Hsp. We recall that Hsp can be represented in the space of the F τ

αk as the product
of couples of Pauli matrices σ and τ , that, respectively, act on the sublattices and
on the K valleys indices:

Hsp = γ1τ ⊗ σxkτ + γτz ⊗ σyk. (6.2)

The eigenvalues of Hsp are

Esp
ατ (k) = sαγ

√
k2τ + k2, (6.3)

with k being the continuous component of the wavevector along the axis direction
and kτ being the quantized momenta, generally valley dependent. kτ cancels out
in one of the two K valleys at the Dirac field.

kτ =k⊥ + τkc (6.4)

=
1

R

ΦB

Φ0

+ τ
0.625 eV

γR2
cos(3θ). (6.5)

The many-body effects enlarge the electronic gap of narrow-gap carbon nan-
otubes compared to the single-particle treatment, but do not shift the electronic
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dispersion in momentum space. The electronic bands preserve a Dirac-like char-
acter in the neighbourhood of the Brillouin zone corners. We may then imagine
that the electronic state can be written as in Eq.(6.1) using as envelope functions
F τ

αk the eigenfunctions of a new quasi-particle hamiltonian composed of Hsp plus
a term, that we will call Hx, related to the many-body phase of the carbon nan-
otube:

H = Hsp +Hx. (6.6)

The many-body hamiltonian Hx does not commute with the terms featuring in-
side Hsp and is built based on the symmetries of the nanotubes in the many-body
phase. Carbon nanotubes share some of the symmetry properties of graphene
among which the time reversal symmetry T and the inversion symmetry I, dis-
cussed in section 2.4. We represent these operations in the same space used for
the Hamiltonian. The time-reversal operator T acts on the F τ

αk swapping the val-
ley index but conserving the sublattice [162, 128, 28]:

T = τx ⊗ σzK̂, (6.7)

where K̂ is the complex-conjugation operator.
The inversion symmetry I consists in the inversion of the atomic sites on the
graphene plane around the origin. On the F τ

αk functions, this corresponds to swap-
ping the valley index as well as the sublattice. The inversion operator I takes the
form:

I = −τy ⊗ σyR̂, (6.8)

where R̂ is the inversion operator in the xy space or equivalently a rotation of
π. The single-particle Hamiltonian Hsp respects both the symmetry properties in
absence of external fields:

[T,Hsp] = 0,

[I,Hsp] = 0,
if B = 0. (6.9)

(6.10)

In the followings, we discuss, separately, how to write the quasi-particle Hamilto-
nian of nanotubes in the EI phase and in the Mott-Hubbard Insulator phase.

6.1.1 Excitonic Insulator
Signature of the EI phase is the displacement of the electronic charge between
the atoms of the two sublattices of the carbon nanotube. This rifts apart the two

85



sublattices and breaks the inversion symmetry of the carbon nanotube. In the
quasi-particle theory, this symmetry property of the EI phase is reproduced within
the many-body term of the hamiltonian HEI . Furthermore, since the EI phase is
induced by the long-range part of the potential that acts within a single K valley,
HEI must not mix effective mass states with different valley index τ . The form of
HEI upholding these requirements is:

HEI = ∆
(1)
EI(k) 1τ ⊗ σz +∆

(2)
EI(k) τz ⊗ σz, (6.11)

that gives a valley dependent many-body order parameter ∆EI(k, τ) = ∆
(1)
EI(k) +

τ∆
(2)
EI(k). Both ∆

(1)
EI(k) and ∆

(2)
EI(k) generally vary with the magnetic field. At

zero magnetic field the EI phase respects the time reversal symmetry, so in this
limit ∆(2)

EI(k) = 0 restoring the symmetry between the two K valleys. The full
form of the effective-mass Hamiltonian of the carbon nanotube in the EI phase is:

Htot−EI = γ1τ ⊗ σxk̂x + γτz ⊗ σyk̂y +∆
(1)
EI(k) 1τ ⊗ σz +∆

(2)
EI(k) τz ⊗ σz,

(6.12)

leading to a dispersion in the two closest bands to the gap of the kind:

Eτα(k) = sα

√
γ2(k2 + k2τ ) + ∆2

EI(k, τ) = sα

√
Esp

τ (k) + ∆2
EI(k, τ). (6.13)

6.1.2 Mott-Hubbard insulator
In the Mott-Hubbard phase, the energy cost to hop electrons between neighbour-
ing atoms gets enhanced by the presence of a strong short-range interaction in the
nanotube. As this occurs independently on the atomic sublattice, the inversion
symmetry is respected in this many-body phase. In addition, at zero magnetic
field, even the time-reversal symmetry holds. The many-body term HHU that sat-
isfies the symmetry requirements at zero field while not commuting with the terms
of Hsp reads in the space of the effective-mass functions:

HHU(B = 0) = ∆u τy ⊗ 1σ. (6.14)

We now put a finite magnetic field and try to use as many-body hamiltonian
HHU(B = 0) even with a magnetic field different from zero. The full form of
the quasi-particle Hamiltonian is:

Htot−HU = γ1τ ⊗ σxk⊥ + γτz ⊗ σxkc + γτz ⊗ σyk +∆uτy ⊗ 1σ, (6.15)

where we have split the quantized component of the wavevector in the part linked
to the magnetic flux k⊥ and in the part due to curvature kc. This form of Htot−HU
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breaks the time-reversal symmetry as expected when a finite magnetic field is
present. Another thing however occurs. The many-body hamiltonian of the Mott-
Hubbard phase HHU commutes with the term in k⊥:

[γ1τ ⊗ σxk⊥,∆uτy ⊗ 1σ] = 0 (6.16)

This leads the energy eigenvalues to be of the kind:

H2
tot−HU = γ2(k2⊥ + k2c + τzk⊥kc + k2) + ∆2

u + 2γτy ⊗ σxk⊥∆u. (6.17)

The eigenstates and eigenvalues of a quasi-particle hamiltonian describing the
Mott-Hubbard phase are expected to hold to the atomic limit, as the Mott-Hubbard
phase acts at the atomic level. However, the last term appearing in Eq.(6.17),
2γτy ⊗ σxk⊥∆u, does not respect this fundamental property of the Mott-Hubbard
phase going like σx in the space of the carbon nanotube sublattices and hence caus-
ing the sublattice indices mixing. Since the presence of this term is not consistent
with the Mott-Hubbard phase, we modify the form of HHU at finite magnetic field
through two additional terms:

HHU = ∆uτy ⊗ 1σ + ητx ⊗ σy + ζτy ⊗ σy, (6.18)

defined as η = −i|k⊥| and ζ = −|k⊥|. We see that the two additional terms vanish
at zero field, hence are only presents when the time-reversal symmetry disappears.
The new general form of the Hamiltonian in the Mott-Hubbard phase becomes:

Htot−HU = γ1τ ⊗ σxk⊥ + γτz ⊗ σxkc + γτz ⊗ σyk +∆uτy ⊗ 1σ

+ ητx ⊗ σy + ζτy ⊗ σy, (6.19)

The energy of the higher valence and lower conduction bands are:

Eα(k) = sα
√
γ2(k2 + (|k⊥| − kc)2) + ∆2

u. (6.20)

The expression of the energy is very similar to the one we obtain in the Exci-
tonic Insulator phase, differing only for the many-body term. The many-body
order parameter of a Mott-Hubbard insulator ∆u, however, behaves fundamen-
tally different to ∆EI with respect to the magnetic field since ∆u is induced by
the short-range interaction, that acts on a range much shorter than the screening.
Thus, in the Mott-Hubbard phase, the total gap depends on the magnetic field only
in the single-particle contribution.

6.2 On the computation of the many-body terms
The many-body contributions can thus be incorporated inside quasi-particle theo-
ries for carbon nanotubes through symmetry arguments. The quasi-particle theo-
ries, however, does not give way to compute the magnitude of the many-body con-
tributions directly. We recur to different methods for the two many-body phases.
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In the case of the Excitonic Insulator phase, the computation is done follow-
ing the scheme presented in the previous chapter in sections 5.3-5.4. We solve
the Bethe-Salpeter equation to determine the ground state energy of the triplet
excitons. If the ground state energy is negative, we employ a mean field theory,
modelled on the BCS theory of superconductivity, to determine self-consistently
the magnitude of the excitonic many-body gap ∆EI(k, τ). In the computations at
finite magnetic field, we disregard the Zeeman coupling of the spins to the mag-
netic field as it represents a fine structure correction.

∆EI(k, τ) =
∑
τk′

W̄ (k, k′)
∆2

EI(k, τ)

2
√
(Esp

τ (k))2 +∆2
EI(k, τ)

. (6.21)

The long-range potential W̄ (k, k′) couples the electron-hole pairs into excitons
and represents the energy gain in establishing the excitonic phase. The compu-
tation of W̄ (k, k′), that is fully detailed in chapter 4, is done at the RPA level
starting from the single-particle energies. This enables to take into account the
magnetic field effect in the self-consistent computation of the many-body ener-
gies ∆EI(k, τ).

The order parameter of the Mott-Hubbard insulator ∆u has been investigated
extensively in literature both theoretically [13, 17] and experimentally [27]. It has
been found that ∆u can be taken constant with respect the magnetic field and is
inversely proportional to the nanotube radius. Here, as the Mott-Hubbard phase is
our comparison, we do not repeat the computation, but we take a value of ∆u of
magnitude comparable with literature:

∆u =
2meV nm

R
. (6.22)

6.3 Results
We have studied the transport gap of selected carbon nanotubes at varying mag-
netic fields both in the EI phase and in the Mott-Hubbard Insulator phase. The
trends of the transport gap in the two phases are shown in Fig. 6.1 for a nanotube
of example. The behaviour of the transport gap differs greatly between the two
phases in the region around the Dirac field, where the single-particle gap nulli-
fies. In particular, the dispersion in the EI phase features a sharp cusp close to the
Dirac field whereas in the Mott-Hubbard phase the minimum is approached reg-
ularly. As the single-particle contribution to the transport gap is the same in both
the correlated phases Eq.(6.13,6.20), any difference is originated by the many-
body contributions ∆EI(τ) and ∆u. The order parameter ∆EI(τ) depends on the
long-range potential Eq.(6.21), that is sensible on the screening of the system.
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Figure 6.1: Dispersion of the gap with respect to the magnetic field in the EI phase and the Mott-
insulator phase of a carbon nanotube of radius R = 5.5 Å and chiral angle θ = 27.8◦. We plot
with a red dashed line the single-particle dispersion for guidance. The dotted vertical line in grey
corresponds to the magnetic field that closes the single particle-gap, also known as Dirac field.

Approaching the Dirac field, the single-particle gap shrinks hence the carbon nan-
otube is subject to stronger screening which lead to smaller values of ∆EI(τ).
The variations of the screening are especially high in proximity of the Dirac field
where the single-particle gap closes, here the ∆EI(τ) turns out be almost propor-
tional to the single-particle energy. In the Mott-Hubbard insulator phase, instead,

Figure 6.2: Measured current for a nanotube with a radius of 5.5 Å as a function of energy and
magnetic flux for the first electron (positive band) and hole (negative band). The Dirac field is at
4× 10−3ϕ/ϕ0 (≃ 9 T ). Figure taken from [163].
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the order parameter ∆u is always constant so no special feature emerges.
The experimental studies of nanotubes narrow-gaps, like [27] and [37] (re-

ported here in Fig. 6.2), show the appearance of small cusps at the Dirac field.
The cusps observed are however less pronounced than in our prediction for the
EI phase, meaning that there is still some discrepancy between theory and experi-
ments. In addition, we cannot exclude that the transport experiments may be partly
affected by noise, as the gaps studies are very small, leading to the necessity of
further studies on the subject for any conclusive proof. The transport experiments,
however, even signal a clear giant enhancement of the orbital magnetic moment
of the electrons [37]. This behaviour is more compatible with a correlated phase
very susceptible to the magnetic field like the EI phase rather than a Mott-Hubbard
phase.

To conclude this chapter, we show the EI transport gap in nanotubes of varying
chiralities with finite magnetic fields. The corresponding map plot is shown in Fig.
6.3 (a). The generic trend is very reminiscent of the behaviour without many-body
effects Fig. 6.3 (b). The transport gap reaches its minimum in correspondence of
the Dirac fields of each carbon nanotube, in the figures indicated with a dashed
line. Even if small, the transport gap stays always finite for all the chiralities of
the tubes. Moving away from the minimum, the transport gap is significantly
enhanced compared to the single-particle energies.
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(a)

(b)

Figure 6.3: Map plots of the total gap (a) and of the single-particle gap in the EI phase (b) at varying
axial magnetic fields and chiral angles in narrow-gap carbon nanotubes of radius R = 1 nm . The
dashed line in red indicates the Dirac fields for any possible chirality of the tubes.
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Chapter 7

Conclusions

In this work, I have performed a novel study of excitonic properties of narrow-gap
carbon nanotubes starting from an accurate evaluation of screening properties of
carbon nanotubes. As a general result, my findings provide a deeper insight into
the previous claim [28] that undoped narrow-gap carbon nanotubes are excitonic
and not Mott insulators.

Concerning nanotubes screening, I have developed a simplified approach to
compute the dielectric function of narrow-gap carbon nanotubes of any size and
chirality, which has the same accuracy of first-principles calculations but is com-
putationally cheaper. A detailed analysis shows a giant enhancement of the screened
Coulomb interaction at long wavelength with respect to the one expected for an
effectively one-dimensional system. I find that this is caused by the strong, micro-
scopic local fields generated by the electron motion on the curved tube surface.
The paradoxical consequence is that the screened electron-hole interaction, once
projected onto the lowest conduction and highest valence band, remains long-
ranged even in the presence of Fermi points (armchair tubes). Furthermore, the
calculated electron-electron interaction in real space shows that the force is super
Coulombic, well beyond expectations based on simple EM models. I anticipate
that our theory lays the quantitative basis for future studies of many-body physics
in carbon nanotubes, where the long-range character of interaction leads to novel
phenomena.

The computation of excitonic instabilities has revealed that an Excitonic In-
sulator phase is possible for a wide range of narrow-gap carbon nanotubes. The
size of the transport gap in the Excitonic Insulator phase is greatly influenced by
the radii and the chirality of the nanotube. It is relevant to mention that phonons,
not accounted for in this work, generally can couple to excitonic degrees of free-
dom in non-armchair NTs to give rise to hybrid excitonic-phononic phases [33,
34, 35]. I expect that the exciton-phonon coupling may be especially significant
in nanotubes with a small chiral angle, close to a zigzag chirality. Despite this
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drawback, the quantitative predictions of this work concerning the general trends
of the transport gaps are valid and signal the measurable presence of excitonic
instabilities in carbon nanotubes.

Finally, I show that studies of nanotubes transport gaps with respect to the
magnetic field allow to signal the presence of an excitonic condensate and dis-
tinguish this many-body phase from a Mott insulator. The current results from
transport experiments [164, 37] seem to support the hypothesis of narrow-gap
carbon nanotubes hosting an excitonic condensate. Nevertheless, due to the small
sizes of the gaps involved and in view of recent advancements in sensing tech-
niques, further transport experiments are necessary to correctly assess the many-
body physics causing the intrinsic semiconducting nature of narrow-gap carbon
nanotubes.
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[78] D. Jèrome, T. M. Rice, and W. Kohn. In: Phys. Rev. 158 (1967), pp. 462–475.

97



[79] D. Sherrington and W. Kohn. In: Rev. Mod. Phys. 40 (1968), pp. 767–769.

[80] John Bardeen, Leon N Cooper, and John Robert Schrieffer. In: Physical review
108.5 (1957), p. 1175.

[81] J. Bardeen. In: Phys. Rev. Lett. 6 (1961), p. 57.

[82] B. I. Halperin and T. M. Rice. In: Solid State Phys. 21 (1968), pp. 115–192.

[83] W. Kohn. In: Many-body physics. Ed. by C. de Witt and R. Balian. New York:
Gordon and Breach, 1967, pp. 351–411.

[84] P. Nozières and C. Comte. In: J. Physique 43 (1982), p. 1083.

[85] B. Bucher, P. Steiner, and P. Wachter. In: Phys. Rev. Lett. 67 (1991), pp. 2717–
2720.

[86] P. Wachter, A. Jung, and P. Steiner. In: Phys. Rev. B 51 (1995), p. 5542.

[87] P. Wachter. In: J. Alloys and Compounds 225 (1995), p. 133.

[88] F. J. Di Salvo, D. E. Moncton, and J. V. Waszczak. In: Phys. Rev. B 14 (1976),
pp. 4321–4328.

[89] J. A. Wilson. In: Solid State Commun. 22 (1977), p. 551.

[90] M. M. Traum, G. Margaritondo, N. V. Smith, J. E. Rowe, and F. J. Di Salvo. In:
Phys. Rev. B 17 (1978), p. 1836.

[91] G. Margaritondo, C. M. Bertoni, J. H. Weaver, F. Lévy, N. G. Stoffel, and A. D.
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Appendix A

Appendix

A.1 Overlap integrals within the model of the nan-
otube as a series of rings

In this Appendix we compute the overlap integrals, ρcv, between conduction and
valence band states, by modelling the carbon nanotube as a series of rings over
which the electronic charge is spread homogeneously.

We recall that the orbital wave function of NT states is:

Ψατk(r) = F τA
αk (r)ψτA(r) + F τB

αk (r)ψτB(r). (A.1)

Here the envelope functions, F , take the form (4.7), and the Bloch states, ψτη(r),
are spread homogeneously over rings placed along the y axis:

ψτA(r) =
1√
N

eiϕτA

√
2πR

N∑
l=1

[
eiKτ ·RA

l g(r −RA
l )
]
, (A.2)

ψτB(r) =
1√
N

eiϕτB

√
2πR

N∑
l=1

[
eiKτ ·RB

l g(r −RB
l )
]
, (A.3)

the phases being ϕKA = 0, ϕK′A = θ, ϕKB = −π
3
+θ and ϕKB = 0. The functions

g are localised along the y axis and orthogonal, according to:

g∗(r −Rη
l ) g(r −Rη′

l′ ) = δη,η′ δl,l′ δ(ρ−R) δ(y −Rη
l ). (A.4)

There are N charge rings for given sublattice and the rings within the sublattice
are uniformly spaced along the NT axis, at distance λ = a cos

(
π
6
− θ
)
:{

RA
l =

(
lλ+ yA0

)
ŷ

RB
l =

(
lλ+ yB0

)
ŷ

with l = 0, ..., N − 1, (A.5)
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with yA0 = yB0 = 0.
The overlap integrals of interest within each valley τ , ρcv, are:

ραα′(kŷ, qŷ,G) = ⟨ατk|e−i(G+q)·r|α′τk + q⟩, (A.6)

where the ket |ατk⟩ indicates the NT orbital wave function Ψατk. To proceed we
make the expression (A.1) explict and insert it into the definition of ραα′ , using
cylindrical coordinates as well as the orthogonality of g’s :

ραα′ = ⟨ατk|e−i(G+q)·r|α′τk + q⟩ = 1

2πRN

B∑
η=A

(F η
ταk)

∗F η
τα′k+q (A.7)

×
∫ ∞

0

dρ

∫
dy

∫ 2π

0

dφ

N−1∑
l=0

ρ δ (ρ−R) δ (y − lλ) e−i(G∥y+ρG⊥ cosφ).

The delta function of ρ argument constrains the integration over the nanotube
surface:

ραα′ =
1

2πN

B∑
η=A

(F η
ταk)

∗F η
τα′k+q

∫
dy

∫ 2π

0

dφ
N−1∑
l=0

δ (y − lλ) e−i(G∥y+RG⊥ cosφ).

(A.8)

We then integrate over y and recall the expression (5.2) of G∥, obtaining:

ραα′ =
1

2πN

B∑
η=A

(F η
ταk)

∗F η
τα′k+q

N−1∑
l=0

e−i2πn2l

∫ 2π

0

dφ e−iRG⊥cos(φ). (A.9)

The indices n2 and l are both integers, then the exponential is always equal to
1. Furthermore, the integral over φ is equal to 2πJ0(RG⊥). In conclusion, the
overlap integral is:

⟨αk|e−i(G+q)·r|α′k + q⟩ =
[
(FA

ταk)
∗FA

τα′k+q + (FB
ταk)

∗FB
τα′k+q)

]
J0(RG⊥).

(A.10)

The possible combinations of α and α′ are as follows. The intraband overlap
integrals have either α = c and α′ = c or α = v and α′ = v:

⟨ck|e−i(G+q)·r|ck + q⟩ = ⟨vk|e−i(G+q)·r|vk + q⟩ =

1

2

(
k(k + q) + k2τ − iqkτ√
k2 + k2τ

√
(k + q)2 + k2τ

+ 1

)
J0(RG⊥). (A.11)
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The interband overlap integrals, with α = c and α′ = v or viceversa, exhibit a
negative sign instead:

⟨ck|e−i(G+q)·r|vk + q⟩ = 1

2

(
k(k + q) + k2τ − iqkτ√
k2 + k2τ

√
(k + q)2 + k2τ

− 1

)
J0(RG⊥).

(A.12)

A.2 Overlap integrals of zigzag carbon nanotubes
In this Appendix and in the next one we compute the overlap integrals ρcv for
zigzag and armchair carbon nanotubes, respectively, by accounting for the actual
location of atoms on the curved honeycomb lattice. To this aim, we replace the
Bloch states (4.18) with orbitals localised along the tube circumference, whose
positions depend on the azimuthal angle φ. The derivation of ρcv proceeds anal-
ogously to what done in Appendix A.1 until one performs the integration over φ.
AAs n atoms per sublattice are now localised along φ, one has to sum over their
positions, the overlap integrals being:

ραα′ =
1

2n

B∑
η=A

(F η
ταk)

∗(F η
τα′k+q)

∫ 2π

0

dφ
n−1∑
j=0

δ
(
φ− φη

j

)
e−iRG⊥cos(φ), (A.13)

where the φη
j are the angular coordinates of the atoms. We specialise to zigzag

nanotubes in the following.
Zigzag nanotubes (n, 0) may be thought of as built by rolling the graphene

sheet along the chiral vector C = na, which stretches over n units cells of
graphene. There are 2n atoms per sublattice, whose positions on the tube sur-
face are:

RA
l,j =

{
R 2πj

n
φ̂+ lλŷ ++Rρ̂

R π(2j+1)
n

φ̂+
(
lλ+

√
3
2
a
)
ŷ +Rρ̂

(A.14)

with j = 0, n− 1.

RB
l,j =

{
R π(2j+1)

n
φ̂+

(
lλ+ 1

2
√
3
a
)
ŷ +Rρ̂

R 2πj
n
φ̂+

(
lλ+ 2√

3
a
)
ŷ +Rρ̂

(A.15)

with j = 0, n− 1.

The distance between two unit cells along the axial direction is λ =
√
3a. We

105



insert coordinates (A.14) into (A.13), obtaining

ραα′ =
1

2n

B∑
η=A

(F η
ταk)

∗F η′

τα′k+q

∫ 2π

0

dφ
n−1∑
j=0

[
δ

(
φ− 2πj

n

)

+ δ

(
φ− π(2j + 1)

n

)]
e−iRG⊥ cos(φ), (A.16)

ραα′ =
1

2n

B∑
η=A

(F η
ταk)

∗F η′

τα′k+q

n−1∑
j=0

[
e−iRG⊥cos( 2πj

n ) + e−iRG⊥cos(π(2j+1)
n )

]
.

(A.17)

We rewrite the two exponentials as a sum of Bessel functions by using the Jacobi-
Anger identity:

eixcos(ζ) = J0(x) + 2
∞∑

m=1

imJm(x) cos(mζ). (A.18)

Then (A.17) becomes:

ραα′ =
1

2n

B∑
η=A

(F η
ταk)

∗F η′

τα′k+q

n−1∑
j=0

[
2J0(x) + 2

∞∑
m=1

(
imJm(x) cos

(
πmj

n

)

+ imJm(x) cos

(
πm(2j + 1)

n

))]
. (A.19)

We now sum over j. The first term is obvious. In the second one, we exchange
the order of the sums over j and m, and use the identities

n−1∑
j=0

imJm(x) cos

(
πmj

n

)
=

{
n imJm(x) if m is a multiple of n

0 otherwise , (A.20)

n−1∑
j=0

imJm(x) cos

(
πm(2j + 1)

n

)
=

{
(−1)

m
n n imJm(x) if m is a multiple of n

0 otherwise .

(A.21)
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Putting everything together, the overlap integral becomes:

⟨αk|e−i(G+q)·r|α′k + q⟩ =(
(FA

ταk)
∗FA

τα′k+q + (FB
ταk)

∗FB
τα′k+q

) [
J0(RG⊥) + 2

∞∑
m=1

(−1)mJ2mn(RG⊥)

]
.

(A.22)

As the Bessel functions of large multiples of n decay very rapidly, we only con-
sider the first term in the sum in m. The exact intraband and interband overlap
integrals are:

⟨ck|e−i(G+q)·r|ck + q⟩ =

1

2

(
k(k + q) + k2τ − iqkτ√
k2 + k2τ

√
(k + q)2 + k2τ

+ 1

)
(J0(RG⊥) + 2(−1)nJ2n(RG⊥)), (A.23)

⟨ck|e−i(G+q)·r|vk + q⟩ =

1

2

(
k(k + q) + k2τ − iqkτ√
k2 + k2τ

√
(k + q)2 + k2τ

− 1

)
(J0(RG⊥) + 2(−1)nJ2n(RG⊥)). (A.24)

A.3 Overlap integrals of armchair carbon nanotubes
Armchair nanotubes (n, n) may be thought of as built by rolling the graphene
sheet along the chiral vector C = 2na + nb, which covers 2n units cell of
graphene. There are n atoms per sublattice, with positions:

RA
l,j = R

πj

n
φ̂+

(
lλ− (−1)j

a

4

)
ŷ +Rρ̂

with j = 0, 2n− 1,

RB
l,j = R

(
πj

n
φ̂+

π

3n

)
φ̂+

(
lλ−(−1)j

a

4

)
ŷ +Rρ̂

with j = 0, 2n− 1.

(A.25)

The distance between two subsequent unit cells along the axial direction is λ = a.
To compute the overlap integrals ραα′ , we follow the same procedure used for
zigzag tubes in the previous appendix. After integrating over φ, we obtain:

ραα′ =
1

2n

2n−1∑
j=0

[
(FA

ταk)
∗FA

τα′k+qe
−iRG⊥ cos(πj

n ) + (FB
ταk)

∗FB
τα′k+q

× e−iRG⊥ cos(πj
n
+ π

3n)
]
. (A.26)
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Again, using the Jacobi-Anger identity (A.18), we rewrite the exponentials as a
sum of Bessel functions of different orders, Jm. We then obtain two sums over
indexes j and m, and evaluate the sums over j for given m, according to

2n−1∑
j=0

imJm(x) cos

(
πmj

n

)
=

{
2n imJm(x) if m is a multiple of 2n

0 otherwise , (A.27)

2n−1∑
j=0

imJm(x) cos

(
πm(3j + 1)

3n

)
=

{
2n cos

(
mπ
3

)
imJm(x) if m is a multiple of 2n

0 otherwise .

(A.28)

The resulting overlap integral is:

⟨αk|e−i(G+q)·r|α′k+q⟩ = 1

2

[
(FA

ταk)
∗FA

τα′k+q

(
J0(RG⊥) + 2

∞∑
m=1

(−1)mJ2mn(RG⊥)

)

+ (FB
ταk)

∗FB
τα′k+q

(
J0(RG⊥) + 2

∞∑
m=1

cos

(
2mπ

3

)
(−1)mJ2mn(RG⊥)

)]
. (A.29)

As before, it is sufficient to retain the first addendum of the sum over m. The
intraband and interband overlap integrals of armchair nanotubes are

⟨ck|e−i(G+q)·r|ck + q⟩ = 1

2

(
k(k + q) + k2τ − iqkτ√
k2τ + k2

√
k2τ + (k + q)2

+ 1

)
J0(RG⊥)

+
(−1)n

2

(
2

k(k + q) + k2τ − iqkτ√
k2τ + k2

√
k2τ + (k + q)2

− 1

)
J2n(RG⊥), (A.30)

⟨ck|e−i(G+q)·r|vk + q⟩ = 1

2

(
k(k + q) + k2τ − iqkτ√
k2τ + k2

√
k2τ + (k + q)2

− 1

)
J0(RG⊥)

+
(−1)n

2

(
2

k(k + q) + k2τ − iqkτ√
k2τ + k2

√
k2τ + (k + q)2

+ 1

)
J2n(RG⊥). (A.31)

A.4 Analysis of the long-range limit of the Coulomb
potential

In the main text, we have expanded the Coulomb potential through two differ-
ent Fourier decompositions. The first one is the Fourier transform (4.10) of the
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Coulomb potential on a uniform cylindrical surface, Vcyl(m, q). The second one is
the three-dimensional Fourier transform (5.3) of the truncated Coulomb potential,
v(q + G). Independently from the Fourier decomposition of choice, the long-
range, macroscopic behaviour of v(q+G) and Vcyl(m, q) in the limit q → 0 must
be the same, as both forms derive from the same real-space potential, e2/r (r is the
radial distance in spherical coordinates). To show this, we constrain the Fourier
transformation to a finite nanotube length, A (we use the symbols ṽ and Ṽcyl to
identify the quantities obtained in this way). For ṽ one has:

ṽ(q,G⊥) =
e2

AπR2

∫ A/2

−A/2

dy

∫ 2π

0

dθ

∫ R

0

dr
r√

r2 + y2
eiqyeirG⊥ cos(θ). (A.32)

We now take the limit q → 0:

ṽ(0,G⊥) =
e2

AπR2

∫ A/2

−A/2

dy

∫ 2π

0

dθ

∫ R

0

dr
r√

r2 + y2
eirG⊥ cos(θ), (A.33)

which gives

ṽ(0,G⊥) =
4e2

A(G⊥R)2

[
1− J0(G⊥R) +G⊥RJ1(G⊥R) log

(
A

R

)]
. (A.34)

The long-wavelength, macroscopic limit is:

ṽ(0, 0) =
e2

A

[
1 + 2 log

(
A

R

)]
. (A.35)

For Ṽcyl one has:

Ṽcyl(m, q) =
e2

2AπR

∫ A/2

−A/2

dy

∫ 2π

0

dφ
eimφ eiqy√

4R2 sin2
(
φ
2

)
+ y2

, (A.36)

and in the limit q → 0:

Ṽcyl(m, 0) =
e2

2AπR

∫ A/2

−A/2

dy

∫ 2π

0

dφ
eim(φ)√

4R2 sin2
(
φ
2

)
+ y2

, (A.37)

that is

Ṽcyl(m, 0) =

{
e2

Am
if m ̸= 0

2e2

A
log
(
A
R

)
if m = 0

. (A.38)
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The macroscopic term amounts to:

Ṽcyl(0, 0) =
2e2

A
log

(
A

R

)
. (A.39)

We recall that the nanotube length A is linked to the sampling of the Brillouin
zone, A = 2π/dq. As a consequence both macroscopic potentials (A.35) and
(A.39) exhibit an analogous logarithmic divergence of the kind ∼ − log(R dq),
leading to the same long-range behaviour.
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