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Abstract

This paper presents a novel control design framework foicleplatooning along with its experimental validation.eTproblem
of controlling the vehicles within a platoon, to convergetheir desired velocity and inter-vehicle distances, isrfalated as a
networked, high-order consensus control problem. By tegpto Lyapunov-Razumikhin functions, convergency of p&toon to
the consensus speed and spacing is proven under both fixeslndtetling communication network topologies, thus showiing
capability of the proposed approach of coping with joinieg¥ing maneuvers and communication failures. The striabilgy of
the platoon is studied under the proposed control law anditions are provided for tuning the controller parameterachieve
both consensus and string stability. Finally, the propoapdroach is validated in both numerical simulations andeinicle
experiments in a three vehicle platoon demonstrating ipglodity of simultaneously accommodate consensus anagsstiability
requirements.

|I. INTRODUCTION

Autonomous driving is the next major step in road transimneaechnologies. This is clearly shown by the many denaists
highlighted everyday in the media [1]-[3]. Automakers’'ceft to rapidly deploy autonomous driving vehicles are piisg
by society’s demand for efficient and safer transportatisrhigh-tech vehicles promise safer highways and roadsteshor
traveling time, lower energy consumption and emission cédn. To achieve this final and ambitious goal, vehicled wil
integrate automation, information and communication tedbgies to gather, analyze and use information about threwuding
environment. In particular, a variety of on-board sensoits a@ntribute to build and update online a map of the suriing
environment, while the vehicle itself will be able to wire#ly broadcast its driving behavior and intention [4], [5].

A significant contribution to safer and more efficient driyjrdefinitely beyond human drivers’ capabilities, is expdcrom
the vehicles’ capability of coordinating their driving kaswith other surrounding vehicles. In particular, by exhy wireless
communication, vehicles can exchange their driving interstthus enablingooperative drivingo, e.g., coordinate the crossing
of a traffic intersection to maximize the throughput whileaganteeing individual quality of services requirements é.9.,
emergency vehicles or public transport), establish veHfimimations in highways with small inter-vehicle distasi¢e reduce
air-drag and save fuel/éhicle platooninyy

The idea ofvehicle platooninglates back to the eighties [6], when the California’s Pastfier Advanced Transit and Highways
(PATH) program was established to study and develop vehiglkway cooperation and communication systems [7]. Treicba
idea is to enable the communication and cooperation amoighlmaring vehicles traveling in a string, in order to safedguce
their mutual distance (more vehicles without increasing ribad capacity) and suppress traffic shockwaves (thusgévéet
and reducing pollutant emissions). The core of such cotiperdriving systems is a set of algorithms, deployed on tileicies
and controlling their longitudinal motion based on the hétaof the surrounding vehicles.

Low cost and reliable communication systems have receatlgwed interest in cooperative vehicle-highway systefhdri@he
2011 Grand Cooperative Driving Challend&CDC) [8], a number oheterogeneousehicles have cooperated in platoons in
urban and highway driving scenarios. Evaluation criter&aenbased on the vehicles’ ability of minimizing their distas from
the preceding vehicle, while attenuating accelerationglsivaves. Designing a control algorithm for such realisboperative
driving application presents several challenges inclgdamong others, the heterogeneity of the vehicles belsayie:, each
vehicle runs its own control algorithm and its specific conmiation hardware). In this case, establishing global prtgs
of the whole platoon can be difficult.

Platooning problems have been widely studied in control mmglortant fundamental properties of the platoon, likengtri
stability, have been thoroughly analyzed for both homogeasg9] and heterogeneous [10] platoons. String stabi$ityhie
capability of vehicles within a platoon of attenuating th®gagation of motion perturbations toward the tail of thatpbn.
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Motion perturbations of interest are spacing errors or lacagons. It is well known that string stability cannot kehaeved when
constant spacing policies are enabled, without estahtishicommunication link with the platoon leader [9]. Neveldiss, a
speed dependent spacing policy, based beadway timeleads to a string stable platoon for large enough headwagy ftL1].
While well established design and analysis tools are dvailto study the string stability of vehicle platoons in aiggr of
scenarios, tools are lacking when impairments and linoitetiof the communication networks are considered. For el@amp
under communication range limitations, it can be difficoltestablish a reliable communication link with the leadiredicle.
Moreover, the time varying delays affecting the informatieceived via wireless communication may destroy thegstability
properties achieved by standard design tools [12]. Witk tespect, reconfigurable communication network topofogiay
intuitively allow the recovery of string stability propéss under failures of communication links.

In this paper, the problem of establishing platooning isrfolated, and analytically solved, as a high-order consensatrol
problem. The presence of different time-varying delaysoiiticed by the wireless vehicular communication network is
considered and a control law is designed as result of twmrtia local action depending on the vehicle state variables
and acooperativeaction depending on information received from the neightgpvehicles (e.g., within the transmission
range). The problem of controlling a vehicle platoon hasnbieemulated as a networked consensus control problem also i
[13], where a leaderless strategy is proposed for threenauious vehicles ideally moving in a circle and sharing infation
across an all-to-all communication network topology affecby a constant and common delay. Platooning as a weighted
and constrained consensus control problem is also distussg 4] where the aim is understanding the influence of time-
varying network topologies on the platooning dynamics bipgis discrete-time Markov chain based approach (in absehce
communication delay). In both cases consensus has beemonigrically validated. The main contribution of this pagper

to extend the approach initially presented in our paperigiog that it guarantees convergence to the desired spaahcy
while ensuring robustness with respect to time-varyingtogy due to, e.g., vehicles joining or leaving a platoontmthe
loss of communications links. The stability proof is basedttee use of a quadratic Lyapunov-Razumikhin function and$io
for both fixed and switched network communication topolegidote that switching topologies in network control design
are used to model and compensate the effect of packet lass@spunications failures or automated vehicle maneuvides, |
joining/leaving the platoon. Also, string stability is dywed for the proposed control law and criteria for selegttaning
parameters leading to both convergency and string stalité proposed.

Most notably the effectiveness of the control approach malestrated here for the first time by performing its experitak
validation by in-vehicle testing with a three-vehicle plah. Experiments demonstrate the effectiveness of theoapprin
creating maintaining and joining platoon maneuvers and show how velocity and acceleratiariufitions are attenuated
downstream the string of vehicles, thus fulfilling stringlstity requirements.

The paper is structured as follows. Section Il introducesrtbtation and recall the mathematical background useceinetst of
the paper. In Section lll, the platooning control problenstisted and formulated as a consensus problem and a simpfelcon
law is proposed. Section IV derives the closed-loop modethefvehicular network that is studied in Section V, to derive
the convergency conditions under fixed communication né¢wapology. The convergency is then analyzed for a switghin
network topology in Section VI. String stability properief the proposed control law are analyzed in Section VII. iwhele
design frameworks is validated and demonstrated in simonland experiments in Sections VIII and IX, respectivelyiley
concluding remarks in Section X close the manuscript.

II. NOTATION AND MATHEMATICAL PRELIMINARIES

Information exchange among agents can be modeled by a giagtewvery agent is regarded asaleand the communication
links by edges (Some basic notions on graph theory can be found in [15] efetences therein).

A platoon of N vehicles can be described by a weighted directed grdiginaph) G = (Vn, En, An) Of order N characterized
by a set of node®y = {1,...,N} and a set of edge§y C Vy x Vy. The topology of the graph is associated with a
weighted adjacency matrix with nonnegative elemedts = [an ;] v, - IN general, we assumey ;; = 0 (i.e., self-edges
(,7) are not allowed unless indicated otherwise). The presehedge (i, j) in the edge set denotes that vehitlean obtain
information from vehiclej, but not necessarilyice versa

The set of neighbors of nodeis denoted asV; = {i € Vn : e;; = (1,4) € En,J # i}, Ev € Vn X Vn. A sequence
1,2,...,1 of distinct nodes is alirected pathif (i —1,i) € En, ¢ = 2,...,l. We say thatj is reachablefrom i if there
exists a path from nodé to nodej. A clusteris any subset’y, C Vy of the nodes of the digraph. Defining the degree
matrix asD = diag{ds,ds,...,dn}, With d; = > an,i;, the Laplacian of the weighted directed gra@ltan be defined as

JEN;
L=D—- Apn.
Definition 1. A graphg is balanced if and only if all of its nodes are balancéd, a;; = >_; aj; Vi,j € N; [16].

In this paper, we conside¥ vehicles (agents) together with a leader vehicle consitlasean additional agent labelled with
the index zero i.e., nodé We use an augmented weighted directed gi@gb model the network topology. We assume node
0 is globally reachablen G if there is a path inG from every node in G to node0 [17].

Moreover, we report here a result on the stability of delaggstems which will be useful in the rest of the paper.



Given a system of the form:

T = f(ZCt),f > 0,

#(6) = 9(6), 6 € [-1,0], @
wherez(0) = z(t +0),V0 € [—r,0] and f(0) = 0. Let C([—r,0],R™) be a Banach space of continuous functions defined on
an interval[—r, 0], taking values inR™ with a norm||¢||. = maxge;_r o1 |[¢(0)], || - || being the Euclidean norm.

Theorem 1. (Lyapunov-Razumikhin) [18]. Given system (1), supposetteafunctionf : C([—r, 0], R") — R™ maps bounded
sets ofC([—r, 0], R™) into bounded sets d&™. Let 1,19, and 3 be continuous, nonnegative, nondecreasing functions with
P1(s) > 0,12(s) > 0,13(s) > 0 for s > 0 and 1)1 (0) = 12(0) = 0. If there exists a continuous functida(¢, z) such that:

Yi(Jlz]]) < V(t,z) < Po(|lz]]), t € R,z € R™. )

In addition there exists a continuous nondecreasing foncfiy(s) with ¢4(s) > s, s > 0 such that :

V(t,x) < —gs(|lzl]) if V(E+ 0,2 +0)) <a(V(E,2(t))), 6 € [-r,0], ®3)
then the solution: = 0 is uniformly asymptotically stable.

V(t,x) is a Lyapunov-Razumikhin function if it satisfies condito(2)-(3) in Theorem 2.
Finally, the following definition is given:

Definition 2. A complex square matrix is said to be negative stable [pasitable] if its spectrum lies in the open left [right]
half of the complex plane [19].

IIl. PLATOONING AS A CONSENSUS PROBLEM

In this paper we focus on the longitudinal control of a vehiplatoon. The platoon consists of a stringMfvehicles, as
sketched in Fig. 1, where the leading vehicle, w.l.o.g. emsiito be the first vehicle in the string, sets the refereneedsjfor

the whole platoon.

The objective is to regulate velocity and relative distaofeach vehicle from its predecessor to the leader’s spega aesired
distance, respectively [20], [21]. We assume that eachcleskwithin the platoon is equipped with onboard sensors oraas
position, velocity, acceleration and relative positionl aelocity w.r.t. the preceding vehicle. Such set of measerds requires
Inertial Measurements Units (IMU), Global Positioning f&yes (GPS) and radars, which are commonly available on road
vehicles. Each vehicle is also equipped with wireless V2Yhownication hardware to share information with its neigisbo
and receive reference signals.

@) < O — O )
o ——— 2T s
.

Follower 3 Follower 2 Follower 1 Leader

Agent 3 Agent 2 Agent1 Agent 0

Fig. 1. A three vehicle platoon and the corresponding néévgoaph. Note that the arrows in the upper sketch denote tbemation flow among vehicles and
with the leader, while those in the associated network graptiicate edges directed according to the definition giveSection 1l and used in the literature
(e.g. [22], [23)).

A. Problem statement
Consider the platoon in Fig. 1. As in [24], the behavior of emerici-th vehicle is mathematically described as the following
inertial agent{=1, ..., N):

0 ()




wherer; [m] and v; [m/s] are thei-th vehicle position and velocity, measured with respecatmad reference framéy;
[kg] is the i-th vehicle mass assumed to be constant and the propelliog €9 denotes the control input to be appropriately
chosen to achieve the desired position, maintain a degieeldsand perform braking maneuvers. We assume that a lovedr le
control exists on each vehicle delivering the demandedefagc

We assume a constant velocity for the leader so that the Helysbamics can be expressed as:

7.‘0 (t) = Vo5

v9 = 0. ®)
Given (4) - (5), the problem of maintaining a desired intehicle spacing policy and a common velocity can be rewrigten
a second order consensus problem, where the consensusmoaiid velocities are given by

N
ri(t) = d% {j;) agj - (rj(t) + dij)} (6)
’Ui(t) — 0.

andd;; is the desired distance between vehidlesdj; a;; models the network topology emerging from the presenceraies
of a communication link between vehicleandj; d; = Z;.V:O a;; is the degree of vehicle/ageiti.e., the number of vehicles
establishing a communication link with vehicleNote thata;; are the nonnegative elements of the weighted adjacencyxmatr
associated to the network directed graph, §afsee section Il for definitions and further mathematicahi®) Furthermore,
we assumey; =0 (Vj =0,..., N), since the leader does not receive data from any other leehic
According to [25] the desired spacinf; can be expressed af; = h;jv; + dfj , whereh;; is the constant time headway
(i.e., the time necessary for vehicleth to travel the distance to its predecessor), dffdis the distance between vehicles
andj at standstill (see Appendix A for further details). By seith;; = —hj; as in [26], the consensus variables (6) can be
easily rewritten in a more compact form as:
’I“i(ﬁ) — ’I“Q(lf) + d;o
’Ui(ﬁ) — 0.

()

whered;, is the desired distance of vehicddrom the leader.
The platooning consensus problem (7) is solved here by ukidollowing decentralized coupling protocol embeddihg t
spacing policy information as well as all the time-varyingramunication delays:

N
u; ==b[v; (t) — Uo]*% > kijaig [ri (8) =y (t =735 () = 735 () vo — hajvi — dif], (8)
7 ]:0

wherek;; andb are control gains to be appropriately tuned to achieve tmsemsus positions and velocities (6);(¢) and
Ti0(t) are the unavoidable time-varying communication delaysmihérmation is transmitted to vehiclefrom its neighbor

j and from the leader, respectively. (Note that in genegdl) # 7;;(t).) Moreover, the delay;;(¢) can be assumed to be a
bounded piecewise continuous function such thatr;;(¢t) < 7 [27]. Although the delay;(¢) is unknown, it is assumed to be
measurable. In particular, the communication delay overkadan be evaluated at a vehicle when information is reckismce

it is assumed that each vehicle transmits a timestaiig., the time instant when the information is sent) [28J][ZFinally,
note that, when a vehicle is equipped with onboard sensies @.g., radars), the delay affecting the state measurenod
the preceding vehicle is negligible, hence for that ligk(t) = 0. We remark that our approach allows the integration of both
sensor-based and communication-based vehicle techesl@gj. Specifically, information on the preceding vehictes be
obtained both via sensors and/or via V2V wireless commtioicgdifferent types of link with or without associated dg$ can
be used to account for the different devices used to gatfiemiation). Note that, differently from [24], the controtgiocol
proposed here allows a spacing policy dependent on the lgeliétocity and also standstill requirements [30]. Funthere,
different time-varying propagation and/or packet-losdelys are considered, thus relaxing the requirement nmafi!] that

at every timestamp each vehicles computes onboard a unggregate time delay deriving by fusing the delays comingnfro
different sources. Finally we wish to emphasize that theiptss version of the algorithm which was presented in [245wa
not experimentally validated, but only numerical simuag were used to assess its performance.

IV. CLOSED-LOOP VEHICULAR NETWORK
To prove consensus (7) for system (4)-(5) under the actiaimefcoupling protocol (6)-(8), we define the following pamit
and velocity errors with respect to the reference signgls),vo (: =1,...,N):
7:1' = (T’i (t) —To (t) — hiovi — d%),
61’ = (Ul(t) — U()).
Position and velocity errors can be more compactly recast as
F=[r,...,Fi..., PN 0 =[01,..., ..., 0N]

9)



To derive the expression of the closed-loop vehicular ndtwoeext we first rewrite the coupling protocal in terms of the
state errorg; andv; as defined in (9). By expressing both the headway constantand the standstill distanceﬁj between
vehiclesi and j in terms of the leading vehicle ones, namély = hi — hjo andd;} = dij — d3 (see Appendix A), the
control actionu; in (8) can be rewritten as

Usq (t) = 7d%

s

1

N
kijaij [ri () = 7o (t) = hiovi — dig] -3 Z kijaij [=r; (t = 7ij () + 7o (t — 7i; (£)) + hjovi + dj6] +
J =1

N
,d%ki()ai() [Ti (t) —T0 (t — Tio (t)) — Tio (t) vo — hioUi — 7% Zl kijaij [To (t) — 170 (t — Tij (t)) — Tij (t) 'U()]*b('l)i(t) — Uo).
g (10)
Sincery(t) = 1o (t — 7; (t)) + 73;(t)vo (j =0,...,N), from (9) and (10), some algebraic manipulations lead to:

N

1
U; (t = 7bvl Z waw 7"z ; (t — Tij (t))] — Ekmaioﬂ-. (11)

Hence, the closed-loop dynamics of the error variables wtigecontrol action (11) can be written for a generith vehicle
in the platoon(i =1,...,N) as

Ti = 1_)1 )

. N _ 12
Mv; = —d%(kzoalo + Z kzuau — by; ( ) + d% Zl kijaij [Tj (t — Tij (t))] ( )
‘7:

To recast the closed-loop network dynamics in presenceeofithe-varying delays associated to different links in a paot

. _ TN T T ) .
form, we now define the augmented error state vectar @ = [ 7' (t) o' (t) | and definer,(t), p = 1,2,...,m, with
m < N(N —1) as an element of the sequence of time-delgy$(t) : 4,5 =1,2,...,N,i # j)} (0 < 1,(t) < 7).

Remark 1. Note thatm is the total number of different time delays and it is equatsanaximum,N (N — 1), if the network
is represented by a directed complete graph and all timeysielee different.

From (12), the dynamics of the closed loop vehicular netweak be now written as:

E(t) = Ao (t) + Y ApT (t =7, (t)), (13)
p=1
where
| Onxn  Inxn | Onxny Onxnw
Ao = [ Oy vy ] and A, = [ A } (14)
with ) .
M = = eRVN, B =di RVXN, 1
dlag{Ml , MN} € ; diag{b,...,b} € : (15)
_ - - . 1 X
K= diag {ku, ey kNN} S [RNXN, with kii = d_ Z kijaij; (16)
7 =0
and f(p = [kpij] € RN*N (p=1,...,m) being the matrix defined according to the formalism adopte[81] as:
] A m() =Ty,
kpij = 0, J#4,7()#7;0) (17)
0, J =1.

Remark 2. Matrix K in (16) can be written as follows:
K=K+K (18)

where

kioaio

K = diag{ki,...,kn}, being k; = 1

(i=1,...,N), (19)

and
K:diag{lu,...,lNN} (20)



1;; being the diagonal elements of the normalized weighteddcgh matrix associated to the gragh defined as [22] :
1 1 &
lii = d_l” = Ezkijalj (’L': 1,...,]\7)7 (21)
(3 1 j:1

with [;; diagonal elements of the weighted Laplacian mafrinf G (see section II).

Remark 3. From the definition off(p and K given in (17) and (20), respectively, the normalized wetyhaplacianL can
also be expressed as:

NxN — ZKP v Ny #0). (22)

p=1

=l

V. CONVERGENCE ANALYSIS
Now, before solving the consensus problem in the presendemefvarying communication delays, we introduce a model
transformation. From the Leibniz-Newton formula. It is kwothat [32]:
0

F(t—r(t) = 2 (1) —/ #(t+ ) ds. (23)

—7p(t)

Hence, substituting expression (13) in (23) we have:
T(t—1p(t) = ( ZA/ T(t+s—14(t+s))ds, (24)
Tp (%)

where matricesd, 41, ..., A, are defined in (14) and, (t + s) = 0.
Expressing the delayed state as in (24), the time-delayatbh{@3) can be transformed into:

T(t) = Aoz (t -l—ZApx ZZAA / T(t4s—1,(t+s))ds. (25)
p=1 g=0 —7p(t)
From (14), it follows that4,A4, =0 Whenp =1,...mandqg=1,...,m (¢ # 0). Hence system (13) can be rewritten as:
m 0
=Fz(t)-> G, / Z(t+s)ds (26)
p=1 —T7p(t)
where
_ | Onxn Onxn
Cp=A,4 = { Onen MK, ] , (27)
and
S I
S v A @
p=1
with .
Y K, +K. (29)
p=1

Before giving the proof of convergence we introduces sonadirpinary Lemmas.

Lemma 1. Supposings; > 0 in (19) (i = 1,..., N), the matrix < in (29) is positive stable if and only if nodeis globally
reachable ingG.

Remark 4. Notice that according to Lemma 1 the following matrix
Ky =MK (30)
is also positive stable i/ > 0 (15).
Lemma 2. Let F be the matrix defined in (28} is Hurwitz stable if and only i<, defined as in (30) is positive stable and
b > max { MMl} (32)
! Re(pi)

where; is thei-th eigenvalue oﬂA{M (i=1,...,N).



Lemmas 1 and 2 can be easily proved extending the proof intf2#fje more general case considered here where the closed
loop matrices depend om < N(N — 1) heterogeneous time-varying delays.

Once the problem has been recast as in Sec.lV, the same faaknased in [24] can be used to prove convergence. We point
out once more that, different from [24], the approach prepads this paper does not require any aggregation of delays fr
different sources for each node.

Theorem 2. Consider system (13) with the control parameters in (8) ehassk;; > 0 and b such that
T .
b> b* = max {MMZ} (32)
i Re(pi)
where i, is defined in (30). Then, there exists a constant> 0 such that, whe) < 7,(t) <7 <7* (p=1,...,m),
lim F(t) =0, (33)
if and only if node0 is globally reachable irg.

Proof. (Sufficiency. Since node 0 is globally reachabledy from Lemma 1 it follows that the matri¥ ,; is positive stable.
Settingb as in (32), the hypothesis of Lemma 2 is satisfied, hence thexm@ defined in (28) is Hurwitz stable and from
Lyapunov theorem there exists a positive definite maftix R2Y*2V such that

PF+F P=-Q; Q=Q" >0. (34)

Consider the following Lyapunov-Razumikhin candidatediion (e.g. satisfying condition (2) of Lyapunov-RazumiRiheorem
1 in Section II)
V(Z) =7 PT. (35)

From equation (26), differentiating’ along (13) gives

m 0
V@) =z (PF+F'P)T-> 2z'PC, / Z(t + s)ds. (36)
p=1
—7p(t)

Now for any positive definite matrig it is possible to show tha2a'c < a'Za 4 ¢" =" !¢ according to [17]. Therefore,

settinga” = -7 PC,, c =%(t + s), = = P~} and integrating both sides of the inequality, we can write
m 9
V(@) <z (PF+FTP)T+ > [r,(t)' PC,P'C{PT + / T (t + s)PT(t + s)ds)]. (37)
p=l 0
- Auin(@)
TN = )\:;i(H); (38)

where \pin(Q) is the minimun eigenvalue of); A\n.x(H) the maximum eigenvalue of the matri¥ defined asH =

> PC,P~ICLP + qP, and, according to the hypotheses of the Lyapunov-Razaniikieorem (section II), choose and
p=1
consider the following continuing non decreasing functivns) = ¢s (for some constang > 1) and the continuous,

nonnegative, nondecreasing function(s) = (Amin(Q) — TAmax(H))s>.
Simple algebraic manipulations yield that when

V(Z(t+0)) <a(V(T)) = ¢V (T(t)), -7 <0 <0, (39)

from (37) it follows '
V(@) < ~Ain(Q) = TAmax(H))|[7]|* = —3(|[7])- (40)

Thus, the sufficient condition is proven.

(Necessity System (13) is asymptotically stable for any time defgyt) < » < 7*(p = 1,...,m). Letting 7,(¢) = 0
(p = 1,...,m) in (13), from (26) it follows that syster® = FZ, with F defined in (28), is asymptotically stable. As all
the eigenvalues of’ have negative real parts, Lemma 2 implies thafK) is positive stable. Now, applying Lemma 1, the
theorem is proven. O



VI. PLATOONING IN THE PRESENCE OF A SWITCHED TOPOLOGY

In this section we analytically investigate the ability dfet proposed control law (8) to cope with loss and recovery of
communication links. Communication failures and recowas modeled here by letting the communication network $vite
between different topologies. Since V2V communicatiokdinepeatedly form and break, thus inducing changes in thiewiar
network structure [33]. Switching network topologies weéscribe the highly dynamical nature of platoon commuiicat
links [14].

To model switching structures we introduce a switching algrit) : [0,00) — ¢r = {1,2,..., G} that determines the coupling
topology we denot& = {G1,Go,...,G¢} as a finite collection of graphs with a common nodelsetescribing all the possible
topologies that can be obtained by varying the communicdiidks [34]. (G denotes the total number of all possible digraphs.)
o(t) determines the index of the active graph at time instatfitat we assume piecewise constant and continuous from the
right. Moreover, we assume that two consecutive switchirggaints are separated by some finite dwell-time. This gteean
that the switching frequency remains bounded so that Zehawer cannot occur [35].

Taking into account the switched interconnecting graple, ¢tosed-loop vehicular network (13) can be expressed as the
following switched delayed system [23]:

T(t) = Ao, (t) + Z Apo® (t—T1p (1)), (41)
p=1
where
| Onxnv  Inxn | Onx~n  Onxnw
Apo = MK, _MB } and Ay, = [ MEpy Onsn |’ (42)
whose solutions are defined in the sense of Caratheodory [36]
System (41) can be written in compact form in [34]:
m 0
T(t) = Fyz(t) — Z Cpo / Z (t + s) ds, (43)
p=1 —7p(t)
where
Onxn  Onxn
=A,, A0, = = 44
Cp,a p,0410,0 |: 0N><N ]\/[Kp_’a' :| ) ( )
and
_ .- | Onxnv  Inxn
FO_A07U+;AP7U—[_MIA(O _Mé]’ (45)
with
Ko==Y Kpo+K,. (46)
p=1

Let Z = {i|kipaio > 0,7 € Vx} denote the index set of the vertex whose neighbors includex®, the following Lemma
holds (see [37] for the proof).

Lemma 3. Suppose vertel is globally reachable inG, and the weights for the edges @§ satisfy the following conditions
Z (27 > Z Qi i%I, ’L'EVN,

JEN: JEN: ) (47)
2kioa;0 + Z aij > Z Ajiy 1 € T,
JEN; JEN;

then i, + IA(UT is positive definite.

By exploiting Lemma 3 and Lyapunov-Razumikhin functionethniques [34], [38], [39], we now prove consensus of the
platoon in presence of switching interconnection topolagg heterogeneous time-varying delays. Note that inetpsali47)

in Lemma 3 are conditions on the in degree and out degree asndthe digraplg,, that are weaker than the classical
assumption of balanced graphy (see Sec. Il for mathematical definition), often made wheorarnon Lyapunov-Razumikin
function is used [37]. Conditions (47) are fulfilled in veblar networks based on, for example, topologies that aniségence

of broadcast communication with the leader or when tempgadeader communication is lost and/or a vehicle is unable to
share information with its closest neighbors (see sectidhB/for an illustrative example).



Theorem 3. Assume that;, € T fulfills the hypothesis of Lemma 3. Consider the closed-mmtem (43) and choose the
control parameters in (8) as;; > 0 and b such that

b>b;={i+1}Mi, (48)
2A

With 7i = maxy {Amax (Ko K1)} and A = ming { Amin (Ko + K7)}.

Then, there exists a constaift > 0 such that, whed) < 7,,(¢t) < 7 < 77 (p =1,...,m), the origin is globally asymptotically
stable.

Proof. Consider the following Lyapunov-Razumikhin candidatediion
V(Z) =T PT, (49)

with positive definite matrixi=1,...,N)

— > 1.
Inxn  Inxn M;

Similar to the analysis in the proof of Theorem 2 for the cakéxed interconnection topology, we obtain

p_ [ bMInxn Inxn } b (50)

m 0
V(@) <z (PF,+ F]P)T+ Y [r,(t)z" PC,,P~'C, ,PT + / T (t+ $)PT(t + s)ds]. (51)
p=1
—7p(t)

Choose now the following continuos, non decreasing functiQ(s) = ¢s (for some constany > 1), after some simple
algebraic manipulations, when

V(E(+0)) <¢a(V(T) = qV(Z(t), -7 <6 <0, (52)
inequality (51) becomes
V@) <-7'Qx+7Y T (PCprP'C) P+ qP)T (53)
p=1

where, from (45), we have
M(K, +KD) MKT

s =—(PFE, + FTP)=
@ ( +FP) MK, 2(Mb—1)Ixxn

(54)

From Lemma 3K, + f(f is positive definite. Hence, according to Schur complem#rsrem [17], matrixQ, is positive
definite if b fulfills conditions (48).

Let H, = i (PCy,P'C) P+ qP), now from (53) if
p=1 '
mino’()\min(QU))

T T = ey v () (55)

then V(E) < —nz ' 7 for some constany > 0. Hence asymptotic stability follows from Lyapunov-Razuhin Theorem. O

VII. DISTURBANCE PROPAGATION THROUGH THE STRING

As mentioned in Section |, a vehicle platoon control systémugd be designed to mestring stabilityrequirements. This is
the capability of vehicles within a platoon of attenuatihg fpropagation of traffic shockwaves [10], [21], [30]. In tpaurlar,
the vehicles of a string stable platoon attenuate the patpmagof acceleration and/or spacing errors generated bgdsp
change maneuvers of the leading vehicle. In general, sstialgility can be defined w.r.t. spacing errors [10] or wvehicles
accelerations [40].

Well known fundamental limitations in the design of a stristgble platoon with fixed spacing policy are explained in [9]
where it is shown that communication with the leading vehitiust be established in order to achieve string stabiléfindd

in terms of the2-norm of the spacing errors/accelerations signals. On therdand, communication with the leading vehicle
is not necessary if a varying spacing policy is adopted, wiiee desired spacing increases linearly with the vehidedp41].
The objective of this section is to analyze the string stighfiroperties of a vehicle platoon under our control act{B8hwith
the time-varying delays set to a unique constant val@at may also correspond to their maximum [30], #gt) = 7 < 7).
Following the approach used in the GCDC [40], string stgbib defined here w.r.t. the vehicles accelerations, as

‘ Ai(s)

<1
Ai,1 (S)

— )

oo

(56)
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where 4;(s) is the Laplace transform of the vehicle acceleration.

Writing the vehicles dynamics (4) and the control actioni(B)he Laplace domain and approximating the constant tinteyde
7 by using a first-order Padé approximation, after some algebmanipulations, the acceleration can be computed mger
of the sensitivity functiondV(s)(i = 2,..., N anda = 0, 1) as:

Ais) = WP(s)Aia (s) + W (s). (57)

See Appendix B for details on the mathematical derivation.

The string stability requirement reduces|i? (jw)| < 1 for all frequencies of interest [10].

In summary, the tuning parameters in the control law (8) nmhestchosen in order to guarantee consensus, according to
Theorems 2 and 3, while satisfying the string stability iegment|W?(jw)| < 1. lllustrative control designs are illustrated

in Section VIII.

VIII. N UMERICAL VALIDATION
A. Consensus in nominal conditions

As a first validation of our platooning strategies, some ntitakinvestigations performed in Matlab/Simulink are clésed.
Next we consider a platoon of four vehicles and a leader, av/ilee leader communicates with all the other vehicles, while
every vehicle shares information with its neighbors [2@R][

The simulation scenario has been set according to [43] wiheréeader vehicle imposes a common and constant fleet teloci
equal to20 [m/s] (i.e., 72 [km/h]) along a single lane road. The spacing policy requaeonstant time headway; = hio =

hes = hsq = 0.8 [s] for all vehicles in the platoon witlk;; = —h;;. Furthermore, without loss of generality we consider the
case of homogeneous traffic i.d{; = M (i = 0,1,2,3,4,5). The time-varying delays;;(t) are taken as random variables
with uniform probability in the rangénuin, Tmax] With 7min = 0 [S] and7max < 7% =2 1.1- 107! [s] with the theoretical upper
bound7* computed as in Theorem 2 (choosipg- 1.02 > 1). Note thatr* is within the typical bound of the IEEE 802.11p
standard for vehicular communication networks [44]. Conprarameters values have been tuned according to Theoremd 2 a
conditions of Lemma 2, to achieve acceptable transienbpadnce (as also discussed in section VII).

As expected from the theoretical analysis, simulation ltestdepicted in Fig. 2 confirm formation of the platoon and its
maintenance despite the presence of different time-vgrglelays affecting the information exchange among vehicles

B. Robustness with respect to perturbations and commuoicéilures

Numerical simulations were also performed to investighte robustness of the proposed approach in the presencetof-per
bations and/or communication losses.

The first goal was to assess if and how velocity and acceteratere amplified downstream the traffic flow in the presence of
perturbations of the leader motion and time-varying comication delays. Results in Figure 3 show the platoon rolasstn
for a sudden variation in the leader motion. Note that thesgmee of noise in Figure 3 depend on the rapid piecewiseeatur
of the time varying delay as considered in the simulation run

Furthermore, we investigated the effect of the simultasgmesence of a sinusoidal perturbation acting on the leadéon
(due, for example, to the human leader driver, nam&l) = Asinwt being A = 0.8 andw = =/15 (see section VII)
and sudden inter-vehicles communication losses, and suisequent recovery. Note that communication losses aid th
subsequent recovery are modeled in terms of switchingseoh#twork topology as described in section VI.

As a representative case of study, we consider the platopictdd in Figure 4. (Note that a periodic disturbana¢e) on the
leader vehicle acceleration is added to the leader dynaahics: 50 [s].) At time instantt = 75 [s], the last follower (number
4 in the platoon) looses connection with the leader andefbeg, the interconnection topology of the information lesege
switches from topology 1) to topolgy 2) in Figure 4. Then,iatd instantt = 100 [s], a new communication failure happens
and follower 3 also looses connection with the leader (ngtveommuting from topology 2) to topology 3) in Figure 4). At
time instantt = 115 [s] follower 2 stops exchanging information with its predssor and, hence, topology 4) in Figure 4
arises. Finally, the initial topology 1) in Figure 4 is reeogd at time instant70 [s] by switching backward through topologies
2) and 3) in Figure 4 at time instants= 130, 150 [s], respectively. Controller parameters have been tunsidé the consensus
regions defined by both Theorems 2 and 3. The selected c@atraimeter values have been used for the experimental tiafida
whose results are described in the following section. Megedn the simulation runs again; (t) < 7 *, where the theoretical
upper boundr;* is computed as in Theorem 3. Note that, also in this case, ahguated bound* is below the average
end-to-end communication delay typical of the IEEE 802.&tgmdard for vehicular communication networks.

As predicted by the theoretical analysis, results depidteétig. 5 confirm robustness of our platooning strategy despi
temporary connection losses. Note that the network swsteineong topologies (depicted in Figure 4) that fulfill theumsptions

of Theorem 3.

IX. EXPERIMENTAL IMPLEMENTATION AND VALIDATION

This section presents the results of the in-vehicle expamtal validation of the proposed platooning control lawe Experi-
ments have been executed with the experimental setup deddrn Section 1X-A.
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Fig. 2. Platooning in the presence tirhe-varyingheterogeneous delays;(t). Upper plot: Time history of the position error. Lower pldime history of
the velocity error.

A. Description of the Experimental Set-up

The experiments were performed at Chalmers University inreet vehicle platoon, with a leader (hereafter referredsth)a
and two followers (hereafter referred to B% andF2, respectively)L is a Volvo S80, equipped with

« a ublox EVK-5H GPS evaluation kit, based on a ublox LEA-5H GfeEeiver module, updating the position with an
accuracy of2.5 m at a maximum frequency of Hz,

« a communication box based on a PC Engines Alix3d2 board, adiflk802.11a/b/g wireless MiniPCl card with an
Atheros AR5414 chipset and an output power u@%0 mWV and a6 dBi radio antenna,

« an ethernet gateway, forwarding signals from the vehicléNGAis to a Local Area Network,

« a notebook forwarding signals, sent by the GPS through a W&Bface, to the LAN,

« an ethernet switch.

The signals from the CAN bus that are broadcast, togethér thvé vehicle global position and the corresponding tinmapta
are the vehicle longitudinal speed and acceleration angdterate. The vehicle is driven manually. i.e., a driver istincted
to follow a given speed profile.

The vehicles=1 andF2 are two identical Volvo S60 and, as shown in Figure 6, arepmapd with

« a Trimble GPS receiver SPS85, updating the position with &immam frequency o0 Hz and an accuracy of 1 m
and interfaced to the rest of the system through an etheovét p

« the same communication box as the vehicle

« a dSpace MicroAutoBox Il, a rapid prototyping system baseddBM PowerPC processor running at 900 MHz,

« an ethernet switch.

Communication is established among the three vehicleaugiirahe protocol IEEE 802.11p, implemented in a OpenWrt
environment. This is a Linux distribution for embedded sys$. Vehicled=1 andF2, fuse the information from their onboard
sensors and GPSs with the information shared via V2V comaation through standard Kalman filters outlined in [40], to
obtain their relative positions and velocities within tHatpon.
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Fig. 3. Performance of the platooning algorithm in the pneseof sudden variation
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B. Experimental Results

In this section we show experimental results obtained iregrpental tests with the three prototypal vehicles describove.
(Experimental scenario parameters are summarized in TaBke also Section A for further details on platoon spacilicp).
Control gains and spacing policy parameters have been datthe numerical simulations to ensure convergence andgstri
stable behavior with respect to both velocity and accetarat

Experimental results refer to a single lane scenario wheaddr and followers share information via wireless comiation

as depicted in Fig. 7 and described in section IX-A. The fislgs to investigate the effectiveness of the consensusdbas
strategy increatingand maintaining the platoonVehicles start from different velocities and positionglas shown in Fig. 8
are able to converge to the desired velocity and inter-wadiadistance.

Further experiments have been performed with the objeofitesting the ability of the approach to perforrjoning maneuvre.

In this case, it is assumed that F2 has to automatically j@mtatoon composed by L and F1, traveling together with anaom
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TABLE |
EXPERIMENTAL SCENARIO PARAMETERS

Vehicles Parameters Value
Numbers of Cars 3
Leader Mass [kg] 1661
Followers Mass [kg] 1545
Leader Length [m] 4.820
Followers Length [m] 4.628
Spacing Policy Parameters Value
Headway timehio = ha1 [S] 0.8
Headway timehag [S] 1.6
Distance at Standstitlst = ds! [m] 15
Distance at Standstits} [m] 30
Target Value
Leader Reference Speed - creating and maintaining theopldto/s] 9.2
Leader Reference Speed - joining the platdory s 9.3
Tracking - max leader acceleratigm/s?] 0.75
String stability - max/min leader acceleratiom /s?] +15

Follower 2 Follower 1 Leader

Follower 2 Follower 1 Leader

Fig. 7. Schematics of experimental scenario. Three vehitleving along a single lane. Leader and followers sharenmton via the wireless communication.

velocity of 9.3[m/s]. Results in Fig. 9 show how the vehicle equipped with the @ligm described in this paper automatically
performs the engaging maneuver and reaches the desiratbpasid velocity.

Although consensus is theoretically guaranteed only incee of a constant leader velocity, further experimente teeen
devoted to test the ability of the strategy timcking the leadeduring speed transients, when moving from rest to its final
velocity vg. To this aim, the three vehicles are at rest at the beginrfitigeoexperiments, with non zero spacing errors. Results
in Fig. 10 show that the proposed control law is able to aehteacking bringing all vehicles to the desired positionté\that
the small peaks in the velocity profiles are due to gear cmangihich is automatically performed by the on board control
units of the cars.

Note that in all cases, according to the theoretical deamatthe control effort converges to zero once the contral ge
achieved (see, as an example, results in Figure 11).

Finally, additional experiments have been dedicated tedtigate the string stability of the platoon and validate strategy

in accelerating maneuvers of the leader. Results in Fig.dtiren that velocity and acceleration fluctuations are aiséed
downstream the string of vehicles as expected. Norms offSgare in Tab. Il.

X. CONCLUSIONS

We have presented a platooning strategy based on the ideatiofjtthe problem as that of achieving high order consemsus
a network of dynamical agents in the presence of heterogesnéuoe varying delays. After discussing the control protdhe
proof of convergence originally presented in [24] is exithdemoving the need of aggregating information on delags fr
different sources at each vehicle. Also the case of possibliching network topologies is explicitly taken into acow. Most
notably an experimental validation of the strategy is pnés that was carried out on a platoon of three vehicles ain@ra
University of Technology, Goteborg, Sweden. These expental results reported here for the first time show the tffetess
of the algorithm creating and maintaining a platoon of visi¢ravelling in a single lane. Moreover, experimentaistesnfirm
that the strategy guarantees string stable behaviourtdetbigi presence of heterogeneous delays.
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TABLE 1l
NORMS OFSIGNALS
2-Norm Value oco-Norm Value
Too@z 1024 | Jwo(f)oo 1048
o1 (@®)]|2 1012 lvi(®)||eo  10.47
[lv2(t)]]2 1004 [lv2 (t) oo 10.41
llao(t)|l2  81.4736 | |lao(t)]|eo 1.69
a1 (t)]l2  73.1254 | |la1(t)]|eo 1.62
laz(t)]l2 55.7812 | |la2(t)]lec  1.1372

15
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APPENDIX

A. Spacing policy

Fig. 13. Schematics of the spacing policy. Leadeand two followersF'1 — F2.
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Consider the parameters relative to any pair of vehicleh@platoon according to the schematic in Fig 13. The distance
between two adjacent vehicles, tih vehicle and its preceding, at standstill can be easilyr&ssed in terms of both the
vehicle lengths and the safety distance required as [11]:

sty = Loi/2+ Lyia 2+ d5] (58)

11—1

whered:/ | is the safety distance (i.e. the minimum distance to be gueea between two adjacent vehicles) from vehicle
i — 1 to vehicle; andl,;, l,;—1 are the vehicles lengths (we assume the reference is loaatealf the length of each vehicle.
Note that different choices can be also made as for examglelinvhere the vehicle reference is located on the front chea
vehicle).

Generalizing expression (58), the distance at standstit®&en the-th vehicle and any of its preceding vehicles (not necelgsari
the adjacent) along the string % j), is:

&= > dl (59)
p=j+1
Analogously, the distance between a vehicknd any of its followerg (not necessarily the adjacent) at standsjilt{(¢) can
be expressed as:

J
A=Y dt . (60)
p=1+1
Note that exploiting the above expressions the distanogdest vehicles andj can be recast in terms of standstill distances
with respect to the leading vehicle d§ = djj — d5;. Moreover,d;; = —dst. Furthermore, following [25], in this paper
we assume that the desired following distance is linearpprtional to the vehicle velocityl;; = hi;v; + dif, and that the
constant headway time of vehiclewith respect to vehiclg can be computed from the headway time with respect to the
leading vehicle ag;; = hiyo — hjo.

B. Further details on String Stability

Writing the vehicles dynamics (4) and the control actioni(B)he Laplace domain and approximating the constant tinteyde
7 by using a first-order Padé approximation, after some a#gelnanipulations the transfer functiobig?(s) and W} (s) in
(57) can be derived as:

W%F*%HT%W”®H$IW@:ﬁ@*@%@

3

G (s) (61)

Bils) = g [t (e ) B (B - ) -t

Ci(s) = 31 kw‘(;:l)) e

Dils) = 3 [ (5 +3) + 23+ 25 ©2)
Hilo) = oy (Aol + Sy w ),

i

1| ki dio kii—yy (480 — dst ¢
Yi(s) = a7, [df (hiodio — %) + Bt ((Smeemre 4 py it ) |

Note that:

e

[lai(t)]l2
09 sup (63)

Lo Caa(tecs laimi(®)]l2

with £, the set of signals witl2-norm.
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