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## Abstract

Phase transitions occur in many relevant processes in physics, natural sciences and engineering: almost every industrial product involves solidification at some stage. Examples include metal casting, steel annealing, crystal growth, thermal welding, freezing of soil, freezing and melting of the earth surface water, food conservation, and others. All of these processes are characterized by two basic phenomena: heat-diffusion and exchange of latent heat of phase transition.

In this thesis, which consists of four distinct parts, we deal with phase transitions from different points of view.

The first part, titled Control and controllability of PDEs with hysteresis with an application in phase transition modeling, is a bridge between the master thesis work (about controllability of PDEs with hysteresis) and phase transitions. Indeed, thanks to the special link between hysteresis operators and phase transitions, the controllability results that we prove can be applied to the socalled relaxed Stefan problem. This is an example of a basic model of phase transition, since it simply accounts for heat-diffusion and exchange of latent heat. More complicated models, which take into account also the mechanical aspects of the process, are considered in Parts II and III.
More precisely, in the second part, titled A viscoelastoplastic porous medium problem with phase transition, we derive and investigate a model for filtration in porous media which takes into account the effects of freezing and melting of water in the pores. The third part, whose title is Fatigue and phase transition in an oscillating elastoplastic beam, is devoted to the derivation and the study of a model describing fatigue accumulation in an oscillating beam under the hypothesis that the material can partially recover by the effect of melting.

Finally, in the fourth part, titled Regularity for double-phase variational problems, we address the problem of the higher differentiability of solutions to the obstacle problem. In particular we deal with the case of nonstandard growth conditions, which includes the so-called double-phase functionals. Such functionals describe the behavior of strongly anisotropic materials whose hardening properties drastically change with the point, hence they exhibit the most dramatic phase transition. The techniques here employed are different from those used in the rest of the thesis, since they rely on the direct methods pertaining to the regularity theory in the field of Calculus of Variations.
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## Introduction

In this first part we focus on the problem of controllability of the equation

$$
\begin{equation*}
u_{t}(x, t)-\Delta u(x, t)+\mathcal{F}[u](x, t)=v(x, t), \quad x \in \Omega \subset \mathbb{R}^{N}, t \in(0, T) \tag{I.1}
\end{equation*}
$$

with a hysteresis operator $\mathcal{F}$ (see Section B in the Appendix for more details on hysteresis operators), a right-hand side $v$ called the control, and given initial and boundary conditions. The controllability problem for equation (I.1) consists in proving that, for an arbitrary initial condition, an arbitrary final time $T$ and an arbitrary admissible final state $\bar{u}(x)$, it is possible to choose the control $v$ in a given class of functions of $x$ and $t$ in such a way that the solution satisfies $u(x, T)=\bar{u}(x)$ a. e. in $\Omega$. The controllability problem for various kinds of linear and semilinear parabolic equations has been intensively studied in the recent decades, and a quite complete survey can be found in V. Barbu's monograph [9]. However, the main building blocks of the theory have been established earlier, probably by O. Yu. Emanuilov (Imanuvilov) and his collaborators, see, e. g., [57, 68].
First results about the null-controllability (that is, controllability for $\bar{u}(x) \equiv 0$ ) of equation (I.1) with hysteresis were obtained by F. Bagagiolo in [7]: following the techniques presented in [9] for the null-controllability of linear and semilinear parabolic equations, he proves the result performing a linearization followed by a fixed-point procedure. In my master thesis [70], carried out under F. Bagagiolo's supervision at the University of Trento, following his already mentioned paper [7] we studied the null-controllability of equation (I.1) for linearizable hysteresis operators, where the values of $\mathcal{F}[u](x, t)$ are dominated in an appropriate pointwise sense by $u(x, t)$. On the one hand, this method allows for applying the Carleman estimates to treat the case in which the control is active only on a part of the domain. On the other hand, typical hysteresis operators arising in applications are not linearizable, and a new approach motivated by M. Brokate's previous works [21, 22] on optimal control of ODEs with hysteresis needs to be developed and adapted for the PDE case.

Thus, inspired by M. Brokate's work, the project continued in cooperation with P. Krejčí from the Czech Academy of Sciences and the Czech Technical University. In our first work presented at the MURPHYS-HSFS 2018 conference (see [74]), we discussed the null-controllability problem for equations of the form (I.1) for two classes of operators $\mathcal{F}$ : either a linearizable operator $\mathcal{F}$ as in [7], or the case that $\mathcal{F}$ is the stop operator (which we recall in detail in Section B.2). The two situations are
indeed disjoint: the values of the stop are not dominated by the instantaneous input value in any sense and depend on the whole history of the process. In our second work [75] we considered substantially more general hysteresis operators which include for example operators with complex memory like, e.g., the Preisach operator (which we recall in Section B.3).

Note that Carleman estimates are based on weighted $L^{2}$-norms (see [9]), so that they are not compatible with arguments using extensively the $L^{1}$-technique, as for problems with hysteresis. Thus the price we pay is that only distributed controls are allowed if we want to deal with more general hysteresis operators. Indeed, in this case, the existence alone of the control can be deduced from the abstract topological Kakutani fixed point principle as in [9]. The main result of our contribution is, instead, to establish in Theorem 1.4 below a link between controllability of PDEs with hysteresis and an optimal control problem for a penalty approximation depending on two singular parameters.

The result has important applications in phase transition problems, as it can be used to prove the controllability of the so-called relaxed Stefan problem in weak form, according to the notation and the terminology used by A. Visintin in [131, 132]. Taking advantage of the special link between relaxed phase transitions and hysteresis operators of stop type, it is possible to show that the Stefan problem can be reformulated in the form (I.1).

This first part of the thesis presents the results contained in [75], and its structure is as follows. Main results about the approximation of the controllability problem by constrained and penalized minimization problems are stated in Chapter 1. Chapter 2 is devoted to the individual steps of the argument (penalization, constrained minimization, estimates independent of the singular parameters, passage to the limit). In Chapter 3 we explain the relation between our system and a simple model for phase transition in a two-phase system.

## CHAPTER 1

## Statement of the problem

We consider a bounded connected Lipschitzian domain $\Omega \subset \mathbb{R}^{N}, N \in \mathbb{N}$, and fix an arbitrary final time $T>0$. In the sequel, we denote $Q=\Omega \times(0, T), \Gamma=\partial \Omega \times(0, T)$ and $n$ is the unit outward normal vector to $\partial \Omega$. We deal with the system

$$
\begin{cases}u_{t}-\Delta u+\mathcal{F}[u]=v & \text { in } Q  \tag{1.1}\\ u(\cdot, 0)=u^{0}(\cdot) & \text { in } \Omega \\ n \cdot \nabla u=0 & \text { on } \Gamma\end{cases}
$$

where $\mathcal{F}$ is a hysteresis operator of the form

$$
\begin{equation*}
\mathcal{F}[u](x, t)=\int_{0}^{\infty} f\left(x, r, u(x, t), s^{r}(x, t)\right) \mathrm{d} \mu(r) \tag{1.2}
\end{equation*}
$$

with a given function $f: \Omega \times(0, \infty) \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ and with a Borel measure $\mu$ on $(0, \infty)$. The term $s^{r}$ corresponds to the stop operator introduced in (B.10) (we refer in particular to the extension to space-dependent inputs). The function $f$ in (1.2) is assumed to satisfy the following hypothesis.

Hypothesis 1.1. The function $f: \Omega \times(0, \infty) \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ and the measure $\mu$ in (1.2) have the following properties:
(i) $\mu \geq 0, \int_{0}^{\infty}(1+r) \mathrm{d} \mu(r)<\infty$;
(ii) $f(\cdot, r, u, \sigma): \Omega \rightarrow \mathbb{R}$ is measurable for all $(r, u, \sigma)$ in the whole domain of definition;
(iii) $f(x, r, u, \sigma)$ is continuous in $r$ and continuously differentiable in $u$ and in $\sigma$ for a. e. $x \in \Omega$;
(iv) there exists a constant $C>0$ such that it holds $\left|f_{u}(x, r, u, \sigma)\right|+\left|f_{\sigma}(x, r, u, \sigma)\right| \leq C$ for a. e. $x \in \Omega$ and all $(r, u, \sigma)$ in the whole domain of definition;
(v) there exists a constant $C>0$ such that it holds $\left|f(x, r, u, \sigma)-u f_{u}(x, r, u, \sigma)-\sigma f_{\sigma}(x, r, u, \sigma)\right| \leq C$ for a. e. $x \in \Omega$ and all $(r, u, \sigma)$ in the whole domain of definition.

Note that formula (1.2) includes the Preisach hysteresis operator (B.23) for the choice $f(x, r, u, \sigma)=$ $\hat{f}(r, u-\sigma), \hat{f}(r, v)=\int_{0}^{v} \omega\left(r, v^{\prime}\right) \mathrm{d} v^{\prime}$, as well as the nonlinear stop (B.10) if $\mu$ is the Dirac measure and $f_{u}=0$ (this simpler case was considered in [74]).

The data of the problem are assumed to satisfy the following hypothesis.
Hypothesis 1.2. The initial condition $u^{0}$ belongs to $W^{1,2}(\Omega) \cap L^{\infty}(\Omega)$ and $s^{r, 0} \in L^{\infty}(\Omega)$ are given such that $\left|s^{r, 0}(x)\right| \leq r$ a.e. for all $r>0$, the mapping $r \mapsto s^{r, 0}(x)$ is Lipschitz continuous for a. e. $x \in \Omega,\left|\frac{\partial}{\partial r} s^{r, 0}(x)\right| \leq 1$ for a. e. $x \in \Omega$ and a.e. $r>0$.

We interpret the PDE in (1.1) in variational form and state the problem (1.1)-(1.2) coupled with (B.10) as follows

$$
\begin{cases}\int_{\Omega}\left(u_{t} \zeta+\nabla u \cdot \nabla \zeta+\left(\int_{0}^{\infty} f\left(x, r, u, s^{r}\right) \mathrm{d} \mu(r)\right) \zeta\right) \mathrm{d} x=\int_{\Omega} v \zeta \mathrm{~d} x & \text { in }(0, T)  \tag{1.3}\\ s_{t}^{r}+\partial I\left(\frac{1}{r} s^{r}\right) \ni u_{t} & \text { in } Q \\ s^{r}(\cdot, 0)=s^{r, 0}(\cdot) & \text { in } \Omega \\ u(\cdot, 0)=u^{0}(\cdot) & \text { in } \Omega\end{cases}
$$

for every test function $\zeta \in W^{1,2}(\Omega)$, where $I$ is the indicator function of the interval $[-r, r]$ defined in (B.11).

### 1.1 Penalty approximation

Following [21, 22], we approximate the indicator function $I$ in (B.11) by a suitable $C^{2}$-function $\Psi$ divided by a small penalty parameter $\gamma>0$, and replace the differential inclusion (B.10) with an ODE. More specifically, we set

$$
\Psi(s)=\phi\left((|s|-1)^{+}\right)= \begin{cases}\phi(s-1) & \text { for } s>1  \tag{1.4}\\ 0 & \text { for } s \in[-1,1] \\ \phi(-s-1) & \text { for } s<-1\end{cases}
$$

with a convex $C^{2}$-function $\phi:[0, \infty) \rightarrow[0, \infty)$ with quadratic growth, for example

$$
\phi(z)= \begin{cases}\frac{1}{6} z^{3} & \text { for } z \in[0,1]  \tag{1.5}\\ \frac{1}{2} z^{2}-\frac{1}{2} z+\frac{1}{6} & \text { for } z>1\end{cases}
$$

Then we choose a small parameter $\gamma>0$ and replace (1.3) with a system of one PDE and a continuum of ODEs for unknown functions $\left(u^{\gamma}, s^{r \gamma}\right)$

$$
\begin{cases}\int_{\Omega}\left(u_{t}^{\gamma} \zeta+\nabla u^{\gamma} \cdot \nabla \zeta+\left(\int_{0}^{\infty} f\left(x, r, u^{\gamma}, s^{r \gamma}\right) \mathrm{d} \mu(r)\right) \zeta\right) \mathrm{d} x=\int_{\Omega} v \zeta \mathrm{~d} x & \text { in }(0, T)  \tag{1.6}\\ s_{t}^{r \gamma}+\frac{1}{\gamma} \Psi^{\prime}\left(\frac{1}{r} s^{r \gamma}\right)=u_{t}^{\gamma} & \text { in } Q\end{cases}
$$



Figure 1.1. Indicator function $I_{[-1,1]}$.


Figure 1.3. Subdifferential of the indicator function $I_{[-1,1]}$.


Figure 1.2. The function $\Psi$.


Figure 1.4. Smooth approximating function $\Psi^{\prime}$.
for all $\zeta \in W^{1,2}(\Omega)$, with initial conditions

$$
\begin{cases}s^{r \gamma}(\cdot, 0)=s^{r, 0}(\cdot) & \text { in } \Omega  \tag{1.7}\\ u^{\gamma}(\cdot, 0)=u^{0}(\cdot) & \text { in } \Omega\end{cases}
$$

By [89, Theorem 1.12], the penalty approximation $s_{t}^{r \gamma}+\frac{1}{\gamma} \Psi^{\prime}\left(\frac{1}{r} s^{r \gamma}\right)=u_{t}^{\gamma}$ of the stop operator has the same Lipschitz continuity property as the stop itself, namely the statement of Proposition B. 5 holds for solutions $s_{1}^{r \gamma}, s_{2}^{r \gamma}$ corresponding to two inputs $u_{1}^{\gamma}, u_{2}^{\gamma}$, that is,

$$
\begin{equation*}
\left|s_{1}^{r \gamma}(t)-s_{2}^{r \gamma}(t)\right| \leq\left|s_{1}^{r, 0}-s_{2}^{r, 0}\right|+2 \max _{\tau \in[0, t]}\left|u_{1}^{\gamma}(\tau)-u_{2}^{\gamma}(\tau)\right| \tag{1.8}
\end{equation*}
$$

for all $u_{1}^{\gamma}, u_{2}^{\gamma} \in W^{1,1}(0, T)$ and $s_{1}^{r, 0}, s_{2}^{r, 0} \in[-r, r]$.

### 1.2 Constrained minimization problem

We choose another small parameter $\varepsilon>0$ independent of $\gamma$ and define the cost functional

$$
\begin{equation*}
J_{\varepsilon}^{\gamma}\left(u^{\gamma}, \mathbf{s}^{\gamma}, v\right)=\frac{1}{2} \iint_{Q} v^{2}(x, t) \mathrm{d} x \mathrm{~d} t+\frac{1}{2 \varepsilon} \int_{\Omega}\left(u^{\gamma}\right)^{2}(x, T) \mathrm{d} x \tag{1.9}
\end{equation*}
$$

where the two summands represent the cost to implement the control and to reach the desired final state. We interpret here $\mathbf{s}^{\gamma}$ as a function of three variables $r, x, t$ according to the formula

$$
\mathbf{s}^{\gamma}(r, x, t):=s^{r \gamma}(x, t) \quad \text { for each } r>0, t \in(0, T) \text { and a.e. } x \in \Omega
$$

For each $\gamma>0$ we solve the following optimal control problem:

$$
\begin{equation*}
\text { minimize } J_{\varepsilon}^{\gamma}\left(u^{\gamma}, \mathbf{s}^{\gamma}, v\right) \text { subject to (1.6) and (1.7). } \tag{1.10}
\end{equation*}
$$

We first prove that for each $\varepsilon>0$ and $\gamma>0$ the minimization problem (1.10) has a solution $\left(u_{\varepsilon}^{\gamma}, \mathbf{s}_{\varepsilon}^{\gamma}, v_{\varepsilon}^{\gamma}\right)$.

Proposition 1.3. Let $\varepsilon>0$ and $\gamma>0$ be given and let Hypotheses 1.1 and 1.2 hold. Then there exists $v=v_{\varepsilon}^{\gamma} \in L^{2}(Q)$ such that the corresponding solution $\left(u^{\gamma}, \mathbf{s}^{\gamma}\right)=\left(u_{\varepsilon}^{\gamma}, \mathbf{s}_{\varepsilon}^{\gamma}\right)$ to (1.6)-(1.7) with the regularity $u^{\gamma} \in W^{1,2}\left(0, T ; L^{2}(\Omega)\right) \cap L^{\infty}\left(0, T ; W^{1,2}(\Omega)\right), \mathbf{s}^{\gamma} \in W^{1,2}\left(0, T ; L^{2}(\Omega)\right)$ minimizes the value of $J_{\varepsilon}^{\gamma}\left(u^{\gamma}, \mathbf{s}^{\gamma}, v\right)$ in (1.9).

Proof. The proof will be divided in two steps.

## - Step 1: Existence of the solution

For each fixed $\gamma>0$, we construct the solution $\left(u^{\gamma}, \mathbf{s}^{\gamma}\right)$ to (1.6)-(1.7) by Galerkin approximations. We choose $\mathcal{E}=\left\{e_{k}: k=0,1,2, \ldots\right\}$ in $L^{2}(\Omega)$ to be the complete orthonormal system of eigenfunctions defined by

$$
-\Delta e_{k}=\lambda_{k} e_{k} \text { in } \Omega,\left.\quad \nabla e_{k} \cdot n\right|_{\partial \Omega}=0
$$

with $\lambda_{0}=0, \lambda_{k}>0$ for all $k \geq 1$. Then for $n \in \mathbb{N}$ we set

$$
u_{\gamma}^{(n)}(x, t)=\sum_{k=0}^{n} u_{k}^{\gamma}(t) e_{k}(x)
$$

with coefficients $u_{k}^{\gamma}:[0, T] \rightarrow \mathbb{R}$. Then $u_{k}^{\gamma}, s_{r \gamma}^{(n)}$ will be determined as the solution to the ODE system

$$
\begin{cases}\dot{u}_{k}^{\gamma}+\lambda_{k} u_{k}^{\gamma}+\int_{\Omega}\left(\int_{0}^{\infty} f\left(x, r, u_{\gamma}^{(n)}, s_{r \gamma}^{(n)}\right) \mathrm{d} \mu(r)\right) e_{k} \mathrm{~d} x=\int_{\Omega} v e_{k} \mathrm{~d} x & \text { in }(0, T)  \tag{1.11}\\ \left(s_{r \gamma}^{(n)}\right)_{t}+\frac{1}{\gamma} \Psi^{\prime}\left(\frac{1}{r} s_{r \gamma}^{(n)}\right)=\left(u_{\gamma}^{(n)}\right)_{t} & \text { in } Q\end{cases}
$$

with the initial conditions

$$
\begin{cases}s_{r \gamma}^{(n)}(x, 0)=s^{r, 0}(x) & \text { in } \Omega  \tag{1.12}\\ u_{k}^{\gamma}(0)=\int_{\Omega} u^{0}(x) e_{k}(x) \mathrm{d} x\end{cases}
$$

The existence of a unique solution to (1.11)-(1.12) for each $v \in L^{2}(Q)$ is a consequence of the Lipschitz continuity (see Hypothesis 1.1 (iv) and (1.8)). Let us now prove that such a solution converges to a solution to (1.6)-(1.7). This will be done by deriving suitable estimates and then passing to the limit.

We start by testing the first equation in (1.11) by $\dot{u}_{k}^{\gamma}$ and summing up over $k=0,1,2, \ldots$, which gives

$$
\int_{\Omega}\left(\left|\left(u_{\gamma}^{(n)}\right)_{t}\right|^{2}+\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left|\nabla u_{\gamma}^{(n)}\right|^{2}+\left(\int_{0}^{\infty} f\left(x, r, u_{\gamma}^{(n)}, s_{r \gamma}^{(n)}\right) \mathrm{d} \mu(r)\right)\left(u_{\gamma}^{(n)}\right)_{t}\right) \mathrm{d} x=\int_{\Omega} v\left(u_{\gamma}^{(n)}\right)_{t} \mathrm{~d} x .
$$

It follows from Hypothesis 1.1 (iv)-(v) that $f\left(x, r, u_{\gamma}^{(n)}, s_{r \gamma}^{(n)}\right) \leq C\left(1+\left|u_{\gamma}^{(n)}\right|+\left|s_{r \gamma}^{(n)}\right|\right)$ for a. e. $(x, t) \in Q$. Integrating $\int_{0}^{\tau} \mathrm{d} t$ for an arbitrary $\tau \in(0, T)$ and employing also Hypothesis 1.1 (i) we obtain

$$
\begin{aligned}
& \int_{0}^{\tau} \int_{\Omega}\left|\left(u_{\gamma}^{(n)}\right)_{t}\right|^{2}(x, t) \mathrm{d} x \mathrm{~d} t+\int_{\Omega}\left|\nabla u_{\gamma}^{(n)}\right|^{2}(x, \tau) \mathrm{d} x-\int_{\Omega}\left|\nabla u^{0}\right|^{2}(x) \mathrm{d} x \\
& \leq C\left(\int_{0}^{\tau} \int_{\Omega}\left|\left(u_{\gamma}^{(n)}\right)_{t}\right| \mathrm{d} x \mathrm{~d} t+\int_{0}^{\tau} \int_{\Omega}\left|u_{\gamma}^{(n)}\right|\left|\left(u_{\gamma}^{(n)}\right)_{t}\right| \mathrm{d} x \mathrm{~d} t+\int_{0}^{\tau} \int_{\Omega}\left(\int_{0}^{\infty}\left|s_{r \gamma}^{(n)}\right| \mathrm{d} \mu(r)\right)\left|\left(u_{\gamma}^{(n)}\right)_{t}\right| \mathrm{d} x \mathrm{~d} t\right) \\
& +\int_{0}^{\tau} \int_{\Omega} v\left(u_{\gamma}^{(n)}\right)_{t} \mathrm{~d} x \mathrm{~d} t .
\end{aligned}
$$

We now apply Young's inequality on the right-hand side. We recall that we are assuming $v \in L^{2}(Q)$, whereas the initial condition is bounded thanks to Hypothesis 1.2. Hence we obtain

$$
\begin{align*}
& \int_{0}^{\tau} \int_{\Omega}\left|\left(u_{\gamma}^{(n)}\right)_{t}\right|^{2}(x, t) \mathrm{d} x \mathrm{~d} t+\int_{\Omega}\left|\nabla u_{\gamma}^{(n)}\right|^{2}(x, \tau) \mathrm{d} x \\
& \leq C\left(1+\int_{0}^{\tau} \int_{\Omega}\left|u_{\gamma}^{(n)}\right|^{2}(x, t) \mathrm{d} x \mathrm{~d} t+\int_{0}^{\tau} \int_{\Omega}\left(\int_{0}^{\infty}\left|s_{r \gamma}^{(n)}\right|^{2}(x, t) \mathrm{d} \mu(r)\right) \mathrm{d} x \mathrm{~d} t\right) \tag{1.13}
\end{align*}
$$

Now, testing the second equation of (1.6) by $s_{r \gamma}^{(n)}$ we get

$$
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t} \int_{\Omega}\left|s_{r \gamma}^{(n)}\right|^{2} \mathrm{~d} x+\frac{1}{\gamma} \int_{\Omega} \Psi^{\prime}\left(\frac{1}{r} s_{r \gamma}^{(n)}\right) s_{r \gamma}^{(n)} \mathrm{d} x=\int_{\Omega}\left(u_{\gamma}^{(n)}\right)_{t} s_{r \gamma}^{(n)} \mathrm{d} x
$$

for $\mu$-a. e. $r>0$. Since the term $\Psi^{\prime}\left(\frac{1}{r} s_{r \gamma}^{(n)}\right) s_{r \gamma}^{(n)}$ is always nonnegative (see Figure 1.4), by Young's inequality it holds

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega}\left|s_{r \gamma}^{(n)}\right|^{2} \mathrm{~d} x \leq 2 \int_{\Omega}\left(u_{\gamma}^{(n)}\right)_{t} s_{r \gamma}^{(n)} \mathrm{d} x \leq \int_{\Omega}\left|s_{r \gamma}^{(n)}\right|^{2} \mathrm{~d} x+\int_{\Omega}\left|\left(u_{\gamma}^{(n)}\right)_{t}\right|^{2} \mathrm{~d} x
$$

Applying Grönwall's lemma A. 1 we get

$$
\int_{\Omega}\left|s_{r \gamma}^{(n)}\right|^{2}(x, \tau) \mathrm{d} x \leq C\left(\int_{\Omega}\left|s^{r, 0}\right|^{2}(x) \mathrm{d} x+\int_{0}^{\tau} \int_{\Omega}\left|\left(u_{\gamma}^{(n)}\right)_{t}\right|^{2}(x, t) \mathrm{d} x \mathrm{~d} t\right)
$$

for a.e. $\tau \in(0, T)$ and for $\mu$-a.e. $r>0$, and inserting (1.13) in the right-hand side we further obtain

$$
\int_{\Omega}\left|s_{r \gamma}^{(n)}\right|^{2}(x, \tau) \mathrm{d} x \leq C\left(1+\int_{0}^{\tau} \int_{\Omega}\left|u_{\gamma}^{(n)}\right|^{2}(x, t) \mathrm{d} x \mathrm{~d} t+\int_{0}^{\tau} \int_{\Omega}\left(\int_{0}^{\infty}\left|s_{r \gamma}^{(n)}\right|^{2}(x, t) \mathrm{d} \mu(r)\right) \mathrm{d} x \mathrm{~d} t\right)
$$

This gives, thanks to Hypothesis 1.1 (i),

$$
\sup _{\mu-\text { a.e. } r>0} \int_{\Omega}\left|s_{r \gamma}^{(n)}\right|^{2}(x, \tau) \mathrm{d} x \leq C\left(1+\int_{0}^{\tau} \int_{\Omega}\left|u_{\gamma}^{(n)}\right|^{2}(x, t) \mathrm{d} x \mathrm{~d} t+\int_{0}^{\tau} \sup _{\mu-\text { a.e. } r>0}\left(\int_{\Omega}\left|s_{r \gamma}^{(n)}\right|^{2}(x, t) \mathrm{d} x\right) \mathrm{d} t\right)
$$

for a. e. $\tau \in(0, T)$. Applying Grönwall's lemma A. 2 and coming back to (1.13) we obtain

$$
\begin{equation*}
\int_{0}^{\tau} \int_{\Omega}\left|\left(u_{\gamma}^{(n)}\right)\right|^{2}(x, t) \mathrm{d} x \mathrm{~d} t+\int_{\Omega}\left|\nabla u_{\gamma}^{(n)}\right|^{2}(x, \tau) \mathrm{d} x \leq C\left(1+\int_{0}^{\tau} \int_{\Omega}\left|u_{\gamma}^{(n)}\right|^{2}(x, t) \mathrm{d} x \mathrm{~d} t\right) \tag{1.14}
\end{equation*}
$$

Notice that it holds also

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega}\left|u_{\gamma}^{(n)}\right|^{2} \mathrm{~d} x=2 \int_{\Omega} u_{\gamma}^{(n)}\left(u_{\gamma}^{(n)}\right)_{t} \mathrm{~d} x \leq \int_{\Omega}\left|u_{\gamma}^{(n)}\right|^{2} \mathrm{~d} x+\int_{\Omega}\left|\left(u_{\gamma}^{(n)}\right)_{t}\right|^{2} \mathrm{~d} x
$$

hence integrating in time $\int_{0}^{\tau} \mathrm{d} t$, inserting (1.14) in the right-hand side and using Grönwall's lemma A. 2 we get

$$
\begin{equation*}
\sup _{\tau \in(0, T)} \operatorname{ess} \int_{\Omega}\left|u_{\gamma}^{(n)}\right|^{2}(x, \tau) \mathrm{d} x \leq C \tag{1.15}
\end{equation*}
$$

with a constant $C$ independent of $n$. Then (1.14) yields

$$
\begin{equation*}
\iint_{Q}\left|\left(u_{\gamma}^{(n)}\right)_{t}\right|^{2}(x, t) \mathrm{d} x \mathrm{~d} t+\sup _{\tau \in(0, T)} \operatorname{ess} \int_{\Omega}\left|\nabla u_{\gamma}^{(n)}\right|^{2}(x, \tau) \mathrm{d} x \leq C \tag{1.16}
\end{equation*}
$$

with a constant $C$ independent of $n$. We now choose a subsequence (still indexed by $n$ for simplicity) such that

$$
\begin{equation*}
\left(u_{\gamma}^{(n)}\right)_{t} \rightarrow u_{t}^{\gamma} \quad \text { weakly in } L^{2}(Q) \tag{1.17}
\end{equation*}
$$

By estimates (1.15), (1.16) we infer that the sequence $u_{\gamma}^{(n)}$ is uniformly bounded (independently of $n$ ) in $W^{1,2}\left(0, T ; L^{2}(\Omega)\right) \cap L^{\infty}\left(0, T ; W^{1,2}(\Omega)\right)$, hence by Lemma A. 5 we conclude that

$$
\begin{equation*}
u_{\gamma}^{(n)} \rightarrow u^{\gamma} \quad \text { strongly in } L^{2}(\Omega ; C[0, T]) \tag{1.18}
\end{equation*}
$$

and by Proposition B. 5 also that

$$
\begin{equation*}
s_{r \gamma}^{(n)} \rightarrow s^{r \gamma} \quad \text { strongly in } L^{2}(\Omega ; C[0, T]) \tag{1.19}
\end{equation*}
$$

Note that we need the convergence of the sequences $u_{\gamma}^{(n)}, s_{r \gamma}^{(n)}$ to be strong in order to pass to the limit in the nonlinearity $f$.
Testing the second equation of (1.6) by $\left(s_{r \gamma}^{(n)}\right)_{t}$ we obtain

$$
\int_{\Omega}\left(\left|\left(s_{r \gamma}^{(n)}\right)_{t}\right|^{2}+\frac{1}{\gamma} \Psi^{\prime}\left(\frac{1}{r} s_{r \gamma}^{(n)}\right)\left(s_{r \gamma}^{(n)}\right)_{t}\right) \mathrm{d} x=\int_{\Omega}\left(u_{\gamma}^{(n)}\right)_{t}\left(s_{r \gamma}^{(n)}\right)_{t} \mathrm{~d} x
$$

Since $\Psi^{\prime}\left(\frac{1}{r} s_{r \gamma}^{(n)}\right)\left(s_{r \gamma}^{(n)}\right)_{t}=r \frac{\mathrm{~d}}{\mathrm{~d} t} \Psi\left(\frac{1}{r} s_{r \gamma}^{(n)}\right)$, integrating $\int_{0}^{\tau} \mathrm{d} t$ for an arbitrary $\tau \in(0, T)$ we get

$$
\begin{aligned}
\int_{0}^{\tau} & \int_{\Omega}\left|\left(s_{r \gamma}^{(n)}\right)_{t}\right|^{2}(x, t) \mathrm{d} x \mathrm{~d} t+\frac{r}{\gamma} \int_{\Omega} \Psi\left(\frac{1}{r} s_{r \gamma}^{(n)}\right)(x, \tau) \mathrm{d} x-\frac{r}{\gamma} \int_{\Omega} \Psi\left(\frac{1}{r} s^{r, 0}\right)(x) \mathrm{d} x \\
& =\int_{0}^{\tau} \int_{\Omega}\left(u_{\gamma}^{(n)}\right)_{t}\left(s_{r \gamma}^{(n)}\right)_{t} \mathrm{~d} x \mathrm{~d} t
\end{aligned}
$$

Now, since $s^{r, 0} \in[-r, r]$, it follows that $\frac{1}{r} s^{r, 0} \in[-1,1]$. Thus the definition of $\Psi$ in (1.4) yields $\Psi\left(\frac{1}{r} s^{r, 0}\right)=0$. Applying Young's inequality on the right-hand side and using (1.16) we finally have

$$
\iint_{Q}\left|\left(s_{r \gamma}^{(n)}\right)_{t}\right|^{2}(x, t) \mathrm{d} x \mathrm{~d} t+\sup _{\tau \in(0, T)} \frac{r}{\gamma} \int_{\Omega} \Psi\left(\frac{1}{r} s_{r \gamma}^{(n)}\right)(x, \tau) \mathrm{d} x \leq C
$$

with a constant $C$ independent of $n$. Hence we see that, up to a subsequence,

$$
\begin{equation*}
\left(s_{r \gamma}^{(n)}\right)_{t} \rightarrow s_{t}^{r \gamma} \quad \text { weakly in } L^{2}(Q) \tag{1.20}
\end{equation*}
$$

Since the convergences (1.17)-(1.20) take place, we may pass to the limit in (1.11) and conclude that $\left(u^{\gamma}, \mathrm{s}^{\gamma}\right)$ is the solution to (1.6)-(1.7) with the desired regularity.

## - Step 2: The solution minimizes the functional

We are now going to show that there exists $v=v_{\varepsilon}^{\gamma} \in L^{2}(Q)$ such that the solution $\left(u^{\gamma}, \mathbf{s}^{\gamma}\right)=\left(u_{\varepsilon}^{\gamma}, \mathbf{s}_{\varepsilon}^{\gamma}\right)$ to (1.6)-(1.7) minimizes the value of $J_{\varepsilon}^{\gamma}\left(u^{\gamma}, \mathbf{s}^{\gamma}, v\right)$. Note that the functional $J_{\varepsilon}^{\gamma}$ is bounded from below by 0 , and we can denote by $J^{*}$ its infimum. There exists a minimizing sequence $\left\{v_{j}\right\}_{j \in \mathbb{N}}$, that is, $\lim _{j \rightarrow \infty} J_{\varepsilon}^{\gamma}\left(u_{j}^{\gamma}, \mathbf{s}_{j}^{\gamma}, v_{j}\right)=J^{*}$, where $\left(u_{j}^{\gamma}, \mathbf{s}_{j}^{\gamma}\right)$ are the solutions to (1.6)-(1.7) associated with the righthand side $v_{j}$. We may assume that $J_{\varepsilon}^{\gamma}\left(u_{j}^{\gamma}, \mathbf{s}_{j}^{\gamma}, v_{j}\right) \leq J^{*}+1$ for all $j \in \mathbb{N}$, so that the $L^{2}(Q)$-norms of the $v_{j}$ 's are bounded above by $\sqrt{2\left(J^{*}+1\right)}$. Thus, arguing as in the previous step, we end up with the inequalities

$$
\begin{array}{r}
\operatorname{sup~ess}_{\tau \in(0, T)} \int_{\Omega}\left|u_{j}^{\gamma}\right|^{2}(x, \tau) \mathrm{d} x \leq C, \\
\iint_{Q}\left|\left(u_{j}^{\gamma}\right)_{t}\right|^{2}(x, t) \mathrm{d} x \mathrm{~d} t+\operatorname{supess}_{\tau \in(0, T)} \int_{\Omega}\left|\nabla u_{j}^{\gamma}\right|^{2}(x, \tau) \mathrm{d} x \leq C, \\
\iint_{Q}\left|\left(s_{j}^{r \gamma}\right)_{t}\right|^{2}(x, t) \mathrm{d} x \mathrm{~d} t+\sup _{\tau \in(0, T)} \frac{r}{\gamma} \int_{\Omega} \Psi\left(\frac{1}{r} s_{j}^{r \gamma}\right)(x, \tau) \mathrm{d} x \leq C,
\end{array}
$$

with constants $C$ independent of $j$. Hence it is possible to choose subsequences (still indexed by $j$ for simplicity) such that

$$
\begin{aligned}
& v_{j} \rightarrow v, \quad\left(u_{j}^{\gamma}\right)_{t} \rightarrow u_{t}^{\gamma}, \quad\left(s_{j}^{r \gamma}\right)_{t} \rightarrow s_{t}^{r \gamma} \quad \text { weakly in } L^{2}(Q), \\
& u_{j}^{\gamma} \rightarrow u^{\gamma}, \quad s_{j}^{r \gamma} \rightarrow s^{r \gamma} \quad \text { strongly in } L^{2}(\Omega ; C[0, T]) .
\end{aligned}
$$

Thus we may pass to the limit and conclude that $\left(u^{\gamma}, \mathbf{s}^{\gamma}\right)$ is the solution to (1.6)-(1.7) corresponding to the right-hand side $v$.

By the weak lower semicontinuity of the norm we further have

$$
\begin{aligned}
& \iint_{Q} v^{2} \mathrm{~d} x \mathrm{~d} t \leq \liminf _{j \rightarrow \infty} \iint_{Q} v_{j}^{2} \mathrm{~d} x \mathrm{~d} t \\
& \int_{\Omega}\left(u^{\gamma}\right)^{2}(x, T) \mathrm{d} x=\lim _{j \rightarrow \infty} \int_{\Omega}\left(u_{j}^{\gamma}\right)^{2}(x, T) \mathrm{d} x
\end{aligned}
$$

Hence $v$ is the desired minimizer. This concludes the proof of Proposition 1.3.

The main result for system (1.1) is the following.

Theorem 1.4. Let Hypotheses 1.1 and 1.2 be satisfied. Then there exists $v \in L^{2}(Q)$ such that the corresponding solution $(u, \mathbf{s})$ to Problem (1.3), $\mathbf{s}(r, x, t):=s^{r}(x, t)$ for $r>0, u \in W^{1,2}\left(0, T ; L^{2}(\Omega)\right) \cap$
$L^{\infty}\left(0, T ; W^{1,2}(\Omega)\right)$ and $s^{r} \in W^{1,2}\left(0, T ; L^{2}(\Omega)\right)$, satisfies $u(x, T)=0$ for a.e. $x \in \Omega$. Moreover, there exists a constant $C>0$ depending only on the data of the problem and sequences $\gamma_{n} \rightarrow 0, \varepsilon_{n} \rightarrow 0$ as $n \rightarrow \infty, n \in \mathbb{N}$, such that the system of minimizers $\left(u_{n}, \mathbf{s}_{n}, v_{n}\right):=\left(u_{\varepsilon_{n}}^{\gamma_{n}}, \mathbf{s}_{\varepsilon_{n}}^{\gamma_{n}}, v_{\varepsilon_{n}}^{\gamma_{n}}\right)$ from Proposition 1.3 approximates the controllability problem in the following sense:
(i) $\iint_{Q}\left|\left(u_{n}\right)_{t}\right|^{2}(x, t) \mathrm{d} x \mathrm{~d} t+\sup _{t \in(0, T)} \operatorname{ess}_{\Omega}\left|\nabla u_{n}\right|^{2}(x, t) \mathrm{d} x \leq C$;
(ii) $\lim _{n \rightarrow \infty} \int_{\Omega} \max _{t \in[0, T]}\left|u(x, t)-u_{n}(x, t)\right|^{2} \mathrm{~d} x=0$;
(iii) $\int_{\Omega}\left|u_{n}(x, T)\right|^{2} \mathrm{~d} x \leq C \varepsilon_{n}$;
(iv) $\max _{t \in[0, T]} \int_{\Omega}\left|s^{r}(x, t)-s_{n}^{r}(x, t)\right|^{2} \mathrm{~d} x \leq C\left(\left(1+r^{2 / 3}\right) \gamma_{n}^{1 / 3}+1 / n^{2}\right)$.

The null-controllability condition in Theorem 1.4 can be easily extended to the general case in the following form.

Corollary 1.5. Let the hypotheses of Theorem 1.4 hold and let $\bar{u} \in W^{2,2}(\Omega) \cap L^{\infty}(\Omega)$ be given such that $n \cdot \nabla \bar{u}=0$ on $\Gamma$. Then there exists $v \in L^{2}(Q)$ such that the corresponding solution $u \in W^{1,2}\left(0, T ; L^{2}(\Omega)\right) \cap L^{\infty}\left(0, T ; W^{1,2}(\Omega)\right)$ to Problem (1.3) satisfies $u(x, T)=\bar{u}(x)$ for a.e. $x \in \Omega$.

Indeed, it suffices to introduce a new unknown function $\tilde{u}(x, t)=u(x, t)-\bar{u}(x)$, replace $v$ with $\tilde{v}=v+\Delta \bar{u}, u^{0}$ with $\tilde{u}^{0}=u^{0}-\bar{u}$, and $f\left(x, r, u, s^{r}\right)$ with $\tilde{f}\left(x, r, \tilde{u}, s^{r}\right)=f\left(x, r, \tilde{u}+\bar{u}, s^{r}\right)$. The solution $\tilde{u}$ to the null-controllability problem stated in Theorem 1.4 then yields the solution to the general case.

Remark 1.6. As mentioned in the Introduction, the existence of a control for system (1.1) is a consequence of the Kakutani fixed point principle. We are going to give a short proof of this fact.

Let us define for simplicity $X:=W^{1,2}\left(0, T ; L^{2}(\Omega)\right) \cap L^{\infty}\left(0, T ; W^{1,2}(\Omega)\right)$, and consider the convex set $K:=\left\{z \in X:\|z\|_{X} \leq \tilde{C}\right\}$ endowed with the topology of $L^{2}(\Omega ; C[0, T])$, which makes it compact by Lemma A.5. Then we consider the multivalued map

$$
\begin{aligned}
\Phi: K & \rightarrow 2^{X} \\
z & \mapsto u
\end{aligned}
$$

which to any $z \in K$ associates the set of all possible $u$ constructed by solving the controllability problem

$$
\begin{cases}u_{t}-\Delta u=-\mathcal{F}[z]+v & \text { in } Q \\ u(\cdot, 0)=u^{0}(\cdot) & \text { in } \Omega \\ n \cdot \nabla u=0 & \text { on } \Gamma\end{cases}
$$

with $\mathcal{F}$ as in (1.2), and taking all the possible solutions $(u, v)$. In particular $v=\mathcal{F}[z]+w$, where $w$ is the control that drives the system obeying to the linear equation $u_{t}-\Delta u=w$ from the initial state to the target in the time interval $[0, T]$ (the existence of such a $w$ follows by a standard argument, see e.g. [9]). Moreover $w$ is such that $\|w\|_{L^{2}(Q)} \leq C\left\|u_{0}\right\|_{L^{2}(\Omega)}$. Hence, by the standard theory of parabolic equations, we see that, if $\tilde{C}$ is sufficiently large, then $\Phi$ maps $K$ into itself. Moreover, for each $z \in K$, the set $\Phi(z)$ is nonempty (since the linear heat equation is controllable) and convex. In order to apply the Kakutani fixed point principle, it remains to prove that $\Phi$ has closed graph, that is, if $\left\{z_{n}\right\}_{n \in \mathbb{N}} \subset K$ is such that $z_{n} \rightarrow z$ in $L^{2}(\Omega ; C[0, T])$ and $u_{n} \in \Phi\left(z_{n}\right)$ is such that $u_{n} \rightarrow u$ in $L^{2}(\Omega ; C[0, T])$, then $u \in \Phi(z)$. But $u_{n} \in \Phi\left(z_{n}\right)$ means that

$$
\begin{cases}\left(u_{n}\right)_{t}-\Delta u_{n}=-\mathcal{F}\left[z_{n}\right]+v_{n} & \text { in } Q  \tag{1.21}\\ u_{n}(\cdot, 0)=u^{0}(\cdot) & \text { in } \Omega \\ n \cdot \nabla u_{n}=0 & \text { on } \Gamma .\end{cases}
$$

If $z_{n} \rightarrow z$ in $L^{2}(\Omega ; C[0, T])$, then (at least along a subsequence) $z_{n} \rightarrow z$ uniformly in $[0, T]$ for a.e. $x \in \Omega$. Hence by Hypothesis 1.1 and Proposition B. 5 also $\mathcal{F}\left[z_{n}\right] \rightarrow \mathcal{F}[z]$ uniformly in $[0, T]$ for a. e. $x \in \Omega$. Note that by Hypothesis 1.1 and since $z_{n} \in K$

$$
\begin{aligned}
\iint_{Q}\left|\mathcal{F}\left[z_{n}\right]\right|^{2} \mathrm{~d} x \mathrm{~d} t & \leq C \iint_{Q}\left|\int_{0}^{\infty}\left(1+\left|z_{n}\right|+\left|s^{r}\right|\right) \mathrm{d} \mu(r)\right|^{2} \mathrm{~d} x \mathrm{~d} t \\
& \leq C\left(\iint_{Q}\left|\int_{0}^{\infty}(1+r) \mathrm{d} \mu(r)\right|^{2} \mathrm{~d} x \mathrm{~d} t+\iint_{Q}\left|z_{n}\right|^{2} \mathrm{~d} x \mathrm{~d} t \int_{0}^{\infty} \mathrm{d} \mu(r)\right) \leq C
\end{aligned}
$$

that is, $\mathcal{F}\left[z_{n}\right]$ is bounded in $L^{2}(Q)$ independently of $n$. Then (at least along a subsequence) $\mathcal{F}\left[z_{n}\right] \rightarrow$ $\mathcal{F}[z]$ weakly in $L^{2}(Q)$, and the control $v_{n}=\mathcal{F}\left[z_{n}\right]+w_{n}$ is such that $\left\|v_{n}\right\|_{L^{2}(Q)} \leq C\left(1+\left\|u_{0}\right\|_{L^{2}(\Omega)}\right)$ with $C$ independent of $n$. Selecting a subsequence we obtain $v_{n} \rightarrow v$ weakly in $L^{2}(Q)$. Then we can pass to the limit in (1.21), and conclude that $u \in \Phi(z)$. An infinite dimensional version of the Kakutani theorem gives the existence of a fixed point for $\Phi$, which exactly corresponds to our controllability claim.

It is now clear that we are not interested simply in the existence of the control. Our aim is to construct a control algorithm based on passing to the limit in (1.10) as $\varepsilon \rightarrow 0$ and $\gamma \rightarrow 0$.

## CHAPTER 2

## Construction of the solution to the controllability problem

### 2.1 Necessary optimality conditions

We first derive necessary optimality conditions for problem (1.10). The classical Lagrange method consists in finding critical points of the Lagrange functional

$$
\mathcal{L}\left(u^{\gamma}, \mathbf{s}^{\gamma}, v\right)=J_{\varepsilon}^{\gamma}\left(u^{\gamma}, \mathbf{s}^{\gamma}, v\right)+\left\langle\left\langle p, G_{1}\left(u^{\gamma}, \mathbf{s}^{\gamma}, v\right)\right\rangle\right\rangle+\int_{0}^{\infty}\left\langle q^{r}, G_{2}^{r}\left(u^{\gamma}, \mathbf{s}^{\gamma}, v\right)\right\rangle \mathrm{d} \mu(r)
$$

where $p, q^{r}$ are the Lagrange multipliers, the double brackets denote the duality pairing between $L^{2}\left(0, T ; W^{1,2}(\Omega)\right)$ and $L^{2}\left(0, T ; W^{-1,2}(\Omega)\right)$, the single brackets denote the canonical scalar product in $L^{2}(Q)$, and the constraints are

$$
\begin{aligned}
& G_{1}\left(u^{\gamma}, \mathbf{s}^{\gamma}, v\right)=u_{t}^{\gamma}-\Delta u^{\gamma}+\int_{0}^{\infty} f\left(x, r, u^{\gamma}, s^{r \gamma}\right) \mathrm{d} \mu(r)-v \\
& G_{2}^{r}\left(u^{\gamma}, \mathbf{s}^{\gamma}, v\right)=s_{t}^{r \gamma}+\frac{1}{\gamma} \Psi^{\prime}\left(\frac{1}{r} s^{r \gamma}\right)-u_{t}^{\gamma}
\end{aligned}
$$

To explain the argument, let us first assume that the multipliers $p, q^{r}$ possess the regularity $p \in$ $W^{1,2}\left(0, T ; L^{2}(\Omega)\right) \cap L^{\infty}\left(0, T ; W^{1,2}(\Omega)\right), q^{r} \in W^{1,2}\left(0, T ; L^{2}(\Omega)\right)$. This assumption will be justified at the end of this section.

At a critical point, the directional derivative of $\mathcal{L}$ vanishes in every regular direction $(\hat{u}, \hat{\mathbf{s}}, \hat{v})$ such that $\hat{u}(x, 0)=\hat{\mathbf{s}}(x, 0)=0$ in $\Omega, n \cdot \nabla \hat{u}=0$ on $\Gamma$. In other words, $p$ and $q^{r}$ have to be chosen in such a way that

$$
\lim _{\tau \rightarrow 0} \frac{1}{\tau}\left(\mathcal{L}\left(u^{\gamma}+\tau \hat{u}, \mathbf{s}^{\gamma}+\tau \hat{\mathbf{s}}, v+\tau \hat{v}\right)-\mathcal{L}\left(u^{\gamma}, \mathbf{s}^{\gamma}, v\right)\right)=0
$$

that is,

$$
\begin{aligned}
\lim _{\tau \rightarrow 0} \frac{1}{\tau}( & \frac{1}{2} \iint_{Q}(v+\tau \hat{v})^{2} \mathrm{~d} x \mathrm{~d} t-\frac{1}{2} \iint_{Q} v^{2} \mathrm{~d} x \mathrm{~d} t+\frac{1}{2 \varepsilon} \int_{\Omega}\left(u^{\gamma}+\tau \hat{u}\right)^{2}(x, T) \mathrm{d} x-\frac{1}{2 \varepsilon} \int_{\Omega}\left(u^{\gamma}\right)^{2}(x, T) \mathrm{d} x \\
& +\iint_{Q} p\left(\left(u^{\gamma}+\tau \hat{u}\right)_{t}+\int_{0}^{\infty} f\left(x, r, u^{\gamma}+\tau \hat{u}, s^{r \gamma}+\tau \hat{s}^{r}\right) \mathrm{d} \mu(r)-v-\tau \hat{v}\right) \mathrm{d} x \mathrm{~d} t \\
& +\iint_{Q} \nabla p \cdot \nabla\left(u^{\gamma}+\tau \hat{u}\right) \mathrm{d} x \mathrm{~d} t \\
& -\iint_{Q} p\left(u_{t}^{\gamma}+\int_{0}^{\infty} f\left(x, r, u^{\gamma}, s^{r \gamma}\right) \mathrm{d} \mu(r)-v\right) \mathrm{d} x \mathrm{~d} t-\iint_{Q} \nabla p \cdot \nabla u^{\gamma} \mathrm{d} x \mathrm{~d} t \\
& +\int_{0}^{\infty} \iint_{Q} q^{r}\left(\left(s^{r \gamma}+\tau \hat{s}^{r}\right)_{t}+\frac{1}{\gamma} \Psi^{\prime}\left(\frac{1}{r}\left(s^{r \gamma}+\tau \hat{s}^{r}\right)\right)-\left(u^{\gamma}+\tau \hat{u}\right)_{t}\right) \mathrm{d} x \mathrm{~d} t \mathrm{~d} \mu(r) \\
& \left.-\int_{0}^{\infty} \iint_{Q} q^{r}\left(s_{t}^{r \gamma}+\frac{1}{\gamma} \Psi^{\prime}\left(\frac{1}{r} s^{r \gamma}\right)-u_{t}^{\gamma}\right) \mathrm{d} x \mathrm{~d} t \mathrm{~d} \mu(r)\right)=0
\end{aligned}
$$

This implies

$$
\begin{aligned}
0 & =\iint_{Q} v \hat{v} \mathrm{~d} x \mathrm{~d} t+\frac{1}{\varepsilon} \int_{\Omega} u^{\gamma}(x, T) \hat{u}(x, T) \mathrm{d} x \\
& +\iint_{Q} p\left(\hat{u}_{t}+\int_{0}^{\infty}\left(f_{u^{\gamma}}\left(x, r, u^{\gamma}, s^{r \gamma}\right) \hat{u}+f_{s^{r \gamma}}\left(x, r, u^{\gamma}, s^{r \gamma}\right) \hat{s}^{r}\right) \mathrm{d} \mu(r)-\hat{v}\right) \mathrm{d} x \mathrm{~d} t \\
& +\iint_{Q} \nabla p \cdot \nabla \hat{u} \mathrm{~d} x \mathrm{~d} t+\iint_{Q} \int_{0}^{\infty} q^{r}\left(\hat{s}_{t}^{r}+\frac{1}{r \gamma} \Psi^{\prime \prime}\left(\frac{1}{r} s^{r \gamma}\right) \hat{s}^{r}-\hat{u}_{t}\right) \mathrm{d} \mu(r) \mathrm{d} x \mathrm{~d} t
\end{aligned}
$$

where $f_{s^{r \gamma}}\left(x, r, u^{\gamma}, s^{r \gamma}\right)$ is to be interpreted here and in the sequel as $\left.f_{\sigma}\left(x, r, u^{\gamma}, \sigma\right)\right|_{\sigma=s^{r \gamma}}$ and, similarly, $f_{u^{\gamma}}\left(x, r, u^{\gamma}, s^{r \gamma}\right):=\left.f_{u}\left(x, r, u, s^{r \gamma}\right)\right|_{u=u^{\gamma}}$.

Integrating the above identity by parts in time we get

$$
\begin{aligned}
0 & =\iint_{Q} v \hat{v} \mathrm{~d} x \mathrm{~d} t+\frac{1}{\varepsilon} \int_{\Omega} u^{\gamma}(x, T) \hat{u}(x, T) \mathrm{d} x+\int_{\Omega} p(x, T) \hat{u}(x, T) \mathrm{d} x-\int_{\Omega} p(x, 0) \hat{u}(x, 0) \mathrm{d} x \\
& -\iint_{Q} p_{t} \hat{u} \mathrm{~d} x \mathrm{~d} t+\iint_{Q} p\left(\int_{0}^{\infty}\left(f_{u^{\gamma}}\left(x, r, u^{\gamma}, s^{r \gamma}\right) \hat{u}+f_{s^{r \gamma}}\left(x, r, u^{\gamma}, s^{r \gamma}\right) \hat{s}^{r}\right) \mathrm{d} \mu(r)-\hat{v}\right) \mathrm{d} x \mathrm{~d} t \\
& +\iint_{Q} \nabla p \cdot \nabla \hat{u} \mathrm{~d} x \mathrm{~d} t+\int_{\Omega} \int_{0}^{\infty} q^{r}(x, T) \hat{s}^{r}(x, T) \mathrm{d} \mu(r) \mathrm{d} x \mathrm{~d} t-\int_{\Omega} \int_{0}^{\infty} q^{r}(x, 0) \hat{s}^{r}(x, 0) \mathrm{d} \mu(r) \mathrm{d} x \mathrm{~d} t \\
& -\iint_{Q} \int_{0}^{\infty} \hat{q}_{t}^{r} s^{r} \mathrm{~d} \mu(r) \mathrm{d} x \mathrm{~d} t+\iint_{Q} \int_{0}^{\infty} \frac{1}{r \gamma} \Psi^{\prime \prime}\left(\frac{1}{r} s^{r \gamma}\right) q^{r} \hat{s}^{r} \mathrm{~d} \mu(r) \mathrm{d} x \mathrm{~d} t \\
& -\int_{\Omega} \int_{0}^{\infty} q^{r}(x, T) \hat{u}(x, T) \mathrm{d} \mu(r) \mathrm{d} x+\int_{\Omega} \int_{0}^{\infty} q^{r}(x, 0) \hat{u}(x, 0) \mathrm{d} \mu(r) \mathrm{d} x+\iint_{Q} \int_{0}^{\infty} q_{t}^{r} \hat{u} \mathrm{~d} \mu(r) \mathrm{d} x \mathrm{~d} t
\end{aligned}
$$

that is, rearranging the terms and exploiting the null initial conditions for the regular directions $\hat{u}$ and $\hat{\mathbf{s}}$,

$$
\begin{aligned}
0 & =\int_{\Omega} \hat{u}\left(p-\int_{0}^{\infty} q^{r} \mathrm{~d} \mu(r)+\frac{1}{\varepsilon} u^{\gamma}\right)(x, T) \mathrm{d} x+\int_{\Omega} \int_{0}^{\infty} \hat{s}^{r}(x, T) q^{r}(x, T) \mathrm{d} \mu(r) \mathrm{d} x \\
& +\iint_{Q} \nabla p \cdot \nabla \hat{u} \mathrm{~d} x \mathrm{~d} t-\iint_{Q} \hat{u}\left(p_{t}-\int_{0}^{\infty}\left(q_{t}^{r}+f_{u^{\gamma}}\left(x, r, u^{\gamma}, s^{r \gamma}\right) p\right) \mathrm{d} \mu(r)\right) \mathrm{d} x \mathrm{~d} t \\
& -\iint_{Q} \int_{0}^{\infty} \hat{s}^{r}\left(q_{t}^{r}-\frac{1}{r \gamma} \Psi^{\prime \prime}\left(\frac{1}{r} s^{r \gamma}\right) q^{r}-f_{s^{r \gamma}}\left(x, r, u^{\gamma}, s^{r \gamma}\right) p\right) \mathrm{d} \mu(r) \mathrm{d} x \mathrm{~d} t+\iint_{Q} \hat{v}(v-p) \mathrm{d} x \mathrm{~d} t
\end{aligned}
$$

for all admissible directions $(\hat{u}, \hat{\mathbf{s}}, \hat{v})$. We thus necessarily have

$$
\begin{equation*}
v=p \quad \text { a.e. in } Q \tag{2.1}
\end{equation*}
$$

and $p, q^{r}$ are the solutions to the backward dual problem

$$
\begin{cases}\int_{\Omega}\left(p_{t} \eta-\nabla p \cdot \nabla \eta-\left(\int_{0}^{\infty}\left(q_{t}^{r}+f_{u \gamma}\left(x, r, u^{\gamma}, s^{r \gamma}\right) p\right) \mathrm{d} \mu(r)\right) \eta\right) \mathrm{d} x=0 & \text { in }(0, T),  \tag{2.2}\\ q_{t}^{r}-\frac{1}{r \gamma} \Psi^{\prime \prime}\left(\frac{1}{r} s^{r \gamma}\right) q^{r}-f_{s^{r \gamma}}\left(x, r, u^{\gamma}, s^{r \gamma}\right) p=0 & \text { in } Q, \\ p(\cdot, T)=-\frac{1}{\varepsilon} u^{\gamma}(\cdot, T) & \text { in } \Omega, \\ q^{r}(\cdot, T)=0 & \text { in } \Omega\end{cases}
$$

for every test function $\eta \in W^{1,2}(\Omega)$, where the second and the fourth equations have to be fulfilled for $\mu$-a. e. $\quad r>0$. This is a standard linear backward parabolic equation coupled with a linear ODE, hence it admits for every $\gamma>0$ and every $\varepsilon>0$ a unique solution with the regularity $p \in$ $W^{1,2}\left(0, T ; L^{2}(\Omega)\right) \cap L^{\infty}\left(0, T ; W^{1,2}(\Omega)\right), q^{r} \in W^{1,2}\left(0, T ; L^{2}(\Omega)\right)$. This can be proved arguing as we did to prove Proposition 1.3. Actually here the situation is even simpler, since the system is linear. This justifies the above formal computations.

### 2.2 Derivation of estimates

In order to pass to the limits $\varepsilon \rightarrow 0, \gamma \rightarrow 0$, we first derive a series of estimates for $\left(u^{\gamma}, \mathbf{s}^{\gamma}, v, p, q\right)$ $=\left(u_{\varepsilon}^{\gamma}, \mathbf{s}_{\varepsilon}^{\gamma}, v_{\varepsilon}^{\gamma}, p_{\varepsilon}^{\gamma}, q_{\varepsilon}^{\gamma}\right)$ satisfying (1.6), (2.1), and (2.2). In what follows, we denote by $C$ any positive constant independent of $\gamma$ and $\varepsilon$.

We first multiply the second equation of $(2.2)$ by $-\operatorname{sign}\left(q^{r}\right)$ to get

$$
\begin{aligned}
0 & =-q_{t}^{r} \operatorname{sign}\left(q^{r}\right)+\frac{1}{r \gamma} \Psi^{\prime \prime}\left(\frac{1}{r} s^{r \gamma}\right) q^{r} \operatorname{sign}\left(q^{r}\right)+f_{s^{r \gamma}}\left(x, r, u^{\gamma}, s^{r \gamma}\right) p \operatorname{sign}\left(q^{r}\right) \\
& =-\frac{\mathrm{d}}{\mathrm{~d} t}\left|q^{r}\right|+\frac{1}{r \gamma} \Psi^{\prime \prime}\left(\frac{1}{r} s^{r \gamma}\right)\left|q^{r}\right|+f_{s^{r \gamma}}\left(x, r, u^{\gamma}, s^{r \gamma}\right) p \operatorname{sign}\left(q^{r}\right)
\end{aligned}
$$

Integrating from an arbitrary $t \in[0, T)$ to $T$ we obtain

$$
-\left|q^{r}(x, T)\right|+\left|q^{r}(x, t)\right|+\int_{t}^{T} \frac{1}{r \gamma} \Psi^{\prime \prime}\left(\frac{1}{r} s^{r \gamma}(x, \tau)\right)\left|q^{r}(x, \tau)\right| \mathrm{d} \tau \leq \int_{t}^{T}\left|f_{s^{r \gamma}}\left(x, r, u^{\gamma}, s^{r \gamma}\right)\right||p(x, \tau)| \mathrm{d} \tau
$$

But then, using the final condition for $q^{r}$ in (2.2) and Hypothesis 1.1 (iv), we get that

$$
\begin{equation*}
\left|q^{r}(x, t)\right|+\int_{t}^{T} \frac{1}{r \gamma} \Psi^{\prime \prime}\left(\frac{1}{r} s^{r \gamma}(x, \tau)\right)\left|q^{r}(x, \tau)\right| \mathrm{d} \tau \leq C \int_{t}^{T}|p(x, \tau)| \mathrm{d} \tau \tag{2.3}
\end{equation*}
$$

In the next step, we combine the first and the second equation of (2.2) to get

$$
\begin{aligned}
& \int_{\Omega}\left(p_{t} \eta-\nabla p \cdot \nabla \eta\right) \mathrm{d} x \\
& =\int_{\Omega} \int_{0}^{\infty}\left(\frac{1}{r \gamma} \Psi^{\prime \prime}\left(\frac{1}{r} s^{r \gamma}\right) q^{r}+f_{s^{r \gamma}}\left(x, r, u^{\gamma}, s^{r \gamma}\right) p+f_{u^{\gamma}}\left(x, r, u^{\gamma}, s^{r \gamma}\right) p\right) \mathrm{d} \mu(r) \eta \mathrm{d} x
\end{aligned}
$$

and test the resulting equation by a Lipschitz continuous approximation $\eta=S_{n}(p)$ of $-\operatorname{sign}(p)$, say, $S_{n}(p)=-\operatorname{sign}(p)$ for $|p| \geq 1 / n, S_{n}(p)=-n p$ for $|p|<1 / n$.


Figure 2.1. Lipschitz continuous approximation of $-\operatorname{sign}(x)$.

We get

$$
\begin{aligned}
& \int_{\Omega}\left(p_{t} S_{n}(p)-\nabla p \cdot \nabla S_{n}(p)\right) \mathrm{d} x \\
= & \int_{\Omega} \int_{0}^{\infty}\left(\frac{1}{r \gamma} \Psi^{\prime \prime}\left(\frac{1}{r} s^{r \gamma}\right) q^{r}+f_{s^{r \gamma}}\left(x, r, u^{\gamma}, s^{r \gamma}\right) p+f_{u^{\gamma}}\left(x, r, u^{\gamma}, s^{r \gamma}\right) p\right) \mathrm{d} \mu(r) S_{n}(p) \mathrm{d} x
\end{aligned}
$$

The term $-\nabla p \cdot \nabla S_{n}(p)=-|\nabla p|^{2} S_{n}^{\prime}(p)$ is nonnegative for every $n$, hence letting $n$ tend to infinity and using Hypothesis 1.1 (iv) we obtain for a.e. $t \in(0, T)$ that

$$
\begin{equation*}
-\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega}|p(x, t)| \mathrm{d} x \leq C \int_{\Omega}|p(x, t)| \mathrm{d} x+\int_{\Omega} \int_{0}^{\infty} \frac{1}{r \gamma} \Psi^{\prime \prime}\left(\frac{1}{r} s^{r \gamma}(x, t)\right)\left|q^{r}(x, t)\right| \mathrm{d} \mu(r) \mathrm{d} x . \tag{2.4}
\end{equation*}
$$

Integrating (2.4) $\int_{0}^{\tau} \mathrm{d} t$ yields

$$
\begin{aligned}
& -\int_{\Omega}|p(x, \tau)| \mathrm{d} x+\int_{\Omega}|p(x, 0)| \mathrm{d} x \\
& \leq C \iint_{Q}|p(x, t)| \mathrm{d} x \mathrm{~d} t+\iint_{Q} \int_{0}^{\infty} \frac{1}{r \gamma} \Psi^{\prime \prime}\left(\frac{1}{r} s^{r \gamma}(x, t)\right)\left|q^{r}(x, t)\right| \mathrm{d} \mu(r) \mathrm{d} x \mathrm{~d} t .
\end{aligned}
$$

We integrate again $\int_{0}^{T} \mathrm{~d} \tau$ and switch the order of integration, thus getting

$$
\begin{aligned}
& -\int_{\Omega}|p(x, \tau)| \mathrm{d} x+\int_{\Omega}|p(x, 0)| \mathrm{d} x \\
& \leq C \iint_{Q}|p(x, t)| \mathrm{d} x \mathrm{~d} t+\int_{\Omega} \int_{0}^{\infty} \int_{0}^{T} \frac{1}{r \gamma} \Psi^{\prime \prime}\left(\frac{1}{r} s^{r \gamma}(x, t)\right)\left|q^{r}(x, t)\right| \mathrm{d} t \mathrm{~d} \mu(r) \mathrm{d} x
\end{aligned}
$$

Using the estimate (2.3), we get a bound for $p(x, 0)$ and $q^{r}(x, 0)$, namely

$$
\begin{equation*}
\int_{\Omega}\left(|p(x, 0)|+\sup _{\mu-\text { a.e. } r>0}\left|q^{r}(x, 0)\right|\right) \mathrm{d} x \leq C \iint_{Q}|p(x, t)| \mathrm{d} x \mathrm{~d} t . \tag{2.5}
\end{equation*}
$$

Finally, we test

- the first equation in (1.6) by $p$,
- the second equation in (1.6) by $q^{r}$,
- the first equation in (2.2) by $u^{\gamma}$,
- the second equation in (2.2) by $s^{r \gamma}$,
sum up the resulting equations to get

$$
\begin{aligned}
& \int_{\Omega}\left(u_{t}^{\gamma} p+\nabla u^{\gamma} \cdot \nabla p+\left(\int_{0}^{\infty} f\left(x, r, u^{\gamma}, s^{r \gamma}\right) \mathrm{d} \mu(r)\right) p\right) \mathrm{d} x \\
& +\int_{\Omega} \int_{0}^{\infty}\left(s_{t}^{r \gamma}+\frac{1}{\gamma} \Psi^{\prime}\left(\frac{1}{r} s^{r \gamma}\right)\right) q^{r} \mathrm{~d} \mu(r) \mathrm{d} x \\
& +\int_{\Omega}\left(p_{t} u^{\gamma}-\nabla p \cdot \nabla u^{\gamma}-\left(\int_{0}^{\infty}\left(q_{t}^{r}+f_{u^{\gamma}}\left(x, r, u^{\gamma}, s^{r \gamma}\right) p\right) \mathrm{d} \mu(r)\right) u^{\gamma}\right) \mathrm{d} x \\
& +\int_{\Omega} \int_{0}^{\infty}\left(q_{t}^{r}-\frac{1}{r \gamma} \Psi^{\prime \prime}\left(\frac{1}{r} s^{r \gamma}\right) q^{r}-f_{s^{r \gamma}}\left(x, r, u^{\gamma}, s^{r \gamma}\right) p\right) s^{r \gamma} \mathrm{~d} \mu(r) \mathrm{d} x \\
& =\int_{\Omega} v p \mathrm{~d} x+\int_{\Omega} \int_{0}^{\infty} u_{t}^{\gamma} q^{r} \mathrm{~d} \mu(r) \mathrm{d} x
\end{aligned}
$$

This entails, together with (2.1),

$$
\begin{aligned}
& \int_{\Omega}\left(u^{\gamma} p+\int_{0}^{\infty}\left(s^{r \gamma} q^{r}-u^{\gamma} q^{r}\right) \mathrm{d} \mu(r)\right)_{t} \mathrm{~d} x+\int_{\Omega}\left(\int_{0}^{\infty}\left(f-u^{\gamma} f_{u^{\gamma}}-s^{r \gamma} f_{s^{r \gamma}}\right)\left(x, r, u^{\gamma}, s^{r \gamma}\right) \mathrm{d} \mu(r)\right) p \mathrm{~d} x \\
& +\frac{1}{\gamma} \int_{\Omega} \int_{0}^{\infty} q^{r}\left(\Psi^{\prime}\left(\frac{1}{r} s^{r \gamma}\right)-\frac{1}{r} s^{r \gamma} \Psi^{\prime \prime}\left(\frac{1}{r} s^{r \gamma}\right)\right) \mathrm{d} \mu(r) \mathrm{d} x=\int_{\Omega} p^{2} \mathrm{~d} x
\end{aligned}
$$

Integrating the above equation in time and using the initial conditions for (1.6)-(1.7) and the final conditions for (2.2) we obtain

$$
\begin{align*}
& \iint_{Q} p^{2} \mathrm{~d} x \mathrm{~d} t+\frac{1}{\varepsilon} \int_{\Omega}\left(u^{\gamma}\right)^{2}(x, T) \mathrm{d} x=\int_{\Omega} \int_{0}^{\infty}\left(u^{0}(x)-s^{r, 0}(x)\right) q^{r}(x, 0) \mathrm{d} \mu(r) \mathrm{d} x \\
& -\int_{\Omega} u^{0}(x) p(x, 0) \mathrm{d} x+\frac{1}{\gamma} \iint_{Q} \int_{0}^{\infty} q^{r}\left(\Psi^{\prime}\left(\frac{1}{r} s^{r \gamma}\right)-\frac{1}{r} s^{r \gamma} \Psi^{\prime \prime}\left(\frac{1}{r} s^{r \gamma}\right)\right) \mathrm{d} \mu(r) \mathrm{d} x \mathrm{~d} t  \tag{2.6}\\
& +\iint_{Q} p\left(\int_{0}^{\infty}\left(f-u^{\gamma} f_{u^{\gamma}}-s^{r \gamma} f_{s^{r \gamma}}\right)\left(x, r, u^{\gamma}, s^{r \gamma}\right) \mathrm{d} \mu(r)\right) \mathrm{d} x \mathrm{~d} t
\end{align*}
$$

We have by Hypothesis 1.1 (v) that $\left|\left(f-u^{\gamma} f_{u^{\gamma}}-s^{r \gamma} f_{s^{r \gamma}}\right)\left(x, r, u^{\gamma}, s^{r \gamma}\right)\right| \leq C$ for a.e. $(x, t) \in Q$. Moreover, the choice of $\Psi$ guarantees that

$$
\left|\Psi^{\prime}(s)-s \Psi^{\prime \prime}(s)\right| \leq \frac{3}{2} \Psi^{\prime \prime}(s)
$$

Indeed

- if $s<-2$ then $\Psi^{\prime}(s)=(-s-1)(-1)+\frac{1}{2}=s+\frac{3}{2}$ and $\Psi^{\prime \prime}(s) \equiv 1$, thus

$$
\left|\Psi^{\prime}(s)-s \Psi^{\prime \prime}(s)\right|=\left|s+\frac{3}{2}-s\right|=\frac{3}{2}=\frac{3}{2} \Psi^{\prime \prime}(s)
$$

- if $-2<s<-1$ then $\Psi^{\prime}(s)=\frac{1}{2}(-s-1)^{2}(-1)=-\frac{1}{2} s^{2}-s-\frac{1}{2}$ and $\Psi^{\prime \prime}(s)=-s-1$, thus

$$
\begin{aligned}
\left|\Psi^{\prime}(s)-s \Psi^{\prime \prime}(s)\right| & =\left|-\frac{1}{2} s^{2}-s-\frac{1}{2}-s(-s-1)\right|=\left|\frac{1}{2} s^{2}-\frac{1}{2}\right|=\frac{1}{2}\left(s^{2}-1\right) \\
& =\frac{1}{2}(s-1)(s+1) \leq \frac{1}{2}(-3)(s+1)=\frac{3}{2} \Psi^{\prime \prime}(s)
\end{aligned}
$$

- if $s \in[-1,1]$ then $\Psi^{\prime}(s)=\Psi^{\prime \prime}(s) \equiv 0$;
- if $1<s<2$ then $\Psi^{\prime}(s)=\frac{1}{2}(s-1)^{2}=\frac{1}{2} s^{2}-s+\frac{1}{2}$ and $\Psi^{\prime \prime}(s)=s-1$, thus

$$
\begin{aligned}
\left|\Psi^{\prime}(s)-s \Psi^{\prime \prime}(s)\right| & =\left|\frac{1}{2} s^{2}-s+\frac{1}{2}-s(s-1)\right|=\left|\frac{1}{2}-\frac{1}{2} s^{2}\right|=\frac{1}{2}\left(s^{2}-1\right) \\
& =\frac{1}{2}(s-1)(s+1) \leq \frac{1}{2}(s-1) 3=\frac{3}{2} \Psi^{\prime \prime}(s)
\end{aligned}
$$

- if $s>2$ then $\Psi^{\prime}(s)=(s-1)-\frac{1}{2}=s-\frac{3}{2}$ and $\Psi^{\prime \prime}(s) \equiv 1$, thus

$$
\left|\Psi^{\prime}(s)-s \Psi^{\prime \prime}(s)\right|=\left|s-\frac{3}{2}-s\right|=\frac{3}{2}=\frac{3}{2} \Psi^{\prime \prime}(s)
$$

Hence from (2.6) and Hypothesis 1.1 (v) we infer

$$
\begin{aligned}
& \iint_{Q} p^{2} \mathrm{~d} x \mathrm{~d} t+\frac{1}{\varepsilon} \int_{\Omega}\left(u^{\gamma}\right)^{2}(x, T) \mathrm{d} x \\
& \leq \int_{\Omega} \sup _{\mu-\text { a.e. } r>0}\left|q^{r}(x, 0)\right| \int_{0}^{\infty}\left|u^{0}(x)-s^{r, 0}(x)\right| \mathrm{d} \mu(r) \mathrm{d} x-\int_{\Omega}\left|u^{0}(x)\right||p(x, 0)| \mathrm{d} x \\
& +\frac{1}{\gamma} \iint_{Q} \int_{0}^{\infty}\left|q^{r}\right| \frac{3}{2} \Psi^{\prime \prime}\left(\frac{1}{r} s^{r \gamma}\right) \mathrm{d} \mu(r) \mathrm{d} x \mathrm{~d} t+\iint_{Q}|p|\left(\int_{0}^{\infty} C \mathrm{~d} \mu(r)\right) \mathrm{d} x \mathrm{~d} t .
\end{aligned}
$$

Finally by Hypothesis 1.1 (i) and 1.2 , (2.3) and (2.5) we get the estimate

$$
\iint_{Q} p^{2}(x, t) \mathrm{d} x \mathrm{~d} t+\frac{1}{\varepsilon} \int_{\Omega}\left(u^{\gamma}\right)^{2}(x, T) \mathrm{d} x \leq C \iint_{Q}|p(x, t)| \mathrm{d} x \mathrm{~d} t
$$

with a constant $C$ depending on the $L^{\infty}$-norm of $u_{0}$. Applying Hölder's inequality and using (2.1) again, we finally get

$$
\begin{equation*}
\iint_{Q}\left(v_{\varepsilon}^{\gamma}\right)^{2}(x, t) \mathrm{d} x \mathrm{~d} t+\frac{1}{\varepsilon} \int_{\Omega}\left(u_{\varepsilon}^{\gamma}\right)^{2}(x, T) \mathrm{d} x \leq C \tag{2.7}
\end{equation*}
$$

### 2.3 Limit as $\varepsilon \rightarrow 0$

We first keep $\gamma>0$ fixed. As a consequence of (2.7) and of Hypothesis 1.1 (iv)-(v) which implies that $f\left(x, r, u^{\gamma}, s^{r \gamma}\right) \leq C\left(1+\left|u^{\gamma}\right|+\left|s^{r \gamma}\right|\right)$ for a.e. $(x, t) \in Q$, arguing as for the proof of Proposition 1.3 we see that the solutions $u_{\varepsilon}^{\gamma}, s_{\varepsilon}^{r \gamma}$ to the approximate system (1.6) are uniformly bounded in the spaces $W^{1,2}\left(0, T ; L^{2}(\Omega)\right) \cap L^{\infty}\left(0, T ; W^{1,2}(\Omega)\right)$ and $W^{1,2}\left(0, T ; L^{2}(\Omega)\right)$, respectively. The first space is compactly embedded in the space $L^{2}(\Omega ; C[0, T])$ according to Lemma A.5. For each fixed $\gamma$ there exists therefore a sequence $\left\{\varepsilon_{n}(\gamma)\right\}, n \in \mathbb{N}, \lim _{n \rightarrow \infty} \varepsilon_{n}(\gamma)=0$, such that we can conclude, using also (1.8) and (2.7), that

$$
\begin{align*}
& v_{\varepsilon_{n}(\gamma)}^{\gamma} \rightarrow v_{*}^{\gamma},\left(s_{\varepsilon_{n}(\gamma)}^{r \gamma}\right)_{t} \rightarrow\left(s_{*}^{r \gamma}\right)_{t} \text { weakly in } L^{2}(Q) \text { as } n \rightarrow \infty \\
& \left\|u_{\varepsilon_{n}(\gamma)}^{\gamma}-u_{*}^{\gamma}\right\|_{2, \infty} \rightarrow 0  \tag{2.8}\\
& \left\|u_{\varepsilon_{n}(\gamma)}^{\gamma}(x, T)\right\|_{L^{2}(\Omega)}^{2} \leq C \varepsilon_{n}(\gamma) \\
& \left\|s_{\varepsilon_{n}(\gamma)}^{r \gamma}-s_{*}^{r \gamma}\right\|_{2, \infty} \leq 2\left\|u_{\varepsilon_{n}(\gamma)}^{\gamma}-u_{*}^{\gamma}\right\|_{2, \infty}
\end{align*}
$$

where $\|\cdot\|_{2, \infty}$ denotes the norm of $L^{2}(\Omega ; C([0, T]))$ (see (A.4)) and where $u_{*}^{\gamma}, s_{*}^{r \gamma}$ are solutions to the system

$$
\begin{cases}\int_{\Omega}\left(\left(u_{*}^{\gamma}\right)_{t} \zeta+\nabla u_{*}^{\gamma} \cdot \nabla \zeta+\left(\int_{0}^{\infty} f\left(x, r, u_{*}^{\gamma}, s_{*}^{r \gamma}\right) \mathrm{d} \mu(r)\right) \zeta\right) \mathrm{d} x=\int_{\Omega} v_{*}^{\gamma} \zeta \mathrm{d} x & \text { in }(0, T)  \tag{2.9}\\ \left(s_{*}^{r \gamma}\right)_{t}+\frac{1}{\gamma} \Psi^{\prime}\left(\frac{1}{r} s_{*}^{r \gamma}\right)=\left(u_{*}^{\gamma}\right)_{t} & \text { in } Q\end{cases}
$$

for every $\zeta \in W^{1,2}(\Omega)$, with initial conditions as in (1.7). Moreover, by (2.8) the null-controllability condition $u_{*}^{\gamma}(x, T)=0$ holds for a. e. $x \in \Omega$.

### 2.4 Limit as $\gamma \rightarrow 0$

The convergence $\gamma \rightarrow 0$ is more delicate. By (2.7) we have uniform bounds for $v_{*}^{\gamma}$ in $L^{2}(Q)$. We make use again of Hypothesis 1.1 and of the inequality $f\left(x, r, u_{*}^{\gamma}, s_{*}^{r \gamma}\right) \leq C\left(1+\left|u_{*}^{\gamma}\right|+\left|s_{*}^{r \gamma}\right|\right)$ for a. e. $(x, t) \in Q$, as well as of the fact that arguing as in the proof of Proposition 1.3 we get a bound for $u_{*}^{\gamma}$ in $W^{1,2}\left(0, T ; L^{2}(\Omega)\right) \cap L^{\infty}\left(0, T ; W^{1,2}(\Omega)\right)$. Hence we find a sequence $\gamma_{n} \rightarrow 0$ as $n \rightarrow \infty$ and elements $v_{*} \in L^{2}(Q)$ and $u_{*} \in W^{1,2}\left(0, T ; L^{2}(\Omega)\right) \cap L^{\infty}\left(0, T ; W^{1,2}(\Omega)\right)$ such that

$$
\begin{align*}
& v_{*}^{\gamma_{n}} \rightarrow v_{*},\left(u_{*}^{\gamma_{n}}\right)_{t} \rightarrow\left(u_{*}\right)_{t} \text { weakly in } L^{2}(Q)  \tag{2.10}\\
& \left\|u_{*}^{\gamma_{n}}-u_{*}\right\|_{2, \infty} \rightarrow 0
\end{align*}
$$

as $n \rightarrow \infty$. Hence, the null-controllability condition $u_{*}(x, T)=0$ a.e. is preserved in the limit.
It remains to prove the strong convergence to $\mathfrak{s}_{r}\left[u_{*}, s^{r, 0}\right]$ of the solutions $s_{*}^{r \gamma_{n}}$ to the equation

$$
\left(s_{*}^{r \gamma_{n}}\right)_{t}+\frac{1}{\gamma_{n}} \Psi^{\prime}\left(\frac{1}{r} s_{*}^{r \gamma_{n}}\right)=\left(u_{*}^{\gamma_{n}}\right)_{t}, \quad s_{*}^{r \gamma_{n}}(x, 0)=s^{r, 0}(x)
$$

Note that we need the convergence to be strong in order to pass to the limit in the nonlinearity $f$. To this end, we denote by $y^{r \gamma_{n}}$ the solution to the ODE

$$
\begin{equation*}
y_{t}^{r \gamma_{n}}+\frac{1}{\gamma_{n}} \Psi^{\prime}\left(\frac{1}{r} y^{r \gamma_{n}}\right)=\left(u_{*}\right)_{t}, \quad y^{r \gamma_{n}}(x, 0)=s^{r, 0}(x) \tag{2.11}
\end{equation*}
$$

By (1.8) we have

$$
\begin{equation*}
\left\|s_{*}^{r \gamma_{n}}-y^{r \gamma_{n}}\right\|_{2, \infty} \leq 2\left\|u_{*}^{\gamma_{n}}-u_{*}\right\|_{2, \infty} \tag{2.12}
\end{equation*}
$$

By (2.10), the right-hand side of (2.12) converges to 0 as $n \rightarrow \infty$. Note that we can write

$$
\begin{aligned}
& \left\|s_{*}^{r \gamma_{n}}-\mathfrak{s}_{r}\left[u_{*}, s^{r, 0}\right]\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)} \\
& \quad \leq\left\|s_{*}^{r \gamma_{n}}-y^{r \gamma_{n}}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}+\left\|y^{r \gamma_{n}}-\mathfrak{s}_{r}\left[u_{*}, s^{r, 0}\right]\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}
\end{aligned}
$$

where

$$
\|\cdot\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}=\max _{t \in[0, T]}\left(\int_{\Omega}|\cdot|^{2}(x, t) \mathrm{d} x\right)^{1 / 2} \leq\left(\int_{\Omega} \max _{t \in[0, T]}|\cdot|^{2}(x, t) \mathrm{d} x\right)^{1 / 2}=\|\cdot\|_{2, \infty}
$$

Hence, to prove the strong convergence of $s_{*}^{r \gamma_{n}}$ to $\mathfrak{s}_{r}\left[u_{*}, s^{r, 0}\right]$ in $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$ it suffices to prove that $y^{r \gamma_{n}} \rightarrow \mathfrak{s}_{r}\left[u_{*}, s^{r, 0}\right]$ strongly in $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$ for each $r>0$.

First we derive some estimates for the functions $y^{r \gamma_{n}}$. Testing (2.11) by $y_{t}^{r \gamma_{n}}$ and integrating over $\Omega \times(0, \tau)$ for some $\tau \in(0, T)$ we obtain

$$
\int_{0}^{\tau} \int_{\Omega}\left|y_{t}^{r \gamma_{n}}\right|^{2} \mathrm{~d} x \mathrm{~d} t+\frac{1}{\gamma_{n}} \int_{0}^{\tau} \int_{\Omega} \Psi^{\prime}\left(\frac{1}{r} y^{r \gamma_{n}}\right) y_{t}^{r \gamma_{n}} \mathrm{~d} x \mathrm{~d} t=\int_{0}^{\tau} \int_{\Omega}\left(u_{*}\right)_{t} y_{t}^{r \gamma_{n}} \mathrm{~d} x \mathrm{~d} t
$$

that is,

$$
\begin{aligned}
\int_{0}^{\tau} \int_{\Omega}\left(u_{*}\right)_{t} y_{t}^{r \gamma_{n}} \mathrm{~d} x \mathrm{~d} t & =\int_{0}^{\tau} \int_{\Omega}\left|y_{t}^{r \gamma_{n}}\right|^{2} \mathrm{~d} x \mathrm{~d} t+\frac{1}{\gamma_{n}} \int_{\Omega} \int_{0}^{\tau} r \frac{\mathrm{~d}}{\mathrm{~d} t} \Psi\left(\frac{1}{r} y^{r \gamma_{n}}\right) \mathrm{d} x \mathrm{~d} t \\
& =\int_{0}^{\tau} \int_{\Omega}\left|y_{t}^{r \gamma_{n}}\right|^{2} \mathrm{~d} x \mathrm{~d} t+\frac{r}{\gamma_{n}} \int_{\Omega} \Psi\left(\frac{1}{r} y^{r \gamma_{n}}\right)(x, \tau) \mathrm{d} x-\frac{r}{\gamma_{n}} \int_{\Omega} \Psi\left(\frac{1}{r} y^{r \gamma_{n}}\right)(x, 0) \mathrm{d} x .
\end{aligned}
$$

By (2.11) and the definition of the stop operator (B.10), it follows that $\frac{1}{r} y^{r \gamma_{n}}(x, 0) \in[-1,1]$, from which $\Psi\left(\frac{1}{r} y^{r \gamma_{n}}\right)(x, 0)=0$ by (1.4). Hence we get

$$
\int_{0}^{\tau} \int_{\Omega}\left|y_{t}^{r \gamma_{n}}\right|^{2} \mathrm{~d} x \mathrm{~d} t+\frac{r}{\gamma_{n}} \int_{\Omega} \Psi\left(\frac{1}{r} y^{r \gamma_{n}}\right)(x, \tau) \mathrm{d} x=\int_{0}^{\tau} \int_{\Omega}\left(u_{*}\right)_{t} y_{t}^{r \gamma_{n}} \mathrm{~d} x \mathrm{~d} t
$$

which entails, using Young's inequality with exponents $1 / 2$ on the right-hand side and observing that $\left(u_{*}\right)_{t}$ is bounded in $L^{2}(Q)$ independently of $\tau$ and $n$,

$$
\begin{equation*}
\iint_{Q}\left|y_{t}^{r \gamma_{n}}\right|^{2} \mathrm{~d} x \mathrm{~d} t+\frac{r}{\gamma_{n}} \sup _{\tau \in[0, T]} \int_{\Omega} \Psi\left(\frac{1}{r} y^{r \gamma_{n}}\right)(x, \tau) \mathrm{d} x \leq C \tag{2.13}
\end{equation*}
$$

Up to a subsequence we thus have

$$
\begin{equation*}
y_{t}^{r \gamma_{n}} \rightarrow \hat{y}_{t}^{r}, \quad y^{r \gamma_{n}} \rightarrow \hat{y}^{r}, \quad \frac{1}{\gamma_{n}} \Psi^{\prime}\left(\frac{1}{r} y^{r \gamma_{n}}\right) \rightarrow w^{r} \quad \text { weakly in } L^{2}(Q) \text { as } n \rightarrow \infty \tag{2.14}
\end{equation*}
$$

Note also that by (1.5) we have for all $z \geq 0$

$$
\begin{equation*}
z^{2} \leq 8 \phi(z)+4 \phi^{2 / 3}(z) \tag{2.15}
\end{equation*}
$$

Indeed

- if $z \in[0,1]$ then $z^{2}=6^{2 / 3} \phi^{2 / 3} \leq 4 \phi^{2 / 3}$, which implies (2.15);
- if $z>1$ then $\frac{1}{2} z^{2}=\phi+\frac{1}{2} z-\frac{1}{6}$, and by Young's inequality

$$
\frac{1}{2} z=\frac{1}{\delta} \frac{\delta}{2} z \leq \frac{1}{2}\left(\frac{1}{\delta^{2}}+\frac{\delta^{2}}{4} z^{2}\right)
$$

In particular, choosing $\delta=\sqrt{3}$ we obtain $\frac{1}{2} z^{2} \leq \phi+\frac{1}{6}+\frac{3}{8} z^{2}-\frac{1}{6}$, which implies (2.15).
Choosing $z=\frac{1}{r}\left(\left|y^{r \gamma_{n}}\right|-r\right)^{+}$in (2.15) we obtain

$$
\left(\frac{1}{r}\left(\left|y^{r \gamma_{n}}\right|-r\right)^{+}\right)^{2} \leq 8 \phi\left(\frac{1}{r}\left(\left|y^{r \gamma_{n}}\right|-r\right)^{+}\right)+4 \phi^{2 / 3}\left(\frac{1}{r}\left(\left|y^{r \gamma_{n}}\right|-r\right)^{+}\right)
$$

hence from (1.4) we also have

$$
\frac{1}{r^{2}}\left(\left(\left|y^{r \gamma_{n}}\right|-r\right)^{+}\right)^{2} \leq 8 \Psi\left(\frac{1}{r} y^{r \gamma_{n}}\right)+4 \Psi^{2 / 3}\left(\frac{1}{r} y^{r \gamma_{n}}\right)
$$

Integrating over $\Omega$ and using (2.13) we get for all $\tau \in(0, T)$

$$
\begin{aligned}
\frac{1}{r^{2}} \int_{\Omega}\left(\left(\left|y^{r \gamma_{n}}\right|-r\right)^{+}\right)^{2}(x, \tau) \mathrm{d} x & \leq 8 \int_{\Omega} \Psi\left(\frac{1}{r} y^{r \gamma_{n}}\right)(x, \tau) \mathrm{d} x+4 \int_{\Omega} \Psi^{2 / 3}\left(\frac{1}{r} y^{r \gamma_{n}}\right)(x, \tau) \mathrm{d} x \\
& \leq 8 \frac{C \gamma_{n}}{r}+4 \frac{C \gamma_{n}^{2 / 3}}{r^{2 / 3}}
\end{aligned}
$$

from which we infer for $\gamma_{n}<1$ that

$$
\begin{equation*}
\int_{\Omega}\left(\left(\left|y^{r \gamma_{n}}\right|-r\right)^{+}\right)^{2}(x, \tau) \mathrm{d} x \leq C\left(1+r^{4 / 3}\right) \gamma_{n}^{2 / 3} \tag{2.16}
\end{equation*}
$$

with a constant $C$ independent of $\tau, r$ and $n$.
We now prove that $\hat{y}^{r}=\mathfrak{s}_{r}\left[u_{*}, s^{r, 0}\right]$. To this end, note that $\hat{y}^{r}$ and $w^{r}$ satisfy the equation

$$
\begin{equation*}
\hat{y}_{t}^{r}+w^{r}=\left(u_{*}\right)_{t}, \quad \hat{y}^{r}(x, 0)=s^{r, 0}(x) . \tag{2.17}
\end{equation*}
$$

Hence the third condition of (B.14) is verified by $\hat{y}^{r}$. Furthermore, for every function $b \in L^{\infty}(Q)$ we have

$$
\iint_{Q} y^{r \gamma_{n}} b \mathrm{~d} x \mathrm{~d} t \leq \iint_{Q}\left|y^{r \gamma_{n}}\right||b| \mathrm{d} x \mathrm{~d} t \leq \iint_{Q}\left(\left|y^{r \gamma_{n}}\right|-r\right)^{+}|b| \mathrm{d} x \mathrm{~d} t+r \iint_{Q}|b| \mathrm{d} x \mathrm{~d} t,
$$

hence, by (2.14) and (2.16), we have $\iint_{Q} \hat{y}^{r} b \mathrm{~d} x \mathrm{~d} t \leq r$ for each function $b \in L^{\infty}(Q)$ such that $\iint_{Q}|b| \mathrm{d} x \mathrm{~d} t \leq 1$, which in turn implies that $\left|\hat{y}^{r}(x, t)\right| \leq r$ a. e. Indeed, if there exists a set $A$ of positive measure and some $\delta>0$ such that $y(x, t) \geq r+\delta$ or $y(x, t) \leq-r-\delta$ for $(x, t) \in A$, by choosing $b(x, t)= \pm \frac{1}{|A|} \chi_{A}(x, t)$ (where by $|A|$ and $\chi_{A}$ we denote respectively the Lebesgue measure and the characteristic function of the set $A$ ) we obtain a contradiction. Hence $\left|\hat{y}^{r}(x, t)\right| \leq r$ a. e., and the first condition in the definition of the stop (B.14) is satisfied by $\hat{y}^{r}$.
In order to verify that also the second condition holds true, we multiply (2.11) by $y^{r \gamma_{n}}$ and (2.17) by $\hat{y}^{r}$ and integrate over $Q$. We get, exploiting the initial conditions in (2.11) and (2.17),

$$
\left\{\begin{array}{l}
\frac{1}{2} \int_{\Omega}\left(y^{r \gamma_{n}}\right)^{2}(x, T) \mathrm{d} x-\frac{1}{2} \int_{\Omega}\left(s^{r, 0}\right)^{2}(x) \mathrm{d} x=-\frac{1}{\gamma_{n}} \iint_{Q} \Psi^{\prime}\left(\frac{1}{r} y^{r \gamma_{n}}\right) y^{r \gamma_{n}} \mathrm{~d} x \mathrm{~d} t+\iint_{Q}\left(u_{*}\right)_{t} y^{r \gamma_{n}} \mathrm{~d} x \mathrm{~d} t \\
\frac{1}{2} \int_{\Omega}\left(\hat{y}^{r}\right)^{2}(x, T) \mathrm{d} x-\frac{1}{2} \int_{\Omega}\left(s^{r, 0}\right)^{2}(x) \mathrm{d} x=-\iint_{Q} w^{r} \hat{y}^{r} \mathrm{~d} x \mathrm{~d} t+\iint_{Q}\left(u_{*}\right)_{t} \hat{y}^{r} \mathrm{~d} x \mathrm{~d} t
\end{array}\right.
$$

Hence for all $\gamma_{n}>0$ we have the equality

$$
\begin{aligned}
& \frac{1}{2} \int_{\Omega}\left(y^{r \gamma_{n}}\right)^{2}(x, T) \mathrm{d} x+\frac{1}{\gamma_{n}} \iint_{Q} \Psi^{\prime}\left(\frac{1}{r} y^{r \gamma_{n}}\right) y^{r \gamma_{n}} \mathrm{~d} x \mathrm{~d} t-\iint_{Q}\left(u_{*}\right)_{t} y^{r \gamma_{n}} \mathrm{~d} x \mathrm{~d} t \\
& =\frac{1}{2} \int_{\Omega}\left(\hat{y}^{r}\right)^{2}(x, T) \mathrm{d} x+\iint_{Q} w^{r} \hat{y}^{r} \mathrm{~d} x \mathrm{~d} t-\iint_{Q}\left(u_{*}\right)_{t} \hat{y}^{r} \mathrm{~d} x \mathrm{~d} t .
\end{aligned}
$$

Passing to the $\liminf _{\gamma_{n} \rightarrow 0}$ we obtain

$$
\begin{align*}
& \frac{1}{2} \liminf _{\gamma_{n} \rightarrow 0} \int_{\Omega}\left(y^{r \gamma_{n}}\right)^{2}(x, T) \mathrm{d} x+\liminf _{\gamma_{n} \rightarrow 0} \frac{1}{\gamma_{n}} \iint_{Q} \Psi^{\prime}\left(\frac{1}{r} y^{r \gamma_{n}}\right) y^{r \gamma_{n}} \mathrm{~d} x \mathrm{~d} t \\
& =\frac{1}{2} \int_{\Omega}\left(\hat{y}^{r}\right)^{2}(x, T) \mathrm{d} x+\iint_{Q} w^{r} \hat{y}^{r} \mathrm{~d} x \mathrm{~d} t . \tag{2.18}
\end{align*}
$$

Now, since the norm is weakly lower semicontinuous, by the weak convergence (2.14) we have $\int_{\Omega}\left(\hat{y}^{r}\right)^{2}(x, T) \mathrm{d} x \leq \liminf _{\gamma_{n} \rightarrow 0} \int_{\Omega}\left(y^{r \gamma_{n}}\right)^{2}(x, T) \mathrm{d} x$. Hence for equality (2.18) to hold we necessarily have

$$
\begin{equation*}
\liminf _{\gamma_{n} \rightarrow 0} \frac{1}{\gamma_{n}} \iint_{Q} \Psi^{\prime}\left(\frac{1}{r} y^{r \gamma_{n}}\right) y^{r \gamma_{n}} \mathrm{~d} x \mathrm{~d} t \leq \iint_{Q} w^{r} \hat{y}^{r} \mathrm{~d} x \mathrm{~d} t \tag{2.19}
\end{equation*}
$$

Note that since $\Psi^{\prime}$ is monotone and vanishes in $[-1,1]$, it holds

$$
\begin{equation*}
\iint_{Q} \Psi^{\prime}\left(\frac{1}{r} y^{r \gamma_{n}}\right)\left(y^{r \gamma_{n}}-\rho\right) \mathrm{d} x \mathrm{~d} t \geq 0 \tag{2.20}
\end{equation*}
$$

for every measurable function $\rho$ such that $|\rho(x, t)| \leq r$ a.e. Thus, putting together (2.19) and (2.20), for every such $\rho$ we have

$$
\begin{equation*}
0 \leq \iint_{Q} w^{r}\left(\hat{y}^{r}-\rho\right) \mathrm{d} x \mathrm{~d} t=\iint_{Q}\left(\left(u_{*}\right)_{t}-\hat{y}_{t}^{r}\right)\left(\hat{y}^{r}-\rho\right) \mathrm{d} x \mathrm{~d} t, \tag{2.21}
\end{equation*}
$$

where in the equality we used (2.17). Hence $\hat{y}^{r}$ verifies also the second condition of (B.14), and this proves that $\hat{y}^{r}=\mathfrak{s}_{r}\left[u_{*}, s^{r, 0}\right]$.
It remains to prove that the convergence $y^{r \gamma_{n}} \rightarrow \hat{y}^{r}$ in (2.14) is strong in the space $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$. Indeed, by choosing in (2.21) a test function

$$
\tilde{\rho}(x, t)= \begin{cases}\hat{y}^{r}(x, t) & \text { for } t \geq \tau \\ \rho(x, t) & \text { for } t \leq \tau\end{cases}
$$

with an arbitrary $\tau \in(0, T)$, we obtain from (2.21) that the inequality

$$
\begin{equation*}
\int_{0}^{\tau} \int_{\Omega}\left(\left(u_{*}\right)_{t}-\hat{y}_{t}^{r}\right)\left(\hat{y}^{r}-\rho\right) \mathrm{d} x \mathrm{~d} t \geq 0 \tag{2.22}
\end{equation*}
$$

holds for all $\tau$. On the other hand, (2.11) and inequality (2.20) imply that we have

$$
\begin{equation*}
\int_{0}^{\tau} \int_{\Omega}\left(\left(u_{*}\right)_{t}-y_{t}^{r \gamma_{n}}\right)\left(y^{r \gamma_{n}}-\rho\right) \mathrm{d} x \mathrm{~d} t \geq 0 \tag{2.23}
\end{equation*}
$$

for all $n \in \mathbb{N}$ and all test functions $\rho$ such that $|\rho(x, t)| \leq r$ a. e. We now set $\rho=\hat{y}^{r}$ in (2.23) and $\rho=P_{r}\left(y^{r \gamma_{n}}\right)$ in (2.22), where $P_{r}: \mathbb{R} \rightarrow[-r, r]$ is the projection onto the interval $[-r, r]$, that is,

$$
P_{r}(z)=\max \{-r, \min \{x, r\}\} .
$$

Summing up (2.22) and (2.23) yields

$$
0 \leq \int_{0}^{\tau} \int_{\Omega}\left(\left(u_{*}\right)_{t}-\hat{y}_{t}^{r}\right)\left(\hat{y}^{r}-P_{r}\left(y^{r \gamma_{n}}\right)\right) \mathrm{d} x \mathrm{~d} t+\int_{0}^{\tau} \int_{\Omega}\left(\left(u_{*}\right)_{t}-y_{t}^{r \gamma_{n}}\right)\left(y^{r \gamma_{n}}-\hat{y}^{r}\right) \mathrm{d} x \mathrm{~d} t
$$

that is

$$
\begin{aligned}
0 \leq & \int_{0}^{\tau} \int_{\Omega}\left(u_{*}\right)_{t}\left(\hat{y}^{r}-P_{r}\left(y^{r \gamma_{n}}\right)+y^{r \gamma_{n}}-\hat{y}^{r}\right) \mathrm{d} x \mathrm{~d} t+\int_{0}^{\tau} \int_{\Omega} \hat{y}^{r}\left(-\hat{y}_{t}^{r}+y_{t}^{r \gamma_{n}}\right) \mathrm{d} x \mathrm{~d} t \\
& +\int_{0}^{\tau} \int_{\Omega}\left(\hat{y}_{t}^{r} P_{r}\left(y^{r \gamma_{n}}\right)-y_{t}^{r \gamma_{n}} y^{r \gamma_{n}} \pm \hat{y}_{t}^{r} y^{r \gamma_{n}}\right) \mathrm{d} x \mathrm{~d} t \\
= & \int_{0}^{\tau} \int_{\Omega}\left(u_{*}\right)_{t}\left(y^{r \gamma_{n}}-P_{r}\left(y^{r \gamma_{n}}\right)\right) \mathrm{d} x \mathrm{~d} t+\int_{0}^{\tau} \int_{\Omega}\left(y_{t}^{r \gamma_{n}}-\hat{y}_{t}^{r}\right) \hat{y}^{r} \mathrm{~d} x \mathrm{~d} t \\
& -\int_{0}^{\tau} \int_{\Omega} \hat{y}_{t}^{r}\left(y^{r \gamma_{n}}-P_{r}\left(y^{r \gamma_{n}}\right)\right) \mathrm{d} x \mathrm{~d} t-\int_{0}^{\tau} \int_{\Omega}\left(y_{t}^{r \gamma_{n}}-\hat{y}_{t}^{r}\right) y^{r \gamma_{n}} \mathrm{~d} x \mathrm{~d} t
\end{aligned}
$$

This can be rewritten as

$$
\begin{equation*}
\int_{0}^{\tau} \int_{\Omega}\left(y_{t}^{r \gamma_{n}}-\hat{y}_{t}^{r}\right)\left(y^{r \gamma_{n}}-\hat{y}^{r}\right) \mathrm{d} x \mathrm{~d} t \leq \int_{0}^{\tau} \int_{\Omega}\left|\left(u_{*}\right)_{t}-\hat{y}_{t}^{r}\right|\left|y^{r \gamma_{n}}-P_{r}\left(y^{r \gamma_{n}}\right)\right| \mathrm{d} x \mathrm{~d} t \tag{2.24}
\end{equation*}
$$

Notice that we have

$$
\left|y^{r \gamma_{n}}-P_{r}\left(y^{r \gamma_{n}}\right)\right|=\left(\left|y^{r \gamma_{n}}\right|-r\right)^{+}
$$

Thus (2.24) is equivalent to

$$
\frac{1}{2} \int_{0}^{\tau} \int_{\Omega} \frac{\mathrm{d}}{\mathrm{~d} t}\left(y^{r \gamma_{n}}-\hat{y}^{r}\right)^{2} \mathrm{~d} x \mathrm{~d} t \leq \int_{0}^{\tau} \int_{\Omega}\left|\left(u_{*}\right)_{t}-\hat{y}_{t}^{r}\right|\left(\left|y^{r \gamma_{n}}\right|-r\right)^{+} \mathrm{d} x \mathrm{~d} t
$$

that is, using the fact that $y^{r \gamma_{n}}(x, 0)=\hat{y}^{r}(x, 0)=s^{r, 0}(x)$ on the left-hand side and Hölder's inequality on the right-hand side,

$$
\frac{1}{2} \int_{\Omega}\left|y^{r \gamma_{n}}-\hat{y}^{r}\right|^{2}(x, \tau) \mathrm{d} x \leq C\left(\iint_{Q}\left(\left(\left|y^{r \gamma_{n}}\right|-r\right)^{+}\right)^{2} \mathrm{~d} x \mathrm{~d} t\right)^{1 / 2}
$$

Hence from (2.16) it follows for every $\tau \in(0, T)$ that

$$
\begin{equation*}
\int_{\Omega}\left|y^{r \gamma_{n}}-\hat{y}^{r}\right|^{2}(x, \tau) \mathrm{d} x \leq C\left(1+r^{2 / 3}\right) \gamma_{n}^{1 / 3} \tag{2.25}
\end{equation*}
$$

with a constant $C$ independent of $n, r$ and $\tau$. This finally implies that $y^{r \gamma_{n}} \rightarrow \mathfrak{s}_{r}\left[u_{*}, s^{r, 0}\right]$ strongly in $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$ for each $r>0$, which is what was left to prove in order to pass to the limit in the system (2.9).

To conclude the proof of Theorem 1.4, it suffices to pass to a subsequence if necessary and choose $\gamma_{n}$ in (2.10) in such a way that

$$
\begin{equation*}
\left\|u_{*}^{\gamma_{n}}-u_{*}\right\|_{2, \infty}<\frac{1}{n} \tag{2.26}
\end{equation*}
$$

$\varepsilon_{n}:=\varepsilon_{n}\left(\gamma_{n}\right)$ in (2.8) such that $\varepsilon_{n} \rightarrow 0$ as $n \rightarrow \infty$ and

$$
\begin{equation*}
\left\|u_{\varepsilon_{n}}^{\gamma_{n}}-u_{*}^{\gamma_{n}}\right\|_{2, \infty}<\frac{1}{n} \tag{2.27}
\end{equation*}
$$

for each $n \in \mathbb{N}$. The four assertions of Theorem 1.4 now easily follows:
(i) In Proposition 1.3 we proved that $u_{\varepsilon}^{\gamma} \in W^{1,2}\left(0, T ; L^{2}(\Omega)\right) \cap L^{\infty}\left(0, T ; W^{1,2}(\Omega)\right)$ for every $\varepsilon, \gamma>0$, from which the inequality immediately follows.
(ii) We have that

$$
\left\|u_{n}-u_{*}\right\|_{2, \infty}=\left\|u_{\varepsilon_{n}}^{\gamma_{n}}-u_{*}\right\|_{2, \infty} \leq\left\|u_{\varepsilon_{n}}^{\gamma_{n}}-u_{*}^{\gamma_{n}}\right\|_{2, \infty}+\left\|u_{*}^{\gamma_{n}}-u_{*}\right\|_{2, \infty} \rightarrow 0
$$

by (2.8) and (2.10).
(iii) This inequality was obtained in (2.8).
(iv) We have that, according to the notation introduced above,

$$
\begin{aligned}
& \max _{t \in[0, T]} \int_{\Omega}\left|s_{n}^{r}(x, t)-\hat{y}^{r}(x, t)\right|^{2} \mathrm{~d} x=\max _{t \in[0, T]} \int_{\Omega}\left|s_{\varepsilon_{n}}^{r \gamma_{n}}(x, t)-\hat{y}^{r}(x, t)\right|^{2} \mathrm{~d} x \\
& \leq \max _{t \in[0, T]} \int_{\Omega}\left|s_{\varepsilon_{n}}^{r \gamma_{n}}(x, t)-s_{*}^{r \gamma_{n}}(x, t)\right|^{2} \mathrm{~d} x+\max _{t \in[0, T]} \int_{\Omega}\left|s_{*}^{r \gamma_{n}}(x, t)-y^{r \gamma_{n}}(x, t)\right|^{2} \mathrm{~d} x \\
& \quad+\max _{t \in[0, T]} \int_{\Omega}\left|y^{r \gamma_{n}}(x, t)-\hat{y}^{r}(x, t)\right|^{2} \mathrm{~d} x \\
& \leq\left\|s_{\varepsilon_{n}}^{r \gamma_{n}}-s_{*}^{r \gamma_{n}}\right\|_{2, \infty}^{2}+\left\|s_{*}^{r \gamma_{n}}-y^{r \gamma_{n}}\right\|_{2, \infty}^{2}+\max _{t \in[0, T]} \int_{\Omega}\left|y^{r \gamma_{n}}(x, t)-\hat{y}^{r}(x, t)\right|^{2} \mathrm{~d} x \\
& \leq 2\left\|u_{\varepsilon_{n}}^{\gamma_{n}}-u_{*}^{\gamma_{n}}\right\|_{2, \infty}^{2}+2\left\|u_{*}^{\gamma_{n}}-u_{*}\right\|_{2, \infty}^{2}+\max _{t \in[0, T]} \int_{\Omega}\left|y^{r \gamma_{n}}(x, t)-\hat{y}^{r}(x, t)\right|^{2} \mathrm{~d} x \\
& \leq \frac{2}{n^{2}}+\frac{2}{n^{2}}+C\left(1+r^{2 / 3}\right) \gamma_{n}^{1 / 3}
\end{aligned}
$$

by (2.8), (2.12) and (2.25)-(2.27). Since we showed that the limit $\hat{y}^{r}$ corresponds to the stop operator, the inequality is proved.

## CHAPTER 3

## Controllability and phase transitions

In this chapter we are going to show how our controllability result can be applied to a simple twophase system, namely, the relaxed Stephan problem. This is an example of a basic model of solid-liquid phase transition, since it simply accounts for heat-diffusion and exchange of latent heat in terms of partial differential equations.

It is natural to recognize this phenomenon as an example of free boundary problem, since the evolution of the domains occupied by the phases is not known a priori. Many mathematicians addressed (and still address) the Stefan problem from this point of view.

However, phase transitions may also be regarded from a different perspective. Heat diffusion and exchange of latent heat may also be formulated in weak form, since they are accounted for by the energy balance equation. This leads to the formulation of an initial- and boundary-value problem in a fixed space-time domain for a nonlinear parabolic equation. This nonlinearity is expressed via a maximal monotone graph, and the problem may thus be reduced to a variational inequality.

The two approaches above are known as the classical and the weak formulation of the Stefan problem. However, rather than being two formulations of the same problem, these represent two alternative models of phase transitions, that turn out to be equivalent only in special cases. The classical model is a genuine free boundary problem, since it is based on the assumption that the phases are separated by an (unknown) smooth interface that also evolves smoothly. On the other hand, the weak formulation makes no direct reference to any phase interface: this may or may not exist, anyway it does not explicitly occur in the statement of the model. Solid and liquid phases may actually be separated by a set having nonempty interior, a so-called mushy region. In this respect, the weak formulation is more general than the classical one.

Here we follow this second approach, and consider the Stefan problem in weak form. We shall represent the phase transition in an especially simplified way, focusing upon the thermal aspects, that is, heat-diffusion and exchange of latent heat, neglecting stress and deformation in the solid. More
complicated models of phase transition, which take into account also the mechanical aspects of the process, will be considered in Parts II and III of this thesis.

We will also assume that a form of relaxation occurs during the process. This assumption will be crucial in order to reformulate the problem as a semilinear PDE containing a hysteresis operator (more precisely, the stop operator from Section B.2), which will allow us to apply the controllability result from the previous chapters.
The link between differential inclusions describing (relaxed) phase transitions and the stop operator (B.10) will be of fundamental importance also in Parts II and III. The regularity and continuity results contained in Section B. 2 will be frequently used when dealing with the phase parameter.

Let us now derive the equations of the relaxed Stephan problem in weak form. Assume that a domain $\Omega \subset \mathbb{R}^{N}$ (in practice, we choose $N=3$ ) is filled with a material substance in which two phases may coexist: solid and liquid. The state variables are the following functions of the space variable $x \in \Omega$ and time $t \in[0, T]$ :
$s(x, t) \in[-1,1] \quad$ phase fraction: $s=-1$ solid, $s=1$ liquid, $s \in(-1,1)$ mixture;
$\theta(x, t)>0 \quad$ absolute temperature.
The process of transition between the two phases is governed by the first and the second principle of thermodynamics:

1. First Principle: There exists a state function $U$ called internal energy which is conserved in the sense that its increase rate equals the sum of the power supplied to the system and the heat flux through the boundary;
2. Second Principle: There exists a state function $S$ called the entropy which is nondecreasing in the sense that its increase rate is greater than or equal to the sum of the external entropy source and the entropy flux through the boundary.
In other words, $U=U(\theta, s)$ and $S=S(\theta, s)$ have to satisfy the energy balance equation

$$
\begin{equation*}
U_{t}+\operatorname{div} q=h \tag{3.1}
\end{equation*}
$$

and the Clausius-Duhem inequality

$$
\begin{equation*}
S_{t}+\operatorname{div}\left(\frac{q}{\theta}\right) \geq \frac{h}{\theta} \tag{3.2}
\end{equation*}
$$

for all processes. Here we denote by $q$ the heat flux vector and by $h$ the heat source density. We further introduce the free energy $F=F(\theta, s)$ by the formula

$$
\begin{equation*}
F(\theta, s)=U(\theta, s)-\theta S(\theta, s), \tag{3.3}
\end{equation*}
$$

so that in terms of $F$ the second principle (3.2) can be equivalently stated as

$$
\begin{equation*}
F_{t}+\theta_{t} S+\frac{1}{\theta}\langle q, \nabla \theta\rangle \leq 0 . \tag{3.4}
\end{equation*}
$$

The above inequality must hold for every thermodynamic process, including slow nonhomogeneous processes (where the time derivatives are negligible compared to the gradient of the temperature $\nabla \theta$ ), as well as fast homogeneous processes (where $\nabla \theta$ is negligible compared to the time derivatives). In other words, the time and space derivatives appear at different size scales. Therefore, the inequality (3.4) implies that both $\langle q, \nabla \theta\rangle$ and $F_{t}+\theta_{t} S$ must be nonpositive for all processes. Assuming for the heat flux the Fourier law

$$
\begin{equation*}
q=-\kappa \nabla \theta \tag{3.5}
\end{equation*}
$$

with a constant heat conductivity $\kappa>0$, the nonpositivity of $\langle q, \nabla \theta\rangle$ is obvious. We now compare the remaining inequality $F_{t}+\theta_{t} S \leq 0$ for all processes with the chain rule identity $F_{t}=F_{\theta} \theta_{t}+F_{s} s_{t}$ and obtain another formally (in the sense that we need to give a meaning to the partial derivatives) equivalent reformulation of the second principle, namely

$$
\begin{align*}
S & =-F_{\theta},  \tag{3.6}\\
F_{s} s_{t} & \leq 0 . \tag{3.7}
\end{align*}
$$

From (3.3) and (3.6) we deduce the following differential equation for $F$

$$
\begin{equation*}
F-\theta F_{\theta}=U, \tag{3.8}
\end{equation*}
$$

which can be solved if we know the internal energy $U$. For simplicity, we assume the internal energy in the form

$$
\begin{equation*}
U=c \theta+L(s) \tag{3.9}
\end{equation*}
$$

where $c>0$ is the specific heat capacity which we assume constant, and $L$ is an increasing $C^{1}$-function representing the latent heat. Solutions to (3.8)-(3.9) can be explicitly found and they all differ only by an additive "integration" constant which may depend on $s$. A "minimal" choice in the sense that no unphysical constants are involved and all values of the phase fraction $s$ outside the admissible interval $[-1,1]$ are excluded is given by the formula

$$
F(\theta, s)=-c \theta \log \left(\frac{\theta}{\theta_{c}}\right)+L(s)\left(1-\frac{\theta}{\theta_{c}}\right)+I(s)
$$

where $I(s)$ is the indicator function of the interval $[-1,1]$, and $\theta_{c}>0$ is a fixed reference temperature (the melting temperature). Thus we can compute

$$
F_{s}(\theta, s)=\partial F(\theta, s)=\partial I(s)+L^{\prime}(s)\left(1-\frac{\theta}{\theta_{c}}\right)+\partial I(s)
$$

where the derivative of $F$ with respect to the variable $s$ contains components that are not Fréchet differentiable but are convex, so that it can be interpreted as the subdifferential. Therefore, by (B.16), condition (3.7) reads for $s \in(-1,1)$ (note that $L$ is an increasing function)

$$
\frac{L^{\prime}(s)}{\theta_{c}}\left(\theta-\theta_{c}\right) s_{t} \geq 0
$$

which has a clear meaning: the substance has the tendency to melt for low temperatures, and the tendency to solidify for high temperatures. A natural choice for the phase dynamics equation is then (see also Remark B.2)

$$
\begin{equation*}
\rho s_{t} \in-\partial F(\theta, s)=-\partial I(s)+\frac{L^{\prime}(s)}{\theta_{c}}\left(\theta-\theta_{c}\right) \tag{3.10}
\end{equation*}
$$

with phase relaxation time $\rho>0$. It means that the system tends to move towards local minima of the free energy with speed proportional to $1 / \rho$, hence the smaller $\rho$ is, the faster the phase transition takes place. When $\rho \rightarrow 0$ the phase transition becomes instantaneous, which corresponds to the classical Stefan problem. The above differential inclusion and the energy balance equation

$$
\begin{equation*}
(c \theta+L(s))_{t}-\kappa \Delta \theta=h \tag{3.11}
\end{equation*}
$$

resulting from (3.1), (3.5), and (3.9) give rise to the full system describing the relaxed Stefan problem, see [131].
We now show that the energy balance equation (3.11) can be transformed into the form (I.1). Indeed, we define a new unknown $u$ by the formula

$$
u_{t}=\frac{L^{\prime}(s)}{\rho \theta_{c}}\left(\theta-\theta_{c}\right) .
$$

Then the phase dynamics equation in (3.10) reads

$$
s_{t}+\partial I(s) \ni u_{t},
$$

which is nothing but the definition of the stop operator with threshold 1

$$
s=\mathfrak{s}_{1}[u],
$$

see (B.10) in the Appendix. This enables us to rewrite (3.11) in the form

$$
c u_{t t}+\frac{1}{\rho \theta_{c}} L\left(\mathfrak{s}_{1}[u]\right)_{t}-\kappa \Delta u_{t}=\frac{1}{\rho \theta_{c}} h .
$$

Integrating the above equation in time leads to

$$
c u_{t}+\frac{1}{\rho \theta_{c}} L\left(\mathfrak{s}_{1}[u]\right)-\kappa \Delta u=v,
$$

with $v$ containing the time integral of $h$ and additional terms coming from the initial conditions. Up to the physical constants, this is precisely equation (I.1) with $\mathcal{F}[u]=L\left(\mathfrak{s}_{1}[u]\right)$. The homogeneous Neumann boundary condition for $\theta$ (and therefore for $u$ in (1.1)) has the physical meaning of a thermally insulated body.
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## Introduction

In this second part we study a model describing fluid diffusion in an unsaturated deformable porous medium, assuming that the fluid may undergo phase transition and that two sources of hysteresis are observed: the solid itself is subject to irreversible plastic deformations, and the fluid flow exhibits capillary hysteresis, which is often explained by the surface tension on the interfaces between water and air.

Much attention has been paid to phenomena related to this problem, and understanding the mechanism of the solid-liquid interaction is the goal of many existing models in the engineering literature. In [14], M. A. Biot proposed to describe an elastic partially saturated porous medium as a continuum in Lagrangian framework and derived balance equations of conservation of mass and conservation of momentum which have become a basis for further studies. Let us mention, for example, a mathematical theory including plasticity developed by R. E. Showalter and U. Stefanelli in $[125,126]$.

We state the problem in Lagrangian coordinates, too. Studies about the Eulerian fluid flow interacting with a moving solid exist in the literature, but either the solid is assumed to be rigid such as, e.g., in [3], or the fluid domain is two-dimensional and the moving part of the boundary is represented by a smooth curve described by a hyperviscoelastic constitutive equation ([85]). Eulerian flow in rigid porous materials has also been studied $([60,61])$. Here, we focus on the description of deformations of the porous solid produced by the fluid diffusion through the pores, so that the Lagrangian formalism seems to be a natural choice.

Even within the linear elasticity theory, the interaction between fluid and a porous solid is a nonlinear phenomenon. The mass conservation principle is expressed by the Darcy's law which states that the fluid mass saturation increment in a control volume $V$ is compensated by the mass flux through the boundary of $V$, and that the mass flux vector is proportional to the pressure gradient. The pressuresaturation curve is, however, necessarily bounded, as it ranges between 0 (i.e., empty pores) and 1 (full saturation). Moreover, the wetting and the drying curves are typically not the same, and the phenomenon is called capillary hysteresis, see $[4,64,65,84]$. This produces a degeneracy in the mass balance, as we lose immediate control of the time derivative of the pressure. Methods have been developed in $[5,40,94]$ to prove the solvability of the system. They are all based on a variant of the

Moser iteration technique which allows one to establish a pointwise upper bound for the pressure, so that the process stays away from the degeneracy.

The theory is robust in the sense that other physical effects, such as temperature dependence or solid-liquid phase transitions with volume changes can be taken into account without affecting the thermodynamic consistency of the model, see [40, 100]. As a drawback, the pressure-volume relation becomes more complicated and additional nonlinearities occur in the system. The solvability of the resulting system was established in [100] only under the assumption that inertial effects and shear stresses are neglected.

Here we still neglect inertia, but our main goal is to propose a method for dealing with shear stresses in the case of strongly nonlinear pressure-volume interactions including plasticity of the matrix material, still assuming that phase transition may occur as in [100]. A first step in this direction was made in the submitted paper [76], where the isothermal case is considered and the effects of temperature and phase transitions are simulated by including a nonlinearity in the pressure-volume relation. This makes the construction of a solution much more complicated than in [5], where $g$ is linear. Starting from these results, here we take a step forward including also the effects of freezing and melting. This second part of the thesis is then completely original, since the simultaneous occurrence of shear stresses and phase transition has never been considered in the literature. Here it is assumed that the pores in the matrix material contain a mixture of $\mathrm{H}_{2} \mathrm{O}$ and gas, and $\mathrm{H}_{2} \mathrm{O}$ itself is a mixture of the liquid (water) and the solid phase (ice). That is, in addition to the other physical quantities like capillary pressure, displacement and absolute temperature, we need to consider the evolution of a phase parameter $\chi$ representing the relative proportion of water in the $\mathrm{H}_{2} \mathrm{O}$ part and its influence on pressure changes due to the different mass densities of water and ice.

Typical examples in which such situations arise are related to groundwater flows and to the freez-ing-melting cycles of water sucked into the pores of concrete. Note that the latter process forms one of the main reasons for the degradation of concrete in buildings, bridges, and roads. However, many of the governing effects in concrete like the multi-component microstructure, the breaking of pores and chemical reactions are still neglected in our model.

As it will be detailed in Chapter 4, we assume that the deformations are small, so that divu is the relative local volume change, where $u$ represents the displacement vector. Moreover, we assume that the volume of the matrix material does not change during the process, and thus the volume and mass balance equations with Darcy's law for the water flux lead to a nonlinear degenerate parabolic equation for the capillary pressure. In the equation of motion, we take into account the pressure components due to phase transition and temperature changes, and we further simplify the system in order to make it mathematically tractable by assuming that the process is quasistatic. Finally, we use the
balance of internal energy and the entropy inequality to derive the dynamics for absolute temperature and phases; they turn out to be, respectively, a parabolic equation for the temperature with highly nonlinear right-hand side (quadratic in the derivatives) and an ordinary differential inclusion for the phase parameter $\chi$, which represents the relative proportion of water in the $\mathrm{H}_{2} \mathrm{O}$ part. The freezing and melting phenomena in the pores is modeled according to [100], which follows the ideas contained in the earlier publications on freezing and melting in containers filled with water with rigid, elastic, or elastoplastic boundaries ([92, 96-99]). It was shown there how important it is to account for the difference in specific volumes of water and of ice. Actually, only few publications take into account that the mass densities and specific volumes of the phases differ.

The main difficulties related to this problem arise from the low regularity of the temperature field, mainly due to the presence of high order dissipative terms in the internal energy balance. Since the test of the internal energy balance by the temperature $\theta$ is not allowed, we test by a suitable negative power of $\theta$ and use the growth condition of the heat conductivity $\kappa$. Another key point in our proof is the $L^{\infty}$ estimate we get on the pressure, which entails a bound in a proper negative Sobolev space for the time derivative of the absolute temperature, which turns out to be another fundamental ingredient in order to pass to the limit in our approximation scheme.

This part is structured as follows. In Chapter 4 we derive the model in full generality from the basic principles of continuum thermodynamics. In Chapter 5 we state the mathematical problem, the main assumptions on the data and the main Theorem 5.3, the proof of which is split into Sections 5.1-5.3.

## CHAPTER 4

## A model for unsaturated porous media flow

### 4.1 Derivation of the model

Consider a bounded connected domain $\Omega \subset \mathbb{R}^{3}$ of class $C^{1,1}$ filled with an elastoplastic solid matrix material with pores containing a mixture of $\mathrm{H}_{2} \mathrm{O}$ and gas, where we assume that $\mathrm{H}_{2} \mathrm{O}$ may appear in one of the two phases: water or ice. We also assume that the volume of the solid matrix remains constant during the process. We state the balance laws in referential (Lagrangian) coordinates, assume the deformations small and denote for $x \in \Omega$ and time $t \in[0, T]$
$A(x, t) \in[0,1] \quad$ relative amount of air in the total pore volume;
$W(x, t) \in[0,1] \quad$ relative amount of $\mathrm{H}_{2} \mathrm{O}$ in the total pore volume;
$\chi(x, t) \in[0,1] \quad$ relative amount of water in the $\mathrm{H}_{2} \mathrm{O}$ part;
$\xi(x, t) \quad$ mass flux vector;
$p(x, t) \quad$ capillary pressure;
$u(x, t) \quad$ displacement vector in the solid;
$\varepsilon(x, t) \quad$ linear strain tensor, $\varepsilon=\nabla_{s} u:=\frac{1}{2}\left(\nabla u+(\nabla u)^{T}\right) ;$
$\sigma(x, t) \quad$ stress tensor;
$\theta(x, t) \quad$ absolute temperature.

Then $\chi W$ represents the relative proportion of water in the total pore volume, and $(1-\chi) W$ represents the relative proportion of ice in the total pore volume.

To explain the meaning of $W$ and $A$, consider first an arbitrary control volume $V_{0} \subset \Omega$ in the reference state and set

$$
V(t)=\left\{y \in \mathbb{R}^{3}: y=x+u(x, t), x \in V_{0}\right\}
$$

Then denote by $V_{A}(t), V_{W}(t), V_{S}(t)$ the subdomains of $V(t)$ occupied at time $t$ by air, $\mathrm{H}_{2} \mathrm{O}$ and solid, respectively. Then $V_{A}(t) \cup V_{W}(t) \cup V_{S}(t)=V(t)$, and denoting by $|V|$ the Lebesgue measure of a set $V$ we assume that the porosity

$$
\pi:=\frac{\left|V_{A}(t) \cup V_{W}(t)\right|}{|V(t)|} \in(0,1)
$$

remains constant and independent of the choice of $V_{0}$ and $t$. Let $J(x, t)$ be the Jacobian of the transformation $x \mapsto x+u(x, t)$. Under the small deformation hypothesis, we may consider $J(x, t) \approx$ $1+\operatorname{div} u(x, t)$; hence $\operatorname{div} u$ represents the relative local volume increment. Indeed, we have

$$
|V(t)|=\int_{V(t)} \mathrm{d} y=\int_{V_{0}} J(x, t) \mathrm{d} x
$$

so that

$$
\lim _{\left|V_{0}\right| \rightarrow 0, x \in V_{0}} \frac{|V(t)|}{\left|V_{0}\right|}=J(x, t) \approx 1+\operatorname{div} u(x, t)
$$

By hypothesis, the volume of the matrix material does not change, so

$$
c_{S}:=\frac{\left|V_{S}(t)\right|}{\left|V_{0}\right|}
$$

is a constant independent of $V_{0}$ and $t$. Setting

$$
W(x, t):=\lim _{\left|V_{0}\right| \rightarrow 0, x \in V_{0}} \frac{\left|V_{W}(t)\right|}{\left|V_{0}\right|}, \quad A(x, t):=\lim _{\left|V_{0}\right| \rightarrow 0, x \in V_{0}} \frac{\left|V_{A}(t)\right|}{\left|V_{0}\right|}
$$

we obtain, under the small deformation hypothesis, the volume balance equation in Lagrange coordinates:

$$
\begin{equation*}
W(x, t)+A(x, t)+c_{S}=\lim _{\left|V_{0}\right| \rightarrow 0, x \in V_{0}} \frac{|V(t)|}{\left|V_{0}\right|} \approx 1+\operatorname{div} u(x, t) \tag{4.1}
\end{equation*}
$$

From the work of D. Flynn [64, 65], between the capillary pressure and the air content there exists a Preisach-type hysteresis relation

$$
b:=1-c_{S}-A=\mathcal{G}[p],
$$

where $\mathcal{G}$ is the Preisach hysteresis operator. Indeed, the pressure-saturation wetting and drying curves are typically not the same (see Figure 4.1), and the phenomenon is called capillary hysteresis. This hysteretic behavior has been shown experimentally, and can be explained essentially by the surface tension on the contact between water and air in the pores. We refer to Section B. 3 in the Appendix for more details on this hysteresis operator. Then for $A$ we assume the functional relation

$$
\begin{equation*}
A=1-c_{S}-\mathcal{G}[p] \tag{4.2}
\end{equation*}
$$

Combining (4.1) and (4.2) we get that

$$
\begin{equation*}
W=\mathcal{G}[p]+\operatorname{div} u \tag{4.3}
\end{equation*}
$$



Figure 4.1. Pressure-saturation hysteresis diagram.

### 4.1.1 Mass balance

Consider an arbitrary control volume $V \subset \Omega$. The water content in $V$ is given by $\int_{V} \rho_{W} \chi W \mathrm{~d} x$, where $\rho_{W}$ is the water mass density, and the ice content is $\int_{V} \rho_{E}(1-\chi) W \mathrm{~d} x$, where $\rho_{E}$ is the ice mass density. The mass conservation principle then reads

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{V} \rho_{W} \chi W \mathrm{~d} x+\int_{\partial V} \xi \cdot n \mathrm{~d} s(x)=-\frac{\mathrm{d}}{\mathrm{~d} t} \int_{V} \rho_{E}(1-\chi) W \mathrm{~d} x
$$

where $n$ is the unit outward normal vector to $\partial V$. In differential form we get

$$
\begin{equation*}
\rho_{W}(\chi W)_{t}+\operatorname{div} \xi=-\rho_{E}((1-\chi) W)_{t} . \tag{4.4}
\end{equation*}
$$

The right-hand side of (4.4) is the positive or negative liquid water source due to the solidification or melting of the ice. The liquid mass flux vector $\xi$ is assumed to obey Darcy's law

$$
\begin{equation*}
\xi=-\mu(p) \nabla p, \tag{4.5}
\end{equation*}
$$

with a proportionality factor $\mu(p)>0$ (the permeability coefficient). Using (4.3) and (4.5), we rewrite the mass balance equation (4.4) as

$$
\left(\left(\rho_{W} \chi+\rho_{E}(1-\chi)\right)(\mathcal{G}[p]+\operatorname{div} u)\right)_{t}-\operatorname{div}(\mu(p) \nabla p)=0
$$

Then, setting $\rho^{*}=\rho_{E} / \rho_{W} \in(0,1)$, we finally get a partial differential equation with hysteresis of the form

$$
\begin{equation*}
\left(\left(\chi+\rho^{*}(1-\chi)\right)(\mathcal{G}[p]+\operatorname{div} u)\right)_{t}-\frac{1}{\rho_{W}} \operatorname{div}(\mu(p) \nabla p)=0 \tag{4.6}
\end{equation*}
$$

Note that $\mathcal{G}[p] \in\left(0,1-c_{S}\right)$ for all $p$, so that the above equation is degenerate in the sense that we do not control a priori the time derivatives of $p$.

### 4.1.2 Momentum balance

The equation of motion of a deformable body is, in classical continuum mechanics (see [104]),

$$
\begin{equation*}
\rho_{S} u_{t t}=\operatorname{div} \sigma+g, \tag{4.7}
\end{equation*}
$$

where $\rho_{S}$ is the solid mass density, $\sigma$ is the stress tensor and $g$ is a volume force acting on the body (e.g. gravity). For $\sigma$ we prescribe the constitutive equation

$$
\begin{equation*}
\sigma=\mathcal{P}[\varepsilon]+\mathbf{B} \varepsilon_{t}+\left(\left(\chi+\rho^{*}(1-\chi)\right)(\lambda \operatorname{div} u-p)-\beta\left(\theta-\theta_{c}\right)\right) \delta, \tag{4.8}
\end{equation*}
$$

where $\delta$ is the Kronecker tensor, $\mathcal{P}$ is a hysteresis operator describing the elastoplastic response of the solid (see Section B. 1 in the Appendix), $\mathbf{B}$ is a symmetric positive definite viscosity tensor, $\lambda>0$ is the bulk elasticity modulus of water, $\beta \in \mathbb{R}$ is the relative solid-liquid thermal expansion coefficient and $\theta_{c}>0$ is a fixed reference temperature. The term $\left(\chi+\rho^{*}(1-\chi)\right)(\lambda \operatorname{div} u-p)$ represents the pressure component due to the phase transition.

### 4.1.3 Energy balance

We assume that both hysteresis operators $\mathcal{G}$ (capillarity) and $\mathcal{P}$ (elastoplasticity) admit hysteresis potentials $U_{\mathcal{G}}, U_{\mathcal{P}}$ and dissipation operators $D_{\mathcal{G}}, D_{\mathcal{P}}$ such that the energy identities (B.8) and (B.27) hold. For more details and the explicit formulas of all these operators see Sections B. 1 and B. 3 in the Appendix.
The goal of this subsection is to derive formulas for the densities of internal energy $U$ and entropy $S$ such that the energy balance equation and the Clausius-Duhem inequality hold for all processes.
Let $q$ be the heat flux vector, and let $V \subset \Omega$ be again an arbitrary control volume. The total internal energy in $V$ is $\int_{V} U \mathrm{~d} x$, and the total mechanical power $Q(V)$ supplied to $V$ equals

$$
Q(V)=\int_{V} \sigma: \varepsilon_{t} \mathrm{~d} x-\int_{\partial V} \frac{1}{\rho_{W}} p \xi \cdot n \mathrm{~d} s(x) .
$$

Thus, from the first principle of thermodynamics we have that the internal energy $U$ must be conserved in the following sense:

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{V} U \mathrm{~d} x+\int_{\partial V} q \cdot n \mathrm{~d} s(x)=\int_{V} \sigma: \varepsilon_{t} \mathrm{~d} x-\int_{\partial V} \frac{1}{\rho_{W}} p \xi \cdot n \mathrm{~d} s(x) .
$$

Again, by the Gauss formula and by Darcy's law (4.5) we get the energy balance equation in differential form

$$
\begin{equation*}
U_{t}+\operatorname{div} q=\sigma: \varepsilon_{t}+\frac{1}{\rho_{W}} \operatorname{div}(p \mu(p) \nabla p) \tag{4.9}
\end{equation*}
$$

According to the second principle of thermodynamics, the entropy $S$ must be nondecreasing in the sense of the Clausius-Duhem inequality

$$
S_{t}+\operatorname{div}\left(\frac{q}{\theta}\right) \geq 0
$$

Developing the second summand the inequality takes the form

$$
S_{t}+\frac{\theta \operatorname{div} q-q \cdot \nabla \theta}{\theta^{2}} \geq 0
$$

that is, multiplying by $\theta$ and isolating $\operatorname{div} q$,

$$
\operatorname{div} q \geq-\theta S_{t}+\frac{q \cdot \nabla \theta}{\theta}
$$

Thus, taking into account the energy balance (4.9), we get the inequality

$$
U_{t}-\theta S_{t}+\frac{q \cdot \nabla \theta}{\theta} \leq \sigma: \varepsilon_{t}+\frac{1}{\rho_{W}} \operatorname{div}(p \mu(p) \nabla p)
$$

Hence, arguing as in Chapter 3, two inequalities have to hold separately for all processes, namely

$$
\begin{equation*}
q \cdot \nabla \theta \leq 0, \quad U_{t}-\theta S_{t} \leq \sigma: \varepsilon_{t}+\frac{1}{\rho_{W}} \operatorname{div}(p \mu(p) \nabla p) \tag{4.10}
\end{equation*}
$$

The first condition is certainly satisfied if we assume Fourier law for the heat flux

$$
\begin{equation*}
q=-\kappa(\theta) \nabla \theta \tag{4.11}
\end{equation*}
$$

with the heat conductivity coefficient $\kappa=\kappa(\theta)>0$. We further introduce the free energy $F$ by the formula $F=U-\theta S$ so that, in terms of $F$, the second inequality in (4.10) takes the form

$$
\begin{equation*}
F_{t}+\theta_{t} S \leq \sigma: \varepsilon_{t}+\frac{1}{\rho_{W}} \operatorname{div}(p \mu(p) \nabla p) \tag{4.12}
\end{equation*}
$$

Combining (4.12) with the chain rule for $F_{t}$ and the mass balance (4.6), one can "formally" prove that a formula for the internal energy $F$ is obtained by integrating the constitutive relation (4.8). More precisely, the mechanical part of $F$ is obtained by integration with respect to $\varepsilon$, whereas the capillarity part is obtained integrating with respect to $\mathcal{G}[p]$. Finally, the caloric part is obtained by thermodynamics similarly as in Chapter 3. The procedure is formal in the sense that we cannot give a precise meaning to the integration with respect to $\mathcal{G}[p]$, since hysteresis operators are not differentiable in the usual sense. Hence we are going to follow a different approach. More precisely, we use the constitutive relation and the energy balance for $\mathcal{G}$ to prove that for (4.12) to be satisfied, a "minimal" choice for $F$ (in the sense that no unphysical constants are involved and all values of the phase fraction $\chi$ outside the admissible interval $[0,1]$ are excluded) is given by, under the assumption of constant latent heat $L$,

$$
\begin{align*}
F & =U_{\mathcal{P}}[\varepsilon]+\left(\chi+\rho^{*}(1-\chi)\right)\left(U_{\mathcal{G}}[p]+\frac{\lambda}{2}(\operatorname{div} u)^{2}\right)-\beta\left(\theta-\theta_{c}\right) \operatorname{div} u  \tag{4.13}\\
& +F_{0}(\theta)+L \chi\left(1-\frac{\theta}{\theta_{c}}\right)+I_{[0,1]}(\chi)
\end{align*}
$$

where $I_{[0,1]}$ is the indicator function of the interval $[0,1]$, provided that the phase dynamics equation is chosen in the form

$$
\begin{equation*}
\gamma \chi_{t}+\partial I_{[0,1]}(\chi) \ni\left(1-\rho^{*}\right)\left(p \mathcal{G}[p]-U_{\mathcal{G}}[p]+p \operatorname{div} u-\frac{\lambda}{2}(\operatorname{div} u)^{2}\right)+L\left(\frac{\theta}{\theta_{c}}-1\right) \tag{4.14}
\end{equation*}
$$

with a relaxation coefficient $\gamma>0$ possibly depending on the state variables $\operatorname{div} u, \theta, \chi$. The function $F_{0}(\theta)$ appearing in (4.13) is related to the caloric component $\mathcal{C}_{V}(\theta)$ of the internal energy by the formula

$$
\begin{equation*}
\mathcal{C}_{V}(\theta)=F_{0}(\theta)-\theta F_{0}^{\prime}(\theta) \tag{4.15}
\end{equation*}
$$

If the specific heat capacity $c_{V}$ is constant, that is, $\mathcal{C}_{V}(\theta)=c_{V} \theta$, we find the classical formula $F_{0}(\theta)=c_{V} \theta\left(1-\log \left(\theta / \theta_{c}\right)\right)$. Note that from (4.13) we obtain also

$$
\begin{equation*}
S=-\frac{\partial F}{\partial \theta}=\beta \operatorname{div} u-F_{0}^{\prime}(\theta)+\frac{L}{\theta_{c}} \chi \tag{4.16}
\end{equation*}
$$

In order to prove that under these choices (4.12) holds, we are going to develop the three summands of this inequality.

- By (4.13)

$$
\begin{aligned}
F_{t} & =U_{\mathcal{P}}[\varepsilon]_{t}+\left(1-\rho^{*}\right) \chi_{t}\left(U_{\mathcal{G}}[p]+\frac{\lambda}{2}(\operatorname{div} u)^{2}\right)+\left(\chi+\rho^{*}(1-\chi)\right)\left(U_{\mathcal{G}}[p]_{t}+\lambda \operatorname{div} u \operatorname{div} u_{t}\right) \\
& -\beta \theta_{t} \operatorname{div} u-\beta\left(\theta-\theta_{c}\right) \operatorname{div} u_{t}+F_{0}^{\prime}(\theta) \theta_{t}+L \chi_{t}\left(1-\frac{\theta}{\theta_{c}}\right)-\frac{L}{\theta_{c}} \chi \theta_{t}+\partial I_{[0,1]}(\chi) \chi_{t}
\end{aligned}
$$

where the summand $\partial I_{[0,1]}(\chi) \chi_{t}$ vanishes (see Remark B.2). Hence employing (4.16) we obtain

$$
\begin{aligned}
F_{t}+\theta_{t} S & =U_{\mathcal{P}}[\varepsilon]_{t}+\left(1-\rho^{*}\right) \chi_{t}\left(U_{\mathcal{G}}[p]+\frac{\lambda}{2}(\operatorname{div} u)^{2}\right) \\
& +\left(\chi+\rho^{*}(1-\chi)\right)\left(U_{\mathcal{G}}[p]_{t}+\lambda \operatorname{div} u \operatorname{div} u_{t}\right)-\beta\left(\theta-\theta_{c}\right) \operatorname{div} u_{t}+L \chi_{t}\left(1-\frac{\theta}{\theta_{c}}\right)
\end{aligned}
$$

- By (4.8)

$$
\sigma: \varepsilon_{t}=\mathcal{P}[\varepsilon]: \varepsilon_{t}+\mathbf{B} \varepsilon_{t}: \varepsilon_{t}+\left(\left(\chi+\rho^{*}(1-\chi)\right)(\lambda \operatorname{div} u-p)-\beta\left(\theta-\theta_{c}\right)\right) \delta: \varepsilon_{t}
$$

Note that

$$
\delta: \varepsilon_{t}=\delta: \nabla_{s} u_{t}=\operatorname{div} u_{t}
$$

Hence, using also the energy identity (B.8), we obtain

$$
\sigma: \varepsilon_{t}=U_{\mathcal{P}}[\varepsilon]_{t}+\left\|D_{\mathcal{P}}[\varepsilon]_{t}\right\|_{*}+\mathbf{B} \varepsilon_{t}: \varepsilon_{t}+\left(\chi+\rho^{*}(1-\chi)\right)\left(\lambda \operatorname{div} u \operatorname{div} u_{t}-p \operatorname{div} u_{t}\right)-\beta\left(\theta-\theta_{c}\right) \operatorname{div} u_{t}
$$

- By (4.6)

$$
\frac{1}{\rho_{W}} \operatorname{div}(p \mu(p) \nabla p)=\frac{1}{\rho_{W}} \mu(p)|\nabla p|^{2}+p\left(\chi+\rho^{*}(1-\chi)\right)\left(\mathcal{G}[p]_{t}+\operatorname{div} u_{t}\right)+p\left(1-\rho^{*}\right) \chi_{t}(\mathcal{G}[p]+\operatorname{div} u)
$$

Hence, coming back to (4.12) and using the energy identity (B.27) we get

$$
\begin{align*}
& F_{t}+\theta_{t} S-\sigma: \varepsilon_{t}-\frac{1}{\rho_{W}} \operatorname{div}(p \mu(p) \nabla p)=-\mathbf{B} \varepsilon_{t}: \varepsilon_{t}-\left\|D_{\mathcal{P}}[\varepsilon]_{t}\right\|_{*}-\left(\chi+\rho^{*}(1-\chi)\right)\left|D_{\mathcal{G}}[p]_{t}\right| \\
& -\frac{1}{\rho_{W}} \mu(p)|\nabla p|^{2}-\chi_{t}\left(L\left(\frac{\theta}{\theta_{c}}-1\right)+\left(1-\rho^{*}\right)\left(-U_{\mathcal{G}}[p]-\frac{\lambda}{2}(\operatorname{div} u)^{2}+p \mathcal{G}[p]+p \operatorname{div} u\right)\right) \tag{4.17}
\end{align*}
$$

from which we deduce, by virtue of (4.14),

$$
\begin{aligned}
F_{t}+\theta_{t} S-\sigma: \varepsilon_{t}-\frac{1}{\rho_{W}} \operatorname{div}(p \mu(p) \nabla p) & =-\mathbf{B} \varepsilon_{t}: \varepsilon_{t}-\left\|D_{\mathcal{P}}[\varepsilon]_{t}\right\|_{*}-\left(\chi+\rho^{*}(1-\chi)\right)\left|D_{\mathcal{G}}[p]_{t}\right| \\
& -\frac{1}{\rho_{W}} \mu(p)|\nabla p|^{2}-\gamma \chi_{t}^{2} \leq 0
\end{aligned}
$$

so that (4.12) holds.
Now we are going to obtain the equation for the temperature rewriting (4.9) in a more suitable form. From (4.11), (4.16) and (4.17) we have

$$
\begin{aligned}
0 & =U_{t}+\operatorname{div} q-\sigma: \varepsilon_{t}-\frac{1}{\rho_{W}} \operatorname{div}(p \mu(p) \nabla p) \\
& =F_{t}+\theta_{t} S+\theta S_{t}+\operatorname{div} q-\sigma: \varepsilon_{t}-\frac{1}{\rho_{W}} \operatorname{div}(p \mu(p) \nabla p) \\
& =-\mathbf{B} \varepsilon_{t}: \varepsilon_{t}-\left\|D_{\mathcal{P}}[\varepsilon]_{t}\right\|_{*}-\left(\chi+\rho^{*}(1-\chi)\right)\left|D_{\mathcal{G}}[p]_{t}\right|-\frac{1}{\rho_{W}} \mu(p)|\nabla p|^{2} \\
& -\gamma \chi_{t}^{2}+\theta\left(\beta \operatorname{div} u_{t}-F_{0}^{\prime \prime}(\theta) \theta_{t}+\frac{L}{\theta_{c}} \chi_{t}\right)-\operatorname{div}(\kappa(\theta) \nabla \theta),
\end{aligned}
$$

from which, since (4.15) yields $\mathcal{C}_{V}(\theta)_{t}=-\theta F_{0}^{\prime \prime}(\theta) \theta_{t}$,

$$
\begin{align*}
\mathcal{C}_{V}(\theta)_{t}-\operatorname{div}(\kappa(\theta) \nabla \theta) & =\mathbf{B} \varepsilon_{t}: \varepsilon_{t}+\frac{1}{\rho_{W}} \mu(p)|\nabla p|^{2}+\left\|D_{\mathcal{P}}[\varepsilon]_{t}\right\|_{*}+\left(\chi+\rho^{*}(1-\chi)\right)\left|D_{\mathcal{G}}[p]_{t}\right|  \tag{4.18}\\
& +\gamma \chi_{t}^{2}-\frac{L}{\theta_{c}} \theta \chi_{t}-\beta \theta \operatorname{div} u_{t} .
\end{align*}
$$

### 4.2 The mathematical problem

For mathematical reasons that will be clearer later, we assume that the relaxation coefficient $\gamma$ of the phase transition explicitly depends on both $\theta$ and $\operatorname{div} u$. Gathering together (4.6)-(4.8), (4.14) and (4.18), we obtain that, in terms of the unknown functions $p, u, \theta, \chi$, our model system of equations has the form

$$
\begin{gather*}
\left(\left(\chi+\rho^{*}(1-\chi)\right)(\mathcal{G}[p]+\operatorname{div} u)\right)_{t}=\frac{1}{\rho_{W}} \operatorname{div}(\mu(p) \nabla p),  \tag{4.19}\\
\rho_{S} u_{t t}=\operatorname{div} \sigma+g,  \tag{4.20}\\
\sigma=\mathcal{P}\left[\nabla_{s} u\right]+\mathbf{B} \nabla_{s} u_{t}+\left(\left(\chi+\rho^{*}(1-\chi)\right)(\lambda \operatorname{div} u-p)-\beta\left(\theta-\theta_{c}\right)\right) \delta,  \tag{4.21}\\
\mathcal{C}_{V}(\theta)_{t}-\operatorname{div}(\kappa(\theta) \nabla \theta)=\mathbf{B} \nabla_{s} u_{t}: \nabla_{s} u_{t}+\frac{1}{\rho_{W}} \mu(p)|\nabla p|^{2}+\left\|D_{\mathcal{P}}\left[\nabla_{s} u\right]_{t}\right\|_{*}  \tag{4.22}\\
+\left(\chi+\rho^{*}(1-\chi)\right)\left|D_{\mathcal{G}}[p]_{t}\right|+\gamma(\theta, \operatorname{div} u) \chi_{t}^{2}-\frac{L}{\theta_{c}} \theta \chi_{t}-\beta \theta \operatorname{div} u_{t},
\end{gather*}
$$

$$
\begin{equation*}
\gamma(\theta, \operatorname{div} u) \chi_{t}+\partial I_{[0,1]}(\chi) \ni\left(1-\rho^{*}\right)\left(p \mathcal{G}[p]-U_{\mathcal{G}}[p]+p \operatorname{div} u-\frac{\lambda}{2}(\operatorname{div} u)^{2}\right)+L\left(\frac{\theta}{\theta_{c}}-1\right) . \tag{4.23}
\end{equation*}
$$

On $\partial \Omega$ we prescribe boundary conditions

$$
\left.\begin{array}{rl}
u & =0  \tag{4.24}\\
\frac{1}{\rho_{W}} \mu(p) \nabla p \cdot n & =\alpha(x)\left(p^{*}-p\right), \\
\kappa(\theta) \nabla \theta \cdot n & =\omega(x)\left(\theta^{*}-\theta\right),
\end{array}\right\}
$$

where $p^{*}$ is a given outer pressure, $\theta^{*}$ is a given outer temperature, $\alpha(x) \geq 0$ is the permeability of the boundary and $\omega(x) \geq 0$ is the heat conductivity of the boundary.
We simplify the problem by assuming that:

1. water is incompressible: this corresponds to the choice $\lambda=0$;
2. inertial effects are negligible. This hypothesis is justified by the expectation that the processes are slow.

Whence system (4.19)-(4.23) becomes

$$
\begin{gather*}
\left(\left(\chi+\rho^{*}(1-\chi)\right)(\mathcal{G}[p]+\operatorname{div} u)\right)_{t}=\frac{1}{\rho_{W}} \operatorname{div}(\mu(p) \nabla p),  \tag{4.25}\\
-\operatorname{div}\left(\mathbf{B} \nabla_{s} u_{t}+\mathcal{P}\left[\nabla_{s} u\right]\right)+\nabla\left(p\left(\chi+\rho^{*}(1-\chi)\right)+\beta\left(\theta-\theta_{c}\right)\right)=g,  \tag{4.26}\\
\mathcal{C}_{V}(\theta)_{t}-\operatorname{div}(\kappa(\theta) \nabla \theta)=\mathbf{B} \nabla_{s} u_{t}: \nabla_{s} u_{t}+\frac{1}{\rho_{W}} \mu(p)|\nabla p|^{2}+\left\|D_{\mathcal{P}}\left[\nabla_{s} u\right]_{t}\right\|_{*} \\
+\left(\chi+\rho^{*}(1-\chi)\right)\left|D_{\mathcal{G}}[p]_{t}\right|+\gamma(\theta, \operatorname{div} u) \chi_{t}^{2}-\frac{L}{\theta_{c}} \theta \chi_{t}-\beta \theta \operatorname{div} u_{t},  \tag{4.27}\\
\gamma(\theta, \operatorname{div} u) \chi_{t}+\partial I_{[0,1]}(\chi) \ni\left(1-\rho^{*}\right)\left(p \mathcal{G}[p]-U_{\mathcal{G}}[p]+p \operatorname{div} u\right)+L\left(\frac{\theta}{\theta_{c}}-1\right), \tag{4.28}
\end{gather*}
$$

with initial conditions

$$
\left.\begin{array}{rl}
p(x, 0) & =p^{0}(x), \\
u(x, 0) & =u^{0}(x), \\
\theta(x, 0) & =\theta^{0}(x),  \tag{4.29}\\
\chi(x, 0) & =\chi^{0}(x),
\end{array}\right\}
$$

and boundary conditions (4.24).
Remark 4.1. As we have already seen in Chapter 3, there is a strict link between evolutions of "phase-relaxation" type and the hysteresis operator of stop type. Observing the inclusion (B.10) defining the stop operator, we can interpret (4.28) in an equivalent way in the form

$$
\begin{equation*}
\chi(x, t)=\mathfrak{s}_{[0,1]}\left[F(x, \cdot), \chi^{0}(x)\right](t), \tag{4.30}
\end{equation*}
$$

where

$$
\begin{equation*}
F(x, t):=\int_{0}^{t} \frac{\left(1-\rho^{*}\right)\left(p \mathcal{G}[p]-U_{\mathcal{G}}[p]+p \operatorname{div} u\right)+L\left(\theta / \theta_{c}-1\right)}{\gamma(\theta, \operatorname{div} u)}(x, \tau) \mathrm{d} \tau \tag{4.31}
\end{equation*}
$$

and where $\mathfrak{s}_{[0,1]}$ is the (shifted) stop operator with thresholds 0 and 1 . The advantage of this representation is that now $\chi$ is defined by a formula involving, by virtue of Proposition B.5, an operator with good Lipschitz continuity properties.

## CHAPTER 5

## Solvability of the problem

We introduce the spaces

$$
X=W^{1,2}(\Omega), \quad X_{0}=\left\{\psi \in W^{1,2}\left(\Omega ; \mathbb{R}^{3}\right):\left.\psi\right|_{\partial \Omega}=0\right\}, \quad X_{q^{*}}=W^{1, q^{*}}(\Omega)
$$

for some $q^{*}>2$ that will be specified below in Theorem 5.3. Taking into account the boundary conditions (4.24), we consider (4.25)-(4.28) in variational form

$$
\begin{align*}
& \int_{\Omega}\left(\left(\chi+\rho^{*}(1-\chi)\right)\left(f(p)+\mathcal{G}_{0}[p]+\operatorname{div} u\right)\right)_{t} \phi \mathrm{~d} x+\int_{\Omega} \frac{1}{\rho_{W}} \mu(p) \nabla p \cdot \nabla \phi \mathrm{~d} x  \tag{5.1}\\
& =\int_{\partial \Omega} \alpha(x)\left(p^{*}-p\right) \phi \mathrm{d} s(x) \\
& \int_{\Omega}\left(\mathcal{P}\left[\nabla_{s} u\right]+\mathbf{B} \nabla_{s} u_{t}\right): \nabla_{s} \psi \mathrm{~d} x-\int_{\Omega}\left(p\left(\chi+\rho^{*}(1-\chi)\right)+\beta\left(\theta-\theta_{c}\right)\right) \operatorname{div} \psi \mathrm{d} x=\int_{\Omega} g \cdot \psi \mathrm{~d} x  \tag{5.2}\\
& \int_{\Omega}\left(\mathcal{C}_{V}(\theta)_{t}-\mathbf{B} \nabla_{s} u_{t}: \nabla_{s} u_{t}-\left\|D_{\mathcal{P}}\left[\nabla_{s} u\right]_{t}\right\|_{*}-\frac{1}{\rho_{W}} \mu(p)|\nabla p|^{2}-\left(\chi+\rho^{*}(1-\chi)\right)\left|D_{0}[p]_{t}\right|\right.  \tag{5.3}\\
& \left.\quad-\gamma(\theta, \operatorname{div} u) \chi_{t}^{2}+\left(\frac{L}{\theta_{c}} \chi_{t}+\beta \operatorname{div} u_{t}\right) \theta\right) \zeta \mathrm{d} x+\int_{\Omega} \kappa(\theta) \nabla \theta \cdot \nabla \zeta \mathrm{d} x=\int_{\partial \Omega} \omega(x)\left(\theta^{*}-\theta\right) \zeta \mathrm{d} x \\
& \gamma(\theta, \operatorname{div} u) \chi_{t}+\partial I_{[0,1]}(\chi) \ni\left(1-\rho^{*}\right)\left(\Phi(p)+p \mathcal{G}_{0}[p]-U_{0}[p]+p \operatorname{div} u\right)+L\left(\frac{\theta}{\theta_{c}}-1\right) \text { a. e. } \tag{5.4}
\end{align*}
$$

for a. e. $t \in(0, T)$ and all test functions $\phi \in X, \psi \in X_{0}$ and $\zeta \in X_{q^{*}}$. Note that we split the capillary hysteresis terms in hysteretic and nonhysteretic part according to (B.23), (B.28) and (B.29) in view of the regularization performed in Section 5.1. Indeed, only the nonhysteretic part will be affected by the cut-off.

We assume the following hypothesis holds.

Hypothesis 5.1. There exist constants $A^{b}>0, B^{b}>0, P^{\sharp}>0, \bar{\theta}>0$ such that
(i) $\mathbf{A}_{e}, \mathbf{A}_{h}, \mathbf{B}$ are constant symmetric positive definite fourth order tensors such that $\mathbf{A}_{e} \xi: \xi \geq$ $A^{b}|\xi|^{2}, \mathbf{A}_{h} \xi: \xi \geq A^{b}|\xi|^{2}, \mathbf{B} \xi: \xi \geq B^{b}|\xi|^{2}$ for all $\xi \in \mathbb{R}^{3 \times 3} ;$
(ii) $g \in L^{\infty}\left(0, T ; L^{2}\left(\Omega ; \mathbb{R}^{3}\right)\right) \cap W^{1,2}\left(0, T ; L^{2}\left(\Omega ; \mathbb{R}^{3}\right)\right)$ is a given function and there exists a function $G \in L^{4}(\Omega \times(0, T))$ such that $g=-\nabla G ;$
(iii) $\alpha \in W^{1, \infty}(\partial \Omega), \alpha(x) \geq 0$ a.e. and $\int_{\partial \Omega} \alpha(x) \mathrm{d} s(x)>0 ; \omega \in L^{\infty}(\partial \Omega), \omega(x) \geq 0$ a.e. and $\int_{\partial \Omega} \omega(x) \mathrm{d} s(x)>0 ;$
(iv) $p^{*} \in L^{\infty}((0, T) \times \partial \Omega)$ and $p_{t}^{*} \in L^{2}(\partial \Omega \times(0, T)),\left|p^{*}(x, t)\right| \leq P^{\sharp}$ a. e.; $\theta^{*} \in L^{\infty}(\partial \Omega \times(0, T))$, $\theta_{t}^{*} \in L^{2}(\partial \Omega \times(0, T)), \theta^{*}(x, t) \geq \bar{\theta}$ a.e.;
(v) $p^{0} \in L^{\infty}(\Omega) \cap W^{2,2}(\Omega),\left|p^{0}(x)\right| \leq P^{\sharp}$ a. e., $u^{0} \in X_{0} \cap W^{1,4}\left(\Omega ; \mathbb{R}^{3}\right), \theta^{0} \in L^{\infty}(\Omega) \cap W^{1,2}(\Omega)$, $\theta^{0}(x) \geq \bar{\theta}$ a. e., $\chi^{0} \in L^{\infty}(\Omega), \chi^{0}(x) \in[0,1]$ a. e..

We also assume that there exist constants $f^{\sharp}>f^{b}>0, \nu \in(0,1 / 2], \mu^{b}>0, c^{\sharp}>c^{b}>0,1 / 2 \leq b<$ $\hat{b}<1, \kappa^{\sharp}>\kappa^{b}>0,0<a<1-b, a<\hat{a}<\frac{(8+3 a+2 b)(1+b)}{7-2 b}, \gamma^{\sharp}>\gamma^{b}>0$ such that the nonlinearities satisfy the following conditions:
(vi) $f: \mathbb{R} \rightarrow(0,1)$ is a continuously differentiable function, $f^{b}(1+|p|)^{-1-\nu} \leq f^{\prime}(p) \leq f^{\sharp}$ for all $p \in \mathbb{R}$;
(vii) $\mu: \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function, $\mu(p) \geq \mu^{b}$ for all $p \in \mathbb{R}$;
(viii) $\mathcal{C}_{V}:[0, \infty) \rightarrow[0, \infty)$ is a continuously differentiable function, $\mathcal{C}_{V}^{\prime}(\theta)=: c_{V}(\theta)$ is such that $c^{b}\left(1+\theta^{b}\right) \leq c_{V}(\theta) \leq c^{\sharp}\left(1+\theta^{\hat{b}}\right)$ for all $\theta \geq 0$;
(ix) $\kappa:[0, \infty) \rightarrow[0, \infty)$ is a continuous function, $\kappa^{b}\left(1+\theta^{1+a}\right) \leq \kappa(\theta) \leq \kappa^{\sharp}\left(1+\theta^{1+\hat{a}}\right)$ for all $\theta \geq 0$;
(x) $\gamma:[0, \infty) \times[0, \infty) \rightarrow[0, \infty)$ is a continuous function, $\gamma^{b}\left(1+\theta+|\operatorname{div} u|^{2}\right) \leq \gamma(\theta, \operatorname{div} u) \leq$ $\gamma^{\sharp}\left(1+\theta+|\operatorname{div} u|^{2}\right)$ for all $\theta \geq 0, u \in \mathbb{R}^{3} ;$
(xi) $\mathcal{G}_{0}$ is the Preisach operator from Section B. 3 in the Appendix with an initial memory state $\lambda_{-1} \in \Lambda_{K}$ for some $K \geq P^{\sharp}$, with density function satisfying Hypothesis B. 10 and with potential $U_{0}$ and dissipation operator $D_{0}$ defined in (B.26);
(xii) $\mathcal{P}: C\left([0, T] ; \mathbb{R}_{\text {sym }}^{3 \times 3}\right) \rightarrow C\left([0, T] ; \mathbb{R}_{\text {sym }}^{3 \times 3}\right)$ is the constitutive operator of elastoplasticity from Section B. 1 in the Appendix, with dissipation operator $D_{\mathcal{P}}$ defined in (B.7). Here and in the sequel $\mathbb{R}_{\text {sym }}^{3 \times 3}$ denotes the space of symmetric $3 \times 3$ tensors.

Remark 5.2. In this remark we comment on some of the above hypotheses.
(ii) It is not restrictive to assume that there exists $G$ such that $g=-\nabla G$, since in our case the volume force $g$ represents gravity, and thus it certainly admits a potential $G$.
(iii) The hypothesis $\alpha \in W^{1, \infty}(\partial \Omega)$ is requested in order to apply the result from [95, Theorem 4.1] about the spatial $W^{2,2}$-regularity for parabolic equations with nonlinear boundary conditions on $C^{1,1}$ domains.
(vi) The growth condition for $f$ is purely technical and plays a substantial role in the Moser iteration argument in Subsection 5.2.7.
(viii) The growth condition for $c_{V}$ will be of fundamental importance in Subsection 5.2.6 where, in order to estimate $\operatorname{div} u_{t}$ in $L^{q}\left(0, T ; L^{2}(\Omega)\right)$ with an exponent $q>4$, we need a higher integrability (in space) for the temperature than simply $L^{\infty}\left(0, T ; L^{1}(\Omega)\right)$.
(ix) The tangled bound

$$
\hat{a}<\frac{(8+3 a+2 b)(1+b)}{7-2 b}
$$

for the growth exponent of the function $\kappa$ comes from Subsection 5.2.10, where we apply an iterative method in order to derive higher order estimates for the temperature.

The main result is the following existence theorem.

Theorem 5.3. Let Hypothesis 5.1 hold. Then there exists a solution ( $p, u, \theta, \chi$ ) to the system (5.1)(5.4) with initial conditions (4.29) with the regularity

- $p \in L^{\infty}(\Omega \times(0, T)), p_{t} \in L^{2}(\Omega \times(0, T)), M(p) \in L^{2}\left(0, T ; W^{2,2}(\Omega)\right)$ with $M(p)$ given by (5.119);
- $u_{t} \in L^{q}\left(0, T ; X_{0} \cap W^{1, q}\left(\Omega ; \mathbb{R}^{3}\right)\right)$ for all $q<\frac{(8+3 a+2 b)(4+b)}{7-2 b}, \nabla_{s} u \in L^{2}\left(\Omega ; C\left([0, T] ; \mathbb{R}_{\text {sym }}^{3 \times 3}\right)\right)$;
- $\theta \in L^{q}(\Omega \times(0, T))$ for all $q<\frac{(8+3 a+2 b)(4+b)}{7-2 b}, \nabla \theta \in L^{2}\left(\Omega \times(0, T) ; \mathbb{R}^{3}\right), \theta_{t} \in L^{2}\left(0, T ; W^{-1, q^{*}}(\Omega)\right)$ with $q^{*}>2$ given by (5.142);
- $\chi \in L^{q}(\Omega ; C[0, T]), \chi_{t} \in L^{q}(\Omega \times(0, T))$ for all $q \in[1, \infty)$.

The proof of Theorem 5.3 will be divided into several steps. In order to eliminate possible degeneracy of the functions $f$ and $\mu$, we start by regularizing the problem by means of a large parameter $R$. Then we prove that this regularized problem admits a solution by the standard Faedo-Galerkin method: here the parameter $R$ will be of fundamental importance in order to gain some regularity. Once we have derived suitable estimates, we pass to the limit in the Faedo-Galerkin scheme. The second part of the proof will consist in the derivation of a priori estimates independent of $R$, which will allow us to pass to the limit in the regularized system and infer the existence of a solution with the desired regularity.

In what follows, we denote by $C$ any positive constant depending only on the data and by $C_{R}$ any constant depending on the data and on $R$, all independent of the dimension $n$ of the Galerkin approximation.

Moreover, we will systematically use the pointwise inequality

$$
\begin{equation*}
|\operatorname{div} u|^{2}(x, t) \leq 3\left|\nabla_{s} u\right|^{2}(x, t) \quad \text { for all }(x, t) \in \Omega \times(0, T) . \tag{5.5}
\end{equation*}
$$

### 5.1 Cut-off system

We choose a regularizing parameter $R>1$, and first solve a cut-off system with the intention to let $R \rightarrow \infty$.

For $z \in \mathbb{R}$ we denote by

$$
\begin{equation*}
Q_{R}(z)=\max \{-R, \min \{z, R\}\} \tag{5.6}
\end{equation*}
$$

the projection onto $[-R, R]$. Then we cut-off some nonlinearities by setting

$$
\begin{gather*}
f_{R}(p)=\left\{\begin{array}{ll}
f(p) & \text { for }|p| \leq R \\
f(R)+f^{\prime}(R)(p-R) & \text { for } p>R \\
f(-R)+f^{\prime}(-R)(p+R) & \text { for } p<-R
\end{array},\right.  \tag{5.7}\\
\Phi_{R}(p)=\int_{0}^{p} f_{R}(z) \mathrm{d} z, \quad V_{R}(p)=p f_{R}(p)-\Phi_{R}(p)=\int_{0}^{p} f_{R}^{\prime}(z) z \mathrm{~d} z,  \tag{5.8}\\
\mu_{R}(p)=\left\{\begin{array}{ll}
\mu(p) & \text { for }|p| \leq R \\
\mu(R) & \text { for } p>R \\
\mu(-R) & \text { for } p<-R
\end{array},\right.  \tag{5.9}\\
\gamma_{R}(p, \theta, \operatorname{div} u)=\gamma\left(Q_{R}\left(\theta^{+}\right)+\left(p^{2}-R^{2}\right)^{+}, \operatorname{div} u\right) \tag{5.10}
\end{gather*}
$$

for $p, \theta, \operatorname{div} u \in \mathbb{R}$. Note that by Hypothesis 5.1 (vi) we deduce that $\left|f_{R}(p)\right| \leq|f(0)|+f^{\sharp}|p|$, from which

$$
\begin{equation*}
\left|f_{R}(p)\right| \leq C(1+|p|), \quad\left|\Phi_{R}(p)\right| \leq C\left(1+p^{2}\right), \quad C\left(|p|^{1-\nu}-1\right) \leq V_{R}(p) \leq C p^{2} \tag{5.11}
\end{equation*}
$$

and also, from Hypothesis 5.1 (x),
$\gamma^{b}\left(1+Q_{R}\left(\theta^{+}\right)+\left(p^{2}-R^{2}\right)^{+}+|\operatorname{div} u|^{2}\right) \leq \gamma_{R}(p, \theta, \operatorname{div} u) \leq \gamma^{\sharp}\left(1+Q_{R}\left(\theta^{+}\right)+\left(p^{2}-R^{2}\right)^{+}+|\operatorname{div} u|^{2}\right)$.

We replace (5.1)-(5.4) by the cut-off system

$$
\begin{align*}
& \int_{\Omega}\left(\left(\chi+\rho^{*}(1-\chi)\right)\left(f_{R}(p)+\mathcal{G}_{0}[p]+\operatorname{div} u\right)\right)_{t} \phi \mathrm{~d} x+\int_{\Omega} \frac{1}{\rho_{W}} \mu_{R}(p) \nabla p \cdot \nabla \phi \mathrm{~d} x  \tag{5.13}\\
& =\int_{\partial \Omega} \alpha(x)\left(p^{*}-p\right) \phi \mathrm{d} s(x), \\
& \int_{\Omega}\left(\left(\mathcal{P}\left[\nabla_{s} u\right]+\mathbf{B} \nabla_{s} u_{t}\right): \nabla_{s} \psi\right) \mathrm{d} x  \tag{5.14}\\
& -\int_{\Omega}\left(p\left(\chi+\rho^{*}(1-\chi)\right)+\beta\left(Q_{R}\left(\theta^{+}\right)-\theta_{c}\right)\right) \operatorname{div} \psi \mathrm{d} x=\int_{\Omega} g \cdot \psi \mathrm{~d} x, \\
& \int_{\Omega}\left(\mathcal{C}_{V}(\theta)_{t}-\mathbf{B} \nabla_{s} u_{t}: \nabla_{s} u_{t}-\left\|D_{\mathcal{P}}\left[\nabla_{s} u\right]_{t}\right\|_{*}-\frac{1}{\rho_{W}} \mu_{R}(p) Q_{R}\left(|\nabla p|^{2}\right)-\left(\chi+\rho^{*}(1-\chi)\right)\left|D_{0}[p]_{t}\right|\right. \\
& \left.-\gamma_{R}(p, \theta, \operatorname{div} u) \chi_{t}^{2}+\left(\frac{L}{\theta_{c}} \chi_{t}+\beta \operatorname{div} u_{t}\right) Q_{R}\left(\theta^{+}\right)\right) \zeta \mathrm{d} x+\int_{\Omega} \kappa\left(Q_{R}\left(\theta^{+}\right)\right) \nabla \theta \cdot \nabla \zeta \mathrm{d} x  \tag{5.15}\\
& =\int_{\partial \Omega} \omega(x)\left(\theta^{*}-\theta\right) \zeta \mathrm{d} s(x), \\
& \gamma_{R}(p, \theta, \operatorname{div} u) \chi_{t}+\partial I_{[0,1]}(\chi) \\
& \ni\left(1-\rho^{*}\right)\left(\Phi_{R}(p)+p \mathcal{G}_{0}[p]-U_{0}[p]+p \operatorname{div} u\right)+L\left(\frac{Q_{R}\left(\theta^{+}\right)}{\theta_{c}}-1\right) \text { a. e. } \tag{5.16}
\end{align*}
$$

for all test functions $\phi, \zeta \in X$ and $\psi \in X_{0}$. For the system (5.13)-(5.16) the following result holds true.

Proposition 5.4. Let Hypothesis 5.1 hold and let $R>1$ be given. Then there exists a solution $(p, u, \theta, \chi)$ to (5.13)-(5.16), (4.29) with the regularity

- $p \in L^{q}(\Omega ; C[0, T])$ for all $q \in[1.6), \nabla p \in L^{2}\left(\Omega \times(0, T) ; \mathbb{R}^{3}\right), p_{t} \in L^{2}(\Omega \times(0, T))$;
- $u_{t} \in L^{2}\left(0, T ; X_{0}\right), \nabla_{s} u_{t} \in L^{4}\left(\Omega \times(0, T) ; \mathbb{R}_{\text {sym }}^{3 \times 3}\right)$;
- $\theta \in L^{2}(\Omega \times(0, T)), \nabla \theta \in L^{\infty}\left(0, T ; L^{2}\left(\Omega ; \mathbb{R}^{3}\right)\right), \theta_{t} \in L^{2}(\Omega \times(0, T))$;
- $\chi \in L^{q}(\Omega ; C[0, T]), \chi_{t} \in L^{q}(\Omega \times(0, T))$ for all $q \in[1, \infty)$.

We split the proof of Proposition 5.4 in two steps. First, in Subsection 5.1.1, we further regularize the system by means of a small parameter $\eta>0$ in order to obtain some extra-regularity for the gradient of the capillary pressure. Then, in Subsection 5.1.2, we solve this new problem by Galerkin approximations. Here the extra-regularization will be of fundamental importance in order to pass to the limit in the nonlinearity $Q_{R}\left(\left|\nabla p^{(n)}\right|^{2}\right)$, where $n$ is the dimension of the Galerkin scheme. As a last step, we let $\eta \rightarrow 0$.

### 5.1.1 $W^{2,2}$-regularization of the capillary pressure

We define the functions

$$
\begin{equation*}
M_{R}(p):=\int_{0}^{p} \mu_{R}(z) \mathrm{d} z, \quad K_{R}(\theta):=\int_{0}^{\theta} \kappa\left(Q_{R}\left(z^{+}\right)\right) \mathrm{d} z \tag{5.17}
\end{equation*}
$$

for $p, \theta \in \mathbb{R}$, and introduce the new variables $v=M_{R}(p), z=K_{R}(\theta)$. We then choose another regularizing parameter $\eta \in(0,1)$ and consider the following system in the unknowns $v, u, z, \chi$ :

$$
\begin{align*}
& \int_{\Omega}\left(\left(\chi+\rho^{*}(1-\chi)\right)\left(f_{R}\left(M_{R}^{-1}(v)\right)+\mathcal{G}_{0}\left[M_{R}^{-1}(v)\right]+\operatorname{div} u\right)\right)_{t} \phi \mathrm{~d} x \\
& +\int_{\Omega} \frac{1}{\rho_{W}}(\nabla v \cdot \nabla \phi+\eta \Delta v \Delta \phi) \mathrm{d} x=\int_{\partial \Omega} \alpha(x)\left(p^{*}-M_{R}^{-1}(v)\right) \phi \mathrm{d} s(x),  \tag{5.18}\\
& \int_{\Omega}\left(\left(\mathcal{P}\left[\nabla_{s} u\right]+\mathbf{B} \nabla_{s} u_{t}\right): \nabla_{s} \psi\right) \mathrm{d} x \\
& -\int_{\Omega}\left(M_{R}^{-1}(v)\left(\chi+\rho^{*}(1-\chi)\right)+\beta\left(Q_{R}\left(\left(K_{R}^{-1}(z)\right)^{+}\right)-\theta_{c}\right)\right) \operatorname{div} \psi \mathrm{d} x=\int_{\Omega} g \cdot \psi \mathrm{~d} x,  \tag{5.19}\\
& \int_{\Omega}\left(\mathcal{C}_{V}\left(K_{R}^{-1}(z)\right)_{t}-\mathbf{B} \nabla_{s} u_{t}: \nabla_{s} u_{t}-\left\|D_{\mathcal{P}}\left[\nabla_{s} u\right]_{t}\right\|_{*}-\frac{1}{\rho_{W}} \mu_{R}\left(M_{R}^{-1}(v)\right) Q_{R}\left(\left|\nabla\left(M_{R}^{-1}(v)\right)\right|^{2}\right)\right. \\
& -\left(\chi+\rho^{*}(1-\chi)\right)\left|D_{0}\left[M_{R}^{-1}(v)\right]_{t}\right|-\gamma_{R}\left(M_{R}^{-1}(v), K_{R}^{-1}(z), \operatorname{div} u\right) \chi_{t}^{2} \\
& \left.+\left(\frac{L}{\theta_{c}} \chi_{t}+\beta \operatorname{div} u_{t}\right) Q_{R}\left(\left(K_{R}^{-1}(z)\right)^{+}\right)\right) \zeta \mathrm{d} x+\int_{\Omega} \nabla z \cdot \nabla \zeta \mathrm{~d} x  \tag{5.20}\\
& =\int_{\partial \Omega} \omega(x)\left(\theta^{*}-K_{R}^{-1}(z)\right) \zeta \mathrm{d} s(x), \\
& \gamma_{R}\left(M_{R}^{-1}(v), K_{R}^{-1}(z), \operatorname{div} u\right) \chi_{t}+\partial I_{[0,1]}(\chi) \\
& \ni\left(1-\rho^{*}\right)\left(\Phi_{R}\left(M_{R}^{-1}(v)\right)+M_{R}^{-1}(v) \mathcal{G}_{0}\left[M_{R}^{-1}(v)\right]-U_{0}\left[M_{R}^{-1}(v)\right]+M_{R}^{-1}(v) \operatorname{div} u\right)  \tag{5.21}\\
& +L\left(\frac{Q_{R}\left(\left(K_{R}^{-1}(z)\right)^{+}\right)}{\theta_{c}}-1\right) \text { a. e. }
\end{align*}
$$

with test functions $\phi \in W^{2,2}(\Omega), \zeta \in X$ and $\psi \in X_{0}$. Here we imposed the additional boundary condition

$$
\begin{equation*}
\nabla(\Delta v) \cdot n=0 \quad \text { on } \partial \Omega \tag{5.22}
\end{equation*}
$$

### 5.1.2 Galerkin approximations

For each fixed $R>1$, system (5.18)-(5.21) will be solved by Faedo-Galerkin approximations. To this end, let $\mathcal{W}=\left\{\phi_{i}: i=0,1,2, \ldots\right\} \subset L^{2}(\Omega)$ and $\mathcal{Z}=\left\{\zeta_{k}: k=0,1,2, \ldots\right\} \subset L^{2}(\Omega)$ be the complete orthonormal systems of eigenfunctions defined by

$$
\begin{array}{lll}
-\Delta \phi_{i}=\lambda_{i} \phi_{i} & \text { in } \Omega, & \left.\nabla \phi_{i} \cdot n\right|_{\partial \Omega}=0 \\
-\Delta \zeta_{k}=\nu_{k} \zeta_{k} & \text { in } \Omega, & \left.\nabla \zeta_{k} \cdot n\right|_{\partial \Omega}=0
\end{array}
$$

with $\lambda_{0}=\nu_{0}=0, \lambda_{i}, \nu_{k}>0$ for $i, k \geq 1$. Given $n \in \mathbb{N}$, we approximate $v$ and $z$ by the finite sums

$$
v^{(n)}(x, t)=\sum_{i=0}^{n} v_{i}(t) \phi_{i}(x), \quad z^{(n)}(x, t)=\sum_{k=0}^{n} z_{k}(t) \zeta_{k}(x)
$$

where the coefficients $v_{i}, z_{k}:[0, T] \rightarrow \mathbb{R}$ and $u^{(n)}, \chi^{(n)}$ will be determined as the solution of the system

$$
\begin{align*}
& \int_{\Omega}\left(\left(\chi^{(n)}+\rho^{*}\left(1-\chi^{(n)}\right)\right)\left(f_{R}\left(p^{(n)}\right)+\mathcal{G}_{0}\left[p^{(n)}\right]+\operatorname{div} u^{(n)}\right)\right)_{t} \phi_{i} \mathrm{~d} x+\frac{1}{\rho_{W}}\left(\lambda_{i}+\eta \lambda_{i}^{2}\right) v_{i}  \tag{5.23}\\
& =\int_{\partial \Omega} \alpha(x)\left(p^{*}-p^{(n)}\right) \phi_{i} \mathrm{~d} s(x), \\
& \int_{\Omega}\left(\left(\mathcal{P}\left[\nabla_{s} u^{(n)}\right]+\mathbf{B} \nabla_{s} u_{t}^{(n)}\right): \nabla_{s} \psi \mathrm{~d} x\right. \\
& -\int_{\Omega}\left(p^{(n)}\left(\chi^{(n)}+\rho^{*}\left(1-\chi^{(n)}\right)\right)+\beta\left(Q_{R}\left(\left(\theta^{(n)}\right)^{+}\right)-\theta_{c}\right)\right) \operatorname{div} \psi \mathrm{d} x=\int_{\Omega} g \cdot \psi \mathrm{~d} x,  \tag{5.24}\\
& \int_{\Omega}\left(\mathcal{C}_{V}\left(\theta^{(n)}\right)_{t}-\mathbf{B} \nabla_{s} u_{t}^{(n)}: \nabla_{s} u_{t}^{(n)}-\left\|D_{\mathcal{P}}\left[\nabla_{s} u^{(n)}\right]_{t}\right\|_{*}-\frac{1}{\rho_{W}} \mu_{R}\left(p^{(n)}\right) Q_{R}\left(\left|\nabla p^{(n)}\right|^{2}\right)\right. \\
& -\left(\chi^{(n)}+\rho^{*}\left(1-\chi^{(n)}\right)\right)\left|D_{0}\left[p^{(n)}\right]_{t}\right|-\gamma_{R}\left(p^{(n)}, \theta^{(n)}, \operatorname{div} u^{(n)}\right)\left|\chi_{t}^{(n)}\right|^{2}  \tag{5.25}\\
& \left.+\left(\frac{L}{\theta_{c}} \chi_{t}^{(n)}+\beta \operatorname{div} u_{t}^{(n)}\right) Q_{R}\left(\left(\theta^{(n)}\right)^{+}\right)\right) \zeta_{k} \mathrm{~d} x+\nu_{k} z_{k}=\int_{\partial \Omega} \omega(x)\left(\theta^{*}-\theta^{(n)}\right) \zeta_{k} \mathrm{~d} s(x), \\
& \gamma_{R}\left(p^{(n)}, \theta^{(n)}, \operatorname{div} u^{(n)}\right) \chi_{t}^{(n)}+\partial I_{[0,1]}\left(\chi^{(n)}\right) \\
& \ni\left(1-\rho^{*}\right)\left(\Phi_{R}\left(p^{(n)}\right)+p^{(n)} \mathcal{G}_{0}\left[p^{(n)}\right]-U_{0}\left[p^{(n)}\right]+p^{(n)} \operatorname{div} u^{(n)}\right)+L\left(\frac{Q_{R}\left(\left(\theta^{(n)}\right)^{+}\right)}{\theta_{c}}-1\right) \text { a. e. } \tag{5.2.2}
\end{align*}
$$

for $i, k=0,1, \ldots, n$ and for all $\psi \in X_{0}$, and with $p^{(n)}:=M_{R}^{-1}\left(v^{(n)}\right), \theta^{(n)}:=K_{R}^{-1}\left(z^{(n)}\right)$. We prescribe the initial conditions

$$
\left.\begin{array}{rl}
v_{i}(0) & =\int_{\Omega} M_{R}\left(p^{0}(x)\right) \phi_{i}(x) \mathrm{d} x, \\
u^{(n)}(x, 0) & =u^{0}(x), \\
z_{k}(0) & =\int_{\Omega} K_{R}\left(\theta^{0}(x)\right) \zeta_{k}(x) \mathrm{d} x,  \tag{5.27}\\
\chi^{(n)}(x, 0) & =\chi^{0}(x) .
\end{array}\right\}
$$

This is an ODE system coupled with a nonlinear PDE (5.24). It is nontrivial to prove that such a system admits a unique strong solution. We proceed as follows. For a given function $w \in L^{p}(\Omega \times(0, T))$ consider the equation

$$
\begin{equation*}
\int_{\Omega} \mathbf{B} \nabla_{s} u_{t}(x, t): \nabla_{s} \psi(x) \mathrm{d} x+\int_{\Omega} \mathcal{P}\left[\nabla_{s} u\right](x, t): \nabla_{s} \psi(x) \mathrm{d} x=\int_{\Omega} w(x, t) \operatorname{div} \psi(x) \mathrm{d} x, \tag{5.28}
\end{equation*}
$$

which is to be satisfied for every $\psi \in X_{0}$ a.e. in $(0, T)$ together with an initial condition $u(x, 0)=u^{0}(x)$, $u^{0} \in X_{0} \cap W^{1, p}\left(\Omega ; \mathbb{R}^{n}\right)$ and boundary condition $u=0$ on $\partial \Omega$.

Step 1. By the $L^{p}$-regularity for elliptic systems in divergence form (see e.g. [6, Theorem 15.12]), for every $w \in L^{p}(\Omega \times(0, T))$ with some $p \in[2, \infty)$ the problem

$$
\int_{\Omega} \mathbf{B} \nabla_{s} u_{t}(x, t): \nabla_{s} \psi(x) \mathrm{d} x=\int_{\Omega} w(x, t) \operatorname{div} \psi(x) \mathrm{d} x
$$

has a unique solution such that $\nabla_{s} u_{t} \in L^{p}\left(\Omega \times(0, T) ; \mathbb{R}_{\text {sym }}^{3 \times 3}\right)$, and it holds

$$
\int_{\Omega}\left|\nabla_{s} u_{t}\right|^{p}(x, t) \mathrm{d} x \leq C \int_{\Omega}|w|^{p}(x, t) \mathrm{d} x \quad \text { a.e. }
$$

Step 2. Let $\hat{u} \in L^{p}\left(0, T ; X_{0}\right)$ be such that $\nabla_{s} \hat{u}_{t} \in L^{p}\left(\Omega \times(0, T) ; \mathbb{R}_{\mathrm{sym}}^{3 \times 3}\right), \hat{u}(x, 0)=u^{0}(x)$ a. e., and let $u$ be the solution of the equation

$$
\int_{\Omega} \mathcal{P}\left[\nabla_{s} \hat{u}\right](x, t): \nabla_{s} \psi(x) \mathrm{d} x+\int_{\Omega} \mathbf{B} \nabla_{s} u_{t}(x, t): \nabla_{s} \psi(x) \mathrm{d} x=\int_{\Omega} w(x, t) \operatorname{div} \psi(x) \mathrm{d} x
$$

the existence of which follows from Step 1 . We prove that the mapping $\hat{u}_{t} \mapsto u_{t}$ is a contraction with respect to a suitable norm.

Indeed, let $\hat{u}_{1}, \hat{u}_{2}$ be given, and let $u_{1}, u_{2}$ be the corresponding solutions. The difference $\bar{u}=u_{1}-u_{2}$ is the solution of the equation

$$
\int_{\Omega} \mathbf{B} \nabla_{s} \bar{u}_{t}(x, t): \nabla_{s} \psi(x) \mathrm{d} x=-\int_{\Omega}\left(\mathcal{P}\left[\nabla_{s} \hat{u}_{1}\right]-\mathcal{P}\left[\nabla_{s} \hat{u}_{2}\right]\right)(x, t): \nabla_{s} \psi(x) \mathrm{d} x
$$

According to Step 1, we have

$$
\begin{equation*}
\int_{\Omega}\left|\nabla_{s} \bar{u}_{t}\right|^{p}(x, t) \mathrm{d} x \leq C \int_{\Omega}\left|\mathcal{P}\left[\nabla_{s} \hat{u}_{1}\right]-\mathcal{P}\left[\nabla_{s} \hat{u}_{2}\right]\right|^{p}(x, t) \mathrm{d} x \quad \text { a.e. } \tag{5.29}
\end{equation*}
$$

By inequality (B.4) in the Appendix we have for a.e. $(x, t)$

$$
\left|\mathcal{P}\left[\nabla_{s} \hat{u}_{1}\right]-\mathcal{P}\left[\nabla_{s} \hat{u}_{2}\right]\right|(x, t) \leq C \int_{0}^{t}\left|\nabla_{s}\left(\hat{u}_{1}-\hat{u}_{2}\right)_{t}\right|(x, \tau) \mathrm{d} \tau
$$

with a constant $C>0$. Hence, by Hölder's inequality,

$$
\begin{align*}
\int_{\Omega}\left|\mathcal{P}\left[\nabla_{s} \hat{u}_{1}\right]-\mathcal{P}\left[\nabla_{s} \hat{u}_{2}\right]\right|^{p}(x, t) \mathrm{d} x & \leq C \int_{\Omega}\left(\int_{0}^{t}\left|\nabla_{s}\left(\hat{u}_{1}-\hat{u}_{2}\right)_{t}\right|(x, \tau) \mathrm{d} \tau\right)^{p} \mathrm{~d} x \\
& \leq C t^{p-1} \int_{0}^{t} \int_{\Omega}\left|\nabla_{s}\left(\hat{u}_{1}-\hat{u}_{2}\right)_{t}\right|^{p}(x, \tau) \mathrm{d} x \mathrm{~d} \tau \tag{5.30}
\end{align*}
$$

Now, set

$$
W(t)=\int_{\Omega}\left|\nabla_{s}\left(u_{1}-u_{2}\right)_{t}\right|^{p}(x, \tau) \mathrm{d} x, \quad \hat{W}(t)=\int_{\Omega}\left|\nabla_{s}\left(\hat{u}_{1}-\hat{u}_{2}\right)_{t}\right|^{p}(x, \tau) \mathrm{d} x
$$

It follows from (5.29) and (5.30) that

$$
W(t) \leq C t^{p-1} \int_{0}^{t} \hat{W}(\tau) \mathrm{d} \tau
$$

We now multiply both sides of the above inequality by $\mathrm{e}^{-C t^{p}}$, and after an integration over $t \in[0, T]$ we obtain from the Fubini Theorem

$$
\begin{aligned}
\int_{0}^{T} \mathrm{e}^{-C t^{p}} W(t) \mathrm{d} t & \leq \int_{0}^{T}\left(-\frac{1}{p} \frac{\mathrm{~d}}{\mathrm{~d} t} \mathrm{e}^{-C t^{p}} \int_{0}^{t} \hat{W}(\tau) \mathrm{d} \tau\right) \mathrm{d} t \\
& =-\frac{1}{p} \int_{0}^{T}\left(\int_{\tau}^{T} \frac{\mathrm{~d}}{\mathrm{~d} t} \mathrm{e}^{-C t^{p}} \mathrm{~d} t\right) \hat{W}(\tau) \mathrm{d} \tau \\
& =\frac{1}{p} \int_{0}^{T}\left(\mathrm{e}^{-C \tau^{p}}-\mathrm{e}^{-C T^{p}}\right) \hat{W}(\tau) \mathrm{d} \tau \leq \frac{1}{p} \int_{0}^{T} \mathrm{e}^{-C t^{p}} \hat{W}(t) \mathrm{d} t
\end{aligned}
$$

This means that the mapping $\hat{u}_{t} \mapsto u_{t}$ is a contraction in $L^{p}\left(0, T ; X_{0} \cap W^{1, p}\left(\Omega ; \mathbb{R}^{3}\right)\right)$ with respect to the weighted norm

$$
\left\|\left|u_{t}\right|\right\|=\left(\int_{0}^{T} \mathrm{e}^{-C t^{p}} \int_{\Omega}\left|\nabla_{s} u_{t}\right|^{p}(x, t) \mathrm{d} x \mathrm{~d} t\right)^{1 / p}
$$

hence it has a unique fixed point which is a solution of (5.28).
Step 3. The mapping which with a right-hand side $w \in L^{p}(\Omega \times(0, T))$ associates the solution $u_{t} \in L^{p}\left(0, T ; X_{0} \cap W^{1, p}\left(\Omega ; \mathbb{R}^{3}\right)\right)$ of (5.28) is Lipschitz continuous. Indeed, consider $w_{1}, w_{2}$ and the corresponding solutions $u_{1}, u_{2}$, and set as before $\bar{w}=w_{1}-w_{2}, \bar{u}=u_{1}-u_{2}$. As a counterpart of (5.29) we get

$$
\int_{\Omega}\left|\nabla_{s} \bar{u}_{t}\right|^{p}(x, t) \mathrm{d} x \leq C \int_{\Omega}\left(\mid \mathcal{P}\left[\nabla_{s} u_{1}\right]-\mathcal{P}\left[\left.\nabla_{s} u_{2}\right|^{p}+|\bar{w}|^{p}\right)(x, t) \mathrm{d} x \quad\right. \text { a.e. }
$$

and the computations as in (5.30) yield

$$
\int_{\Omega}\left|\nabla_{s} \bar{u}_{t}\right|^{p}(x, t) \mathrm{d} x \leq C t^{p-1} \int_{0}^{t} \int_{\Omega}\left|\nabla_{s} \bar{u}_{t}\right|^{p}(x, \tau) \mathrm{d} x \mathrm{~d} \tau+C \int_{\Omega}|\bar{w}|^{p}(x, t) \mathrm{d} x \quad \text { a.e. }
$$

We obtain the Lipschitz continuity result when we test by $\mathrm{e}^{-\frac{C}{p} t^{p}}$ and integrate over $t \in[0, T]$, similarly as in Step 2.

Now, coming back to our equation (5.24), we see that it is of the form (5.28) with $w(x, t)=w^{(n)}(x, t):=$ $p^{(n)}\left(\chi^{(n)}+\rho^{*}\left(1-\chi^{(n)}\right)\right)+\beta\left(Q_{R}\left(\left(\theta^{(n)}\right)^{+}\right)-\theta_{c}\right)(x, t)+G(x, t)$. Therefore, denoting by $\mathcal{S}: w^{(n)} \mapsto u_{t}^{(n)}$ its associated solution operator, we conclude that (5.23), (5.25) and (5.26) give rise to a system of ODEs with a locally Lipschitz continuous right-hand side containing the operator $\mathcal{S}$. Here the inclusion (5.26) can be interpreted as in Remark 4.1 and handled with Proposition B.5.

Thus system (5.23)-(5.26) has a unique strong solution in a maximal interval of existence $\left[0, T_{n}\right] \subset$ $[0, T]$. This interval coincides with the whole $[0, T]$, provided we prove that the solution remains bounded in $\left[0, T_{n}\right)$.

We now derive a series of estimates. Note that we decompose the auxiliary variables $v$ and $z$ instead of $p$ and $\theta$ into a Fourier series with respect to the basis $\mathcal{W}$ and $\mathcal{Z}$ because we are going to test equations (5.23), (5.25) by nonlinear expressions of $p$ and $\theta$, namely, by their Kirchhoff transforms (5.17). Indeed, the Galerkin method allows one to test only by linear functions and their derivatives. Moreover, we do not discretize the momentum equation because considering the full PDE is the only way to deduce compactness of the sequence $\left\{\nabla_{s} u_{t}^{(n)}\right\}$, which is needed in order to pass to the limit in some nonlinear terms. Indeed, we will not be able to control the second derivatives, and this will prevent us from applying the usual embedding theorems.

## Estimates independent of $n$

## - Estimate 1

We test (5.23) by $v_{i}$ and sum up over $i=0,1, \ldots, n$, and (5.24) by $\psi=u_{t}^{(n)}$. Then we sum up the two equations to obtain

$$
\begin{aligned}
& \int_{\Omega}\left(\left(\chi^{(n)}+\rho^{*}\left(1-\chi^{(n)}\right)\right)\left(f_{R}\left(p^{(n)}\right)+\mathcal{G}_{0}\left[p^{(n)}\right]+\operatorname{div} u^{(n)}\right)\right)_{t} M_{R}\left(p^{(n)}\right) \mathrm{d} x \\
& +\int_{\Omega} \frac{1}{\rho_{W}}\left(\left|\nabla v^{(n)}\right|^{2}+\eta\left|\Delta v^{(n)}\right|^{2}\right) \mathrm{d} x+\int_{\Omega}\left(\mathbf{B} \nabla_{s} u_{t}^{(n)}+\mathcal{P}\left[\nabla_{s} u^{(n)}\right]\right): \nabla_{s} u_{t}^{(n)} \mathrm{d} x \\
& -\int_{\Omega}\left(p^{(n)}\left(\chi^{(n)}+\rho^{*}\left(1-\chi^{(n)}\right)\right)+\beta\left(Q_{R}\left(\left(\theta^{(n)}\right)^{+}\right)-\theta_{c}\right)\right) \operatorname{div} u_{t}^{(n)} \mathrm{d} x \\
& =\int_{\partial \Omega} \alpha(x)\left(p^{*}-p^{(n)}\right) M_{R}\left(p^{(n)}\right) \mathrm{d} s(x)+\int_{\Omega} g \cdot u_{t}^{(n)} \mathrm{d} x,
\end{aligned}
$$

that is, computing the time derivative in the first summand and exploiting the energy identity (B.8),

$$
\begin{align*}
& \int_{\Omega}\left(\chi^{(n)}+\rho^{*}\left(1-\chi^{(n)}\right)\right) f_{R}\left(p^{(n)}\right)_{t} M_{R}\left(p^{(n)}\right) \mathrm{d} x+\int_{\Omega}\left(\chi^{(n)}+\rho^{*}\left(1-\chi^{(n)}\right)\right) \mathcal{G}_{0}\left[p^{(n)}\right]_{t} M_{R}\left(p^{(n)}\right) \mathrm{d} x \\
& +\int_{\Omega}\left(\mathbf{B} \nabla_{s} u_{t}^{(n)}: \nabla_{s} u_{t}^{(n)}+U_{\mathcal{P}}\left[\nabla_{s} u^{(n)}\right]_{t}+\left\|D_{\mathcal{P}}\left[\nabla_{s} u^{(n)}\right]_{t}\right\|_{*}\right) \mathrm{d} x \\
& +\int_{\Omega} \frac{1}{\rho_{W}}\left(\left|\nabla v^{(n)}\right|^{2}+\eta\left|\Delta v^{(n)}\right|^{2}\right) \mathrm{d} x+\int_{\partial \Omega} \alpha(x)\left(p^{(n)}-p^{*}\right) M_{R}\left(p^{(n)}\right) \mathrm{d} s(x) \\
& =-\int_{\Omega}\left(1-\rho^{*}\right) \chi_{t}^{(n)}\left(f_{R}\left(p^{(n)}\right)+\mathcal{G}_{0}\left[p^{(n)}\right]\right) M_{R}\left(p^{(n)}\right) \mathrm{d} x-\int_{\Omega}\left(1-\rho^{*}\right) \chi_{t}^{(n)} \operatorname{div} u^{(n)} M_{R}\left(p^{(n)}\right) \mathrm{d} x  \tag{5.31}\\
& -\int_{\Omega}\left(\chi^{(n)}+\rho^{*}\left(1-\chi^{(n)}\right)\right) \operatorname{div} u_{t}^{(n)} M_{R}\left(p^{(n)}\right) \mathrm{d} x+\int_{\Omega} p^{(n)}\left(\chi^{(n)}+\rho^{*}\left(1-\chi^{(n)}\right)\right) \operatorname{div} u_{t}^{(n)} \mathrm{d} x \\
& +\int_{\Omega} \beta\left(Q_{R}\left(\left(\theta^{(n)}\right)^{+}\right)-\theta_{c}\right) \operatorname{div} u_{t}^{(n)} \mathrm{d} x+\int_{\Omega} g \cdot u_{t}^{(n)} \mathrm{d} x .
\end{align*}
$$

We now define

$$
V_{M, R}(p):=\int_{0}^{p} f_{R}^{\prime}(z) M_{R}(z) \mathrm{d} z
$$

so that

$$
\begin{aligned}
& \int_{\Omega}\left(\chi^{(n)}+\rho^{*}\left(1-\chi^{(n)}\right)\right) f_{R}\left(p^{(n)}\right)_{t} M_{R}\left(p^{(n)}\right) \mathrm{d} x \\
& =\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega}\left(\chi^{(n)}+\rho^{*}\left(1-\chi^{(n)}\right)\right) V_{M, R}\left(p^{(n)}\right) \mathrm{d} x-\int_{\Omega}\left(1-\rho^{*}\right) \chi_{t}^{(n)} V_{M, R}\left(p^{(n)}\right) \mathrm{d} x
\end{aligned}
$$

and introduce the modified Preisach potential

$$
U_{M, R}[p]:=\int_{0}^{\infty} \int_{0}^{\mathfrak{p}_{r}[p]} M_{R}(v) \psi(r, v) \mathrm{d} v \mathrm{~d} r>0
$$

which satisfies

$$
\mathcal{G}_{0}[p]_{t} M_{R}(p)-U_{M, R}[p]_{t} \geq 0 \text { a.e. }
$$

according to (B.32) and (B.33). Note that (5.7) and (5.9) together with Hypothesis 5.1 (vi) and (vii) yield

$$
\begin{equation*}
c_{R} p^{2} \leq V_{M, R}(p) \leq C_{R} p^{2} \tag{5.32}
\end{equation*}
$$

for all $p \in \mathbb{R}$, with some positive constants $c_{R}, C_{R}$ depending only on $R$. Moreover, the estimates

$$
\begin{align*}
U_{M, R}[p] & \leq C_{R}(1+|p|),  \tag{5.33}\\
U_{M, R}[p](x, 0) & =\int_{0}^{\infty} \int_{0}^{\mathfrak{p}_{r}\left[p^{0}\right](x)} M_{R}(v) \psi(r, v) \mathrm{d} v \mathrm{~d} r \leq C_{R} \max \left\{\left|p^{0}(x)\right|, K\right\} \tag{5.34}
\end{align*}
$$

hold as a counterpart of (B.30) and (B.31). We rewrite (5.31) as

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega}\left(\left(\chi^{(n)}+\rho^{*}\left(1-\chi^{(n)}\right)\right)\left(V_{M, R}\left(p^{(n)}\right)+U_{M, R}\left[p^{(n)}\right]\right)+U_{\mathcal{P}}\left[\nabla_{s} u^{(n)}\right]\right) \mathrm{d} x \\
& +\int_{\Omega}\left(\frac{1}{\rho_{W}}\left(\left|\nabla v^{(n)}\right|^{2}+\eta\left|\Delta v^{(n)}\right|^{2}\right)+\mathbf{B} \nabla_{s} u_{t}^{(n)}: \nabla_{s} u_{t}^{(n)}+\left\|D_{\mathcal{P}}\left[\nabla_{s} u^{(n)}\right]_{t}\right\|_{*}\right) \mathrm{d} x \\
& +\int_{\partial \Omega} \alpha(x)\left(p^{(n)}-p^{*}\right) M_{R}\left(p^{(n)}\right) \mathrm{d} s(x) \\
& \leq \int_{\Omega}\left(1-\rho^{*}\right) \chi_{t}^{(n)}\left(V_{M, R}\left(p^{(n)}\right)+U_{M, R}\left[p^{(n)}\right]\right) \mathrm{d} x-\int_{\Omega}\left(1-\rho^{*}\right) \chi_{t}^{(n)}\left(f_{R}\left(p^{(n)}\right)+\mathcal{G}_{0}\left[p^{(n)}\right]\right) M_{R}\left(p^{(n)}\right) \mathrm{d} x \\
& -\int_{\Omega}\left(1-\rho^{*}\right) \chi_{t}^{(n)} \operatorname{div} u^{(n)} M_{R}\left(p^{(n)}\right) \mathrm{d} x+\int_{\Omega}\left(\chi^{(n)}+\rho^{*}\left(1-\chi^{(n)}\right)\right) \operatorname{div} u_{t}^{(n)}\left(p^{(n)}-M_{R}\left(p^{(n)}\right)\right) \mathrm{d} x \\
& +\int_{\Omega} \beta\left(Q_{R}\left(\left(\theta^{(n)}\right)^{+}\right)-\theta_{c}\right) \operatorname{div} u_{t}^{(n)} \mathrm{d} x+\int_{\Omega} g \cdot u_{t}^{(n)} \mathrm{d} x \tag{5.35}
\end{align*}
$$

By the definition of $v^{(n)}$ and Hypothesis 5.1 (vii) we deduce

$$
\begin{equation*}
\int_{\Omega} \frac{1}{\rho_{W}}\left|\nabla v^{(n)}\right|^{2} \mathrm{~d} x=\int_{\Omega} \frac{1}{\rho_{W}}\left|\mu_{R}(p)\right|^{2}\left|\nabla p^{(n)}\right|^{2} \mathrm{~d} x \geq \frac{\left(\mu^{b}\right)^{2}}{\rho_{W}} \int_{\Omega}\left|\nabla p^{(n)}\right|^{2} \mathrm{~d} x \tag{5.36}
\end{equation*}
$$

Moreover, thanks again to Hypothesis 5.1 (vii), the boundary term is such that

$$
\begin{aligned}
& \int_{\partial \Omega} \alpha(x)\left(p^{(n)}-p^{*}\right) M_{R}\left(p^{(n)}\right) \mathrm{d} s(x) \\
& =\int_{\partial \Omega} \alpha(x)\left|p^{(n)}\right|^{2} M_{R}^{*}\left(p^{(n)}\right) \mathrm{d} s(x)-\int_{\partial \Omega} \alpha(x) p^{*} p^{(n)} M_{R}^{*}\left(p^{(n)}\right) \mathrm{d} s(x) \\
& \geq \mu^{b} \int_{\partial \Omega} \alpha(x)\left|p^{(n)}\right|^{2} \mathrm{~d} s(x)-C_{R} \int_{\partial \Omega} \alpha(x)\left|p^{*} p^{(n)}\right| \mathrm{d} s(x)
\end{aligned}
$$

where for $p \in \mathbb{R}$ we set

$$
M_{R}^{*}(p):= \begin{cases}M_{R}(p) / p & \text { for } p \neq 0 \\ M_{R}^{\prime}(0) & \text { for } p=0\end{cases}
$$

Young's inequality and Hypothesis 5.1 (iii), (iv) give

$$
\begin{equation*}
\int_{\partial \Omega} \alpha(x)\left(p^{(n)}-p^{*}\right) M_{R}\left(p^{(n)}\right) \mathrm{d} s(x) \geq \frac{\mu^{b}}{2} \int_{\partial \Omega} \alpha(x)\left|p^{(n)}\right|^{2} \mathrm{~d} s(x)-C_{R} . \tag{5.37}
\end{equation*}
$$

Moreover, by Hölder's inequality and Hypothesis 5.1 (ii),

$$
\begin{align*}
\int_{\Omega}\left(g \cdot u_{t}^{(n)}\right)(x, t) \mathrm{d} x & \leq C\left(\int_{\Omega}\left|u_{t}^{(n)}\right|^{2}(x, t) \mathrm{d} x\right)^{1 / 2} \\
& \leq \frac{2 C}{\sqrt{c B^{b}}} \frac{\sqrt{B^{b}}}{2}\left(\int_{\Omega}\left|\nabla_{s} u_{t}^{(n)}\right|^{2} \mathrm{~d} x\right)^{1 / 2} \leq C+\frac{B^{b}}{8} \int_{\Omega}\left|\nabla_{s} u_{t}^{(n)}\right|^{2} \mathrm{~d} x \tag{5.38}
\end{align*}
$$

where in the last line we used first Korn's inequality (A.11) and then Young's inequality. Neglecting some lower order positive terms on the left-hand side, exploiting estimates (5.11), (5.32) and (5.33) and the fact that $\rho^{*} \leq\left(\chi+\rho^{*}(1-\chi)\right) \leq 1$ for all $\chi \in[0,1]$, from (5.35) and the subsequent computations we obtain

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega}\left(\left(\chi^{(n)}+\rho^{*}\left(1-\chi^{(n)}\right)\right)\left(V_{M, R}\left(p^{(n)}\right)+U_{M, R}\left[p^{(n)}\right]\right)+U_{\mathcal{P}}\left[\nabla_{s} u^{(n)}\right]\right) \mathrm{d} x \\
& +\int_{\Omega}\left(\left|\nabla p^{(n)}\right|^{2}+\eta\left|\Delta v^{(n)}\right|^{2}+\frac{B^{b}}{2}\left|\nabla_{s} u_{t}^{(n)}\right|^{2}\right) \mathrm{d} x+\int_{\partial \Omega} \alpha(x)\left|p^{(n)}\right|^{2} \mathrm{~d} s(x)  \tag{5.39}\\
& \leq C_{R}\left(1+\int_{\Omega}\left(\left|\chi_{t}^{(n)}\right|\left|p^{(n)}\right|^{2}+\left|\chi_{t}^{(n)}\right|\left|\operatorname{div} u^{(n)}\right|\left|p^{(n)}\right|+\left|p^{(n)}\right|^{2}\right) \mathrm{d} x\right),
\end{align*}
$$

where we used also Young's inequality and the pointwise inequality (5.5) to absorb $\left|\operatorname{div} u_{t}^{(n)}\right|$ on the left-hand side together with the term coming from (5.38).
We need to control $\left|\chi_{t}^{(n)}\right|$. To this aim we consider the phase dynamics in the formulation (4.30)-(4.31), and employ the identity (B.21) for the stop (see also Remark B.2) to deduce that $\left|\chi_{t}^{(n)}\right| \leq\left|F_{t}^{(n)}\right|$. This yields, thanks to (5.11), (5.12) and (B.30),

$$
\begin{equation*}
\left|\chi_{t}^{(n)}(x, t)\right| \leq \frac{C\left(1+\left|p^{(n)}\right|^{2}\right)+\left|\operatorname{div} u^{(n)}\right|^{2} / 2+L\left|Q_{R}\left(\left(\theta^{(n)}\right)^{+}\right) / \theta_{c}-1\right|}{\gamma^{b}\left(1+\left(Q_{R}\left(\left(\theta^{(n)}\right)^{+}\right)+\left(\left|p^{(n)}\right|^{2}-R^{2}\right)^{+}+\left|\operatorname{div} u^{(n)}\right|^{2}\right)\right.} \leq C_{R} \tag{5.40}
\end{equation*}
$$

for a.e. $(x, t) \in \Omega \times\left(0, T_{n}\right)$. We now come back to (5.39) and integrate in time $\int_{0}^{\tau} \mathrm{d} t$ for some $\tau \in\left[0, T_{n}\right]$. The initial conditions are kept under control thanks to (5.32), (5.34), (B.2) and (B.7) and Hypothesis 5.1 (v). Hence Young's inequality yields

$$
\begin{aligned}
& \int_{\Omega}\left(\left|p^{(n)}\right|^{2}+\left|\nabla_{s} u^{(n)}\right|^{2}\right)(x, t) \mathrm{d} x+\int_{0}^{\tau} \int_{\Omega}\left(\left|\nabla p^{(n)}\right|^{2}+\eta\left|\Delta v^{(n)}\right|^{2}+\left|\nabla_{s} u_{t}^{(n)}\right|^{2}\right)(x, t) \mathrm{d} x \mathrm{~d} t \\
& +\int_{0}^{\tau} \int_{\partial \Omega} \alpha(x)\left|p^{(n)}\right|^{2}(x, t) \mathrm{d} s(x) \mathrm{d} t \leq C_{R}\left(1+\int_{0}^{\tau} \int_{\Omega}\left(\left|p^{(n)}\right|^{2}+\left|\operatorname{div} u^{(n)}\right|^{2}\right)(x, t) \mathrm{d} x \mathrm{~d} t\right)
\end{aligned}
$$

Using (5.5) and Grönwall's lemma A.2, we see that the approximate solution remains bounded in the maximal interval of existence $\left[0, T_{n}\right]$. Hence the solution exists globally, and for every $n \in \mathbb{N}$ we have $T_{n}=T$. We thus have obtained

$$
\begin{array}{r}
\operatorname{supess}_{\tau \in[0, T]} \int_{\Omega}\left(\left|p^{(n)}\right|^{2}+\left|\nabla_{s} u^{(n)}\right|^{2}\right)(x, \tau) \mathrm{d} x \leq C_{R}, \\
\int_{0}^{T}\left(\int_{\Omega}\left(\left|\nabla p^{(n)}\right|^{2}+\left|\nabla_{s} u_{t}^{(n)}\right|^{2}\right)(x, t) \mathrm{d} x+\int_{\partial \Omega} \alpha(x)\left|p^{(n)}\right|^{2}(x, t) \mathrm{d} s(x)\right) \mathrm{d} t \leq C_{R}, \tag{5.42}
\end{array}
$$

and also

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}\left|\Delta v^{(n)}\right|^{2}(x, t) \mathrm{d} x \mathrm{~d} t \leq \frac{C_{R}}{\eta} \tag{5.43}
\end{equation*}
$$

Now, in terms of the variable $v^{(n)}=M_{R}\left(p^{(n)}\right)$, the boundary condition is nonlinear. By the spatial $W^{2,2}$-regularity result for parabolic equations with nonlinear boundary conditions on $C^{1,1}$ domains stated and proved in [95, Theorem 4.1], we finally see that

$$
\begin{equation*}
\left\|M_{R}\left(p^{(n)}\right)\right\|_{L^{2}\left(0, T ; W^{2,2}(\Omega)\right)}^{2} \leq \frac{C_{R}}{\eta} . \tag{5.44}
\end{equation*}
$$

## - Estimate 2

We test (5.23) by $\dot{v}_{i}$ and sum up over $i=0,1, \ldots, n$. We get

$$
\begin{align*}
& \int_{\Omega}\left(\left(\chi^{(n)}+\rho^{*}\left(1-\chi^{(n)}\right)\right)\left(f_{R}\left(p^{(n)}\right)+\mathcal{G}_{0}\left[p^{(n)}\right]+\operatorname{div} u^{(n)}\right)\right)_{t} M_{R}\left(p^{(n)}\right)_{t} \mathrm{~d} x \\
& +\int_{\Omega} \frac{1}{\rho_{W}}\left(\nabla v^{(n)} \cdot \nabla v_{t}^{(n)}+\eta \Delta v^{(n)} \Delta v_{t}^{(n)}\right) \mathrm{d} x=\int_{\partial \Omega} \alpha(x)\left(p^{*}-p^{(n)}\right) M_{R}\left(p^{(n)}\right)_{t} \mathrm{~d} s(x) \tag{5.45}
\end{align*}
$$

Defining

$$
\hat{\mu}_{R}(p):=\int_{0}^{p} M_{R}^{\prime}(z) z \mathrm{~d} z=\int_{0}^{p} \mu_{R}(z) z \mathrm{~d} z
$$

for $p \in \mathbb{R}$, we can rewrite

$$
\begin{aligned}
& \int_{\partial \Omega} \alpha(x)\left(p^{(n)}-p^{*}\right) M_{R}\left(p^{(n)}\right)_{t} \mathrm{~d} s(x)=\int_{\partial \Omega} \alpha(x)\left(p^{(n)} M_{R}\left(p^{(n)}\right)_{t}-p^{*} M_{R}\left(p^{(n)}\right)_{t}\right) \mathrm{d} s(x) \\
& =\int_{\partial \Omega} \alpha(x)\left(\hat{\mu}_{R}\left(p^{(n)}\right)_{t}-\left(p^{*} M_{R}\left(p^{(n)}\right)\right)_{t}+p_{t}^{*} M_{R}\left(p^{(n)}\right)\right) \mathrm{d} s(x) \\
& =\int_{\partial \Omega} \alpha(x)\left(\hat{\mu}_{R}\left(p^{(n)}\right)-p^{*} M_{R}\left(p^{(n)}\right)\right)_{t} \mathrm{~d} s(x)+\int_{\partial \Omega} \alpha(x) p_{t}^{*} M_{R}\left(p^{(n)}\right) \mathrm{d} s(x) .
\end{aligned}
$$

Hence, computing the time derivative in the first summand and rearranging the terms, we can rewrite (5.45) as

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left(\int_{\Omega} \frac{1}{2 \rho_{W}}\left(\left|\nabla v^{(n)}\right|^{2}+\eta\left|\Delta v^{(n)}\right|^{2}\right) \mathrm{d} x+\int_{\partial \Omega} \alpha(x)\left(\hat{\mu}_{R}\left(p^{(n)}\right)-p^{*} M_{R}\left(p^{(n)}\right)\right) \mathrm{d} s(x)\right) \\
& +\int_{\Omega}\left(\chi^{(n)}+\rho^{*}\left(1-\chi^{(n)}\right)\right)\left(f_{R}\left(p^{(n)}\right)_{t}+\mathcal{G}_{0}\left[p^{(n)}\right]_{t}\right) M_{R}\left(p^{(n)}\right)_{t} \mathrm{~d} x \\
& =-\int_{\Omega}\left(1-\rho^{*}\right) \chi_{t}^{(n)} \operatorname{div} u^{(n)} M_{R}\left(p^{(n)}\right)_{t} \mathrm{~d} x-\int_{\Omega}\left(1-\rho^{*}\right) \chi_{t}^{(n)}\left(f_{R}\left(p^{(n)}\right)+\mathcal{G}_{0}\left[p^{(n)}\right]\right) M_{R}\left(p^{(n)}\right)_{t} \mathrm{~d} x  \tag{5.46}\\
& -\int_{\Omega}\left(\chi^{(n)}+\rho^{*}\left(1-\chi^{(n)}\right)\right) \operatorname{div} u_{t}^{(n)} M_{R}\left(p^{(n)}\right)_{t} \mathrm{~d} x-\int_{\partial \Omega} \alpha(x) p_{t}^{*} M_{R}\left(p^{(n)}\right) \mathrm{d} s(x) .
\end{align*}
$$

Combining (B.24) with the identity (B.21) for the play, we see that it holds

$$
\mathcal{G}_{0}\left[p^{(n)}\right]_{t} M_{R}\left(p^{(n)}\right)_{t}=\mathcal{G}_{0}\left[p^{(n)}\right]_{t} p_{t}^{(n)} \mu_{R}\left(p^{(n)}\right) \geq 0 .
$$

Hence by (5.7), (5.9) and Hypothesis 5.1 (vi), (vii) we obtain the pointwise lower bound

$$
\left(\chi^{(n)}+\rho^{*}\left(1-\chi^{(n)}\right)\right)\left(f_{R}\left(p^{(n)}\right)_{t}+\mathcal{G}_{0}\left[p^{(n)}\right]_{t}\right) M_{R}\left(p^{(n)}\right)_{t} \geq \rho^{*} f_{R}^{\prime}\left(p^{(n)}\right) \mu_{R}\left(p^{(n)}\right)\left|p_{t}^{(n)}\right|^{2} \geq C_{R}\left|p_{t}^{(n)}\right|^{2} .
$$

We now integrate (5.46) in time $\int_{0}^{\tau} \mathrm{d} t$ for some $\tau \in[0, T]$. Note that $\hat{\mu}_{R}(p) \geq \mu^{b} p^{2} / 2$ for all $p \in \mathbb{R}$. Hence, arguing as for estimate (5.37) with $p^{(n)} M_{R}\left(p^{(n)}\right)$ replaced by $\hat{\mu}_{R}\left(p^{(n)}\right)$, we obtain that the boundary term on the left-hand side is such that

$$
\begin{equation*}
\int_{\partial \Omega} \alpha(x)\left(\hat{\mu}_{R}\left(p^{(n)}\right)-p^{*} M_{R}\left(p^{(n)}\right)\right)(x, \tau) \mathrm{d} s(x) \geq \frac{\mu^{b}}{4} \int_{\partial \Omega} \alpha(x)\left|p^{(n)}\right|^{2}(x, \tau) \mathrm{d} s(x)-C_{R} . \tag{5.47}
\end{equation*}
$$

Concerning the initial conditions, we employ Hypothesis 5.1 (iv) and (v) together with the following computations

$$
\begin{aligned}
\int_{\partial \Omega} \alpha(x) \hat{\mu}_{R}\left(p^{(n)}\right)(x, 0) \mathrm{d} s(x) & =\int_{\partial \Omega} \alpha(x) \hat{\mu}_{R}\left(M_{R}^{-1}\left(v^{(n)}\right)\right)(x, 0) \mathrm{d} s(x) \\
& \leq \frac{C_{R}}{\left(\mu^{b}\right)^{2}} \int_{\partial \Omega} \alpha(x)\left|v^{(n)}\right|^{2}(x, 0) \mathrm{d} s(x) \\
\int_{\partial \Omega} \alpha(x)\left|p^{*}\right|^{2}(x, 0) \mathrm{d} s(x) & =\int_{\partial \Omega} \alpha(x)\left|p^{*}\right|^{2}(x, \tau) \mathrm{d} s(x)-2 \int_{0}^{\tau} \int_{\partial \Omega} \alpha(x)\left(p^{*} p_{t}^{*}\right)(x, t) \mathrm{d} s(x) \mathrm{d} \tau \\
\int_{\partial \Omega} \alpha(x)\left|M_{R}\left(p^{(n)}\right)\right|^{2}(x, 0) \mathrm{d} s(x) & =\int_{\partial \Omega} \alpha(x)\left|v^{(n)}\right|^{2}(x, 0) \mathrm{d} s(x)
\end{aligned}
$$

Hence, exploiting also (5.36) and (5.40), we get

$$
\begin{aligned}
& \int_{\Omega}\left(\left|\nabla p^{(n)}\right|^{2}+\eta\left|\Delta v^{(n)}\right|^{2}\right)(x, \tau) \mathrm{d} x+\int_{\partial \Omega} \alpha(x)\left|p^{(n)}\right|^{2}(x, \tau) \mathrm{d} s(x)+\int_{0}^{\tau} \int_{\Omega}\left|p_{t}^{(n)}\right|^{2}(x, t) \mathrm{d} x \mathrm{~d} t \\
& \leq C_{R}\left(1+\int_{0}^{\tau} \int_{\Omega}\left(\left|\operatorname{div} u^{(n)}\right|\left|p_{t}^{(n)}\right|+\left|p^{(n)}\right|\left|p_{t}^{(n)}\right|+\left|\operatorname{div} u_{t}^{(n)} \| p_{t}^{(n)}\right|\right) \mathrm{d} x \mathrm{~d} t\right. \\
& \left.\quad+\int_{0}^{\tau} \int_{\partial \Omega} \alpha(x)\left|p_{t}^{*}\right|\left|p^{(n)}\right| \mathrm{d} s(x) \mathrm{d} t\right)
\end{aligned}
$$

Young's inequality and Hypothesis 5.1 (iii) and (iv) give

$$
\begin{aligned}
& \int_{\Omega}\left(\left|\nabla p^{(n)}\right|^{2}+\eta\left|\Delta v^{(n)}\right|^{2}\right)(x, \tau) \mathrm{d} x+\int_{\partial \Omega} \alpha(x)\left|p^{(n)}\right|^{2}(x, \tau) \mathrm{d} s(x)+\int_{0}^{\tau} \int_{\Omega}\left|p_{t}^{(n)}\right|^{2}(x, t) \mathrm{d} x \mathrm{~d} t \\
& \leq C_{R}\left(1+\int_{0}^{\tau} \int_{\Omega}\left(\left|\operatorname{div} u^{(n)}\right|^{2}+\left|p^{(n)}\right|^{2}+\left|\operatorname{div} u_{t}^{(n)}\right|^{2}\right)(x, t) \mathrm{d} x \mathrm{~d} t+\int_{0}^{\tau} \int_{\partial \Omega} \alpha(x)\left|p^{(n)}\right|^{2}(x, t) \mathrm{d} s(x) \mathrm{d} t\right)
\end{aligned}
$$

Using estimates (5.5), (5.41) and (5.42) we deduce

$$
\begin{array}{r}
\sup _{\tau \in[0, T]} \operatorname{ess}\left(\int_{\Omega}\left|\nabla p^{(n)}\right|^{2}(x, \tau) \mathrm{d} x+\int_{\partial \Omega} \alpha(x)\left|p^{(n)}\right|^{2}(x, \tau) \mathrm{d} s(x)\right) \leq C_{R} \\
\quad \sup _{\tau \in[0, T]} \operatorname{ess} \int_{\Omega}\left|\Delta v^{(n)}\right|^{2}(x, \tau) \mathrm{d} x \leq \frac{C_{R}}{\eta} \\
\int_{0}^{T} \int_{\Omega}\left|p_{t}^{(n)}\right|^{2}(x, t) \mathrm{d} x \mathrm{~d} t \leq C_{R} \tag{5.50}
\end{array}
$$

## - Estimate 3

We test (5.25) by $\dot{z}_{k}$ and sum over $k=0,1, \ldots, n$. We obtain

$$
\begin{align*}
& \int_{\Omega}\left(\mathcal{C}_{V}\left(\theta^{(n)}\right)_{t}-\mathbf{B} \nabla_{s} u_{t}^{(n)}: \nabla_{s} u_{t}^{(n)}-\left\|D_{\mathcal{P}}\left[\nabla_{s} u^{(n)}\right]_{t}\right\|_{*}-\frac{1}{\rho_{W}} \mu_{R}\left(p^{(n)}\right) Q_{R}\left(\left|\nabla p^{(n)}\right|^{2}\right)\right. \\
& \quad-\left(\chi^{(n)}+\rho^{*}\left(1-\chi^{(n)}\right)\right)\left|D_{0}\left[p^{(n)}\right]_{t}\right|-\gamma_{R}\left(p^{(n)}, \theta^{(n)}, \operatorname{div} u^{(n)}\right)\left|\chi_{t}^{(n)}\right|^{2} \\
& \left.\quad+\left(\frac{L}{\theta_{c}} \chi_{t}^{(n)}+\beta \operatorname{div} u_{t}^{(n)}\right) Q_{R}\left(\left(\theta^{(n)}\right)^{+}\right)\right) K_{R}\left(\theta^{(n)}\right)_{t} \mathrm{~d} x+\int_{\Omega} \nabla z^{(n)} \cdot \nabla z_{t}^{(n)} \mathrm{d} x  \tag{5.51}\\
& =\int_{\partial \Omega} \omega(x)\left(\theta^{*}-\theta^{(n)}\right) K_{R}\left(\theta^{(n)}\right)_{t} \mathrm{~d} s(x)
\end{align*}
$$

Defining

$$
\hat{\kappa}_{R}(\theta):=\int_{0}^{\theta} K_{R}^{\prime}(z) z \mathrm{~d} z=\int_{0}^{\theta} \kappa\left(Q_{R}\left(z^{+}\right)\right) z \mathrm{~d} z
$$

for $\theta \in \mathbb{R}$, we can rewrite

$$
\begin{aligned}
& \int_{\partial \Omega} \omega(x)\left(\theta^{(n)}-\theta^{*}\right) K_{R}\left(\theta^{(n)}\right)_{t} \mathrm{~d} s(x)=\int_{\partial \Omega} \omega(x)\left(\theta^{(n)} K_{R}\left(\theta^{(n)}\right)_{t}-\theta^{*} K_{R}\left(\theta^{(n)}\right)_{t}\right) \mathrm{d} s(x) \\
& =\int_{\partial \Omega} \omega(x)\left(\hat{\kappa}_{R}\left(\theta^{(n)}\right)_{t}-\left(\theta^{*} K_{R}\left(\theta^{(n)}\right)\right)_{t}+\theta_{t}^{*} K_{R}\left(\theta^{(n)}\right)\right) \mathrm{d} s(x) \\
& =\int_{\partial \Omega} \omega(x)\left(\hat{\kappa}_{R}\left(\theta^{(n)}\right)-\theta^{*} K_{R}\left(\theta^{(n)}\right)\right)_{t} \mathrm{~d} s(x)+\int_{\partial \Omega} \omega(x) \theta_{t}^{*} K_{R}\left(\theta^{(n)}\right) \mathrm{d} s(x)
\end{aligned}
$$

Hence, rearranging the terms in (5.51), we obtain

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left(\int_{\Omega}\left|\nabla z^{(n)}\right|^{2} \mathrm{~d} x+\int_{\partial \Omega} \omega(x)\left(\hat{\kappa}_{R}\left(\theta^{(n)}\right)-\theta^{*} K_{R}\left(\theta^{(n)}\right)\right) \mathrm{d} s(x)\right) \\
& +\int_{\Omega} \mathcal{C}_{V}^{\prime}\left(\theta^{(n)}\right) \kappa\left(Q_{R}\left(\left(\theta^{(n)}\right)^{+}\right)\right)\left|\theta_{t}^{(n)}\right|^{2} \mathrm{~d} x \\
& =\int_{\Omega}\left(\mathbf{B} \nabla_{s} u_{t}^{(n)}: \nabla_{s} u_{t}^{(n)}+\left\|D_{\mathcal{P}}\left[\nabla_{s} u^{(n)}\right]_{t}\right\|_{*}+\frac{1}{\rho_{W}} \mu_{R}\left(p^{(n)}\right) Q_{R}\left(\left|\nabla p^{(n)}\right|^{2}\right)\right. \\
& \quad+\left(\chi^{(n)}+\rho^{*}\left(1-\chi^{(n)}\right)\right)\left|D_{0}\left[p^{(n)}\right]_{t}\right|+\gamma_{R}\left(p^{(n)}, \theta^{(n)}, \operatorname{div} u^{(n)}\right)\left|\chi_{t}^{(n)}\right|^{2} \\
& \left.\quad-\left(\frac{L}{\theta_{c}} \chi_{t}^{(n)}+\beta \operatorname{div} u_{t}^{(n)}\right) Q_{R}\left(\left(\theta^{(n)}\right)^{+}\right)\right) \kappa\left(Q_{R}\left(\left(\theta^{(n)}\right)^{+}\right)\right) \theta_{t}^{(n)} \mathrm{d} x-\int_{\partial \Omega} \omega(x) \theta_{t}^{*} K_{R}\left(\theta^{(n)}\right) \mathrm{d} s(x)
\end{aligned}
$$

Note that Hypothesis 5.1 (ix) yields

$$
\begin{equation*}
\kappa^{b} \leq \kappa^{b}\left(1+\left(Q_{R}\left(\left(\theta^{(n)}\right)^{+}\right)\right)^{a}\right) \leq \kappa\left(Q_{R}\left(\left(\theta^{(n)}\right)^{+}\right)\right) \leq \kappa^{\sharp}\left(1+\left(Q_{R}\left(\left(\theta^{(n)}\right)^{+}\right)\right)^{a}\right) \leq C_{R} . \tag{5.52}
\end{equation*}
$$

We now integrate (5.51) in time $\int_{0}^{\tau} \mathrm{d} t$ for some $\tau \in[0, T]$. By (5.52) and Hypothesis 5.1 (viii) it holds

$$
\begin{aligned}
\int_{\Omega}\left|\nabla z^{(n)}\right|^{2} \mathrm{~d} x & =\int_{\Omega}\left|\kappa\left(Q_{R}\left(\left(\theta^{(n)}\right)^{+}\right)\right)\right|^{2}\left|\nabla \theta^{(n)}\right|^{2} \mathrm{~d} x \geq\left(\kappa^{b}\right)^{2} \int_{\Omega}\left|\nabla \theta^{(n)}\right|^{2} \mathrm{~d} x \\
\int_{0}^{\tau} \int_{\Omega} \mathcal{C}_{V}^{\prime}\left(\theta^{(n)}\right) \kappa\left(Q_{R}\left(\left(\theta^{(n)}\right)^{+}\right)\right)\left|\theta_{t}^{(n)}\right|^{2} \mathrm{~d} x \mathrm{~d} t & =\int_{0}^{\tau} \int_{\Omega} c_{V}\left(\theta^{(n)}\right) \kappa\left(Q_{R}\left(\left(\theta^{(n)}\right)^{+}\right)\right)\left|\theta_{t}^{(n)}\right|^{2} \mathrm{~d} x \mathrm{~d} t \\
& \geq c^{b} \kappa^{b} \int_{0}^{\tau} \int_{\Omega}\left|\theta_{t}^{(n)}\right|^{2} \mathrm{~d} x \mathrm{~d} t
\end{aligned}
$$

Note also that $\hat{\kappa}_{R}(\theta) \geq \kappa^{b} \theta^{2} / 2$ for all $\theta \in \mathbb{R}$. Hence, using Young's inequality as in (5.37) we obtain

$$
\begin{aligned}
\int_{\partial \Omega} \omega(x)\left(\hat{\kappa}_{R}\left(\theta^{(n)}\right)-\theta^{*} K_{R}\left(\theta^{(n)}\right)\right) \mathrm{d} s(x) & \geq \frac{\kappa^{b}}{2} \int_{\partial \Omega} \omega(x)\left|\theta^{(n)}\right|^{2} \mathrm{~d} s(x)-C_{R} \int_{\partial \Omega} \omega(x)\left|\theta^{*} \theta^{(n)}\right|^{2} \mathrm{~d} s(x) \\
& \geq \frac{\kappa^{b}}{4} \int_{\partial \Omega} \omega(x)\left|\theta^{(n)}\right|^{2} \mathrm{~d} s(x)-C_{R}
\end{aligned}
$$

Concerning the initial conditions, we employ Hypothesis 5.1 (iv) and (v) together with the following computations

$$
\begin{aligned}
\int_{\partial \Omega} \omega(x) \hat{\kappa}_{R}\left(\theta^{(n)}\right)(x, 0) \mathrm{d} s(x) & =\int_{\partial \Omega} \omega(x) \hat{\kappa}_{R}\left(K_{R}^{-1}\left(z^{(n)}\right)\right)(x, 0) \mathrm{d} s(x) \\
& \leq C_{R} \int_{\partial \Omega} \omega(x)\left|z^{(n)}\right|^{2}(x, 0) \mathrm{d} s(x) \\
\int_{\partial \Omega} \omega(x)\left|\theta^{*}\right|^{2}(x, 0) \mathrm{d} s(x) & =\int_{\partial \Omega} \omega(x)\left|\theta^{*}\right|^{2}(x, \tau) \mathrm{d} s(x)-2 \int_{0}^{\tau} \int_{\partial \Omega} \omega(x)\left(\theta^{*} \theta_{t}^{*}\right)(x, t) \mathrm{d} s(x) \mathrm{d} \tau \\
\int_{\partial \Omega} \omega(x)\left|K_{R}\left(\theta^{(n)}\right)\right|^{2}(x, 0) \mathrm{d} s(x) & =\int_{\partial \Omega} \omega(x)\left|z^{(n)}\right|^{2}(x, 0) \mathrm{d} s(x)
\end{aligned}
$$

Thus, exploiting also (5.12), (5.40), (5.52), (B.9) and (B.30), we get

$$
\begin{aligned}
& \int_{\Omega}\left|\nabla \theta^{(n)}\right|^{2}(x, \tau) \mathrm{d} x+\int_{\partial \Omega} \omega(x)\left|\theta^{(n)}\right|^{2}(x, \tau) \mathrm{d} s(x)+\int_{0}^{\tau} \int_{\Omega}\left|\theta_{t}^{(n)}\right|^{2}(x, t) \mathrm{d} t \\
& \leq C_{R}\left(1+\int_{0}^{\tau} \int_{\Omega}\left(\left|\nabla_{s} u_{t}^{(n)}\right|^{2}+\left|p_{t}^{(n)}\right|+\left|p^{(n)}\right|^{2}+\left|\operatorname{div} u^{(n)}\right|^{2}\right)\left|\theta_{t}^{(n)}\right| \mathrm{d} x \mathrm{~d} t\right. \\
& \left.\quad+\int_{0}^{\tau} \int_{\partial \Omega} \omega(x)\left|\theta_{t}^{*}\right|\left|\theta^{(n)}\right| \mathrm{d} s(x) \mathrm{d} t\right)
\end{aligned}
$$

Young's inequality, Hypothesis 5.1 (iii), (iv) and estimate (5.50) give

$$
\begin{align*}
& \int_{\Omega}\left|\nabla \theta^{(n)}\right|^{2}(x, \tau) \mathrm{d} x+\int_{\partial \Omega} \omega(x)\left|\theta^{(n)}\right|^{2}(x, \tau) \mathrm{d} s(x)+\int_{0}^{\tau} \int_{\Omega}\left|\theta_{t}^{(n)}\right|^{2}(x, t) \mathrm{d} t  \tag{5.53}\\
& \leq C_{R}\left(1+\int_{0}^{\tau} \int_{\Omega}\left(\left|\nabla_{s} u_{t}^{(n)}\right|^{4}+\left|p^{(n)}\right|^{4}+\left|\operatorname{div} u^{(n)}\right|^{4}\right) \mathrm{d} x \mathrm{~d} t+\int_{0}^{\tau} \int_{\partial \Omega} \omega(x)\left|\theta^{(n)}\right|^{2} \mathrm{~d} s(x) \mathrm{d} t\right) .
\end{align*}
$$

We now need to estimate the terms $\nabla_{s} u_{t}^{(n)}$, $p^{(n)}$, div $u^{(n)}$ in the norm of $L^{4}(\Omega \times(0, T))$. Note that (5.48) and (5.50) entail $\nabla p^{(n)} \in L^{\infty}\left(0, T ; L^{2}\left(\Omega ; \mathbb{R}^{3}\right)\right), p_{t}^{(n)} \in L^{2}(\Omega \times(0, T))$ independently of $n$. Thus, applying Lemma A. 3 with $p_{0}=q_{0}=q_{1}=2, p_{1}=\infty, p_{2}=q_{2}=4$ we see that

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}\left|p^{(n)}\right|^{4}(x, t) \mathrm{d} x \mathrm{~d} t \leq C_{R} \tag{5.54}
\end{equation*}
$$

Now, let us consider (5.24) rewritten in the form

$$
\int_{\Omega} \mathcal{P}\left[\nabla_{s} u^{(n)}\right](x, t): \nabla_{s} \psi(x) \mathrm{d} x+\int_{\Omega} \mathbf{B} \nabla_{s} u_{t}^{(n)}(x, t): \nabla_{s} \psi(x) \mathrm{d} x=\int_{\Omega} w^{(n)}(x, t) \operatorname{div} \psi(x) \mathrm{d} x,
$$

where

$$
w^{(n)}(x, t):=p^{(n)}\left(\chi^{(n)}+\rho^{*}\left(1-\chi^{(n)}\right)\right)+\beta\left(Q_{R}\left(\left(\theta^{(n)}\right)^{+}\right)-\theta_{c}\right)(x, t)+G(x, t)
$$

according to Hypothesis 5.1 (ii). By the already mentioned $L^{p}$-regularity (with some $p \in[2, \infty$ )) for elliptic systems in divergence form and by (B.6) we deduce, arguing as for (5.30),

$$
\begin{align*}
\int_{\Omega}\left|\nabla_{s} u_{t}^{(n)}\right|^{p}(x, t) \mathrm{d} x & \leq C \int_{\Omega}\left|\nabla_{s} u^{(n)}\right|^{p}(x, 0) \mathrm{d} x+C t^{p-1} \int_{0}^{t} \int_{\Omega}\left|\nabla_{s} u_{t}^{(n)}\right|^{p}(x, \tau) \mathrm{d} x \mathrm{~d} \tau  \tag{5.55}\\
& +C \int_{\Omega}\left|w^{(n)}\right|^{p}(x, t) \mathrm{d} x \quad \text { a.e. }
\end{align*}
$$

By (5.54) and Hypothesis 5.1 (ii) we see that

$$
\int_{0}^{\tau} \int_{\Omega}\left|w^{(n)}\right|^{4}(x, t) \mathrm{d} x \mathrm{~d} t \leq C_{R}\left(\int_{0}^{\tau} \int_{\Omega}\left|p^{(n)}\right|^{4}(x, t) \mathrm{d} x \mathrm{~d} t+1\right) \leq C_{R}
$$

Therefore, choosing $p=4$ in (5.55) and using also Hypothesis 5.1 (v), by Grönwall's lemma A. 2 we obtain

$$
\int_{0}^{\tau} \int_{\Omega}\left|\nabla_{s} u_{t}^{(n)}\right|^{4}(x, t) \mathrm{d} x \mathrm{~d} t \leq C_{R}
$$

from which we deduce a bound also for the term $\operatorname{div} u^{(n)}$ since $\nabla_{s} u_{t}^{(n)}$ is dominant. Thus, coming back to (5.53), we finally obtain

$$
\begin{aligned}
& \int_{\Omega}\left|\nabla \theta^{(n)}\right|^{2}(x, \tau) \mathrm{d} x+\int_{\partial \Omega} \omega(x)\left|\theta^{(n)}\right|^{2}(x, \tau) \mathrm{d} s(x)+\int_{0}^{\tau} \int_{\Omega}\left|\theta_{t}^{(n)}\right|^{2}(x, t) \mathrm{d} x \mathrm{~d} t \\
& \leq C_{R}\left(1+\int_{0}^{\tau} \int_{\partial \Omega} \omega(x)\left|\theta^{(n)}\right|^{2}(x, t) \mathrm{d} s(x) \mathrm{d} t\right)
\end{aligned}
$$

from which, by Poincaré's inequality (A.10),

$$
\begin{aligned}
& \int_{\Omega}\left(\left|\theta^{(n)}\right|^{2}+\left|\nabla \theta^{(n)}\right|^{2}\right)(x, \tau) \mathrm{d} x+\int_{\partial \Omega} \omega(x)\left|\theta^{(n)}\right|^{2}(x, \tau) \mathrm{d} s(x)+\int_{0}^{\tau} \int_{\Omega}\left|\theta_{t}^{(n)}\right|^{2}(x, t) \mathrm{d} x \mathrm{~d} t \\
& \leq C_{R}\left(1+\int_{0}^{\tau} \int_{\partial \Omega} \omega(x)\left|\theta^{(n)}\right|^{2}(x, t) \mathrm{d} s(x) \mathrm{d} t\right)
\end{aligned}
$$

Applying Grönwall's lemma A. 2 we finally obtain for all $t \in(0, T)$ the estimates

$$
\begin{array}{r}
\sup _{\tau \in[0, T]}\left(\int_{\Omega}\left(\left|\theta^{(n)}\right|^{2}+\left|\nabla \theta^{(n)}\right|^{2}\right)(x, \tau) \mathrm{d} x+\int_{\partial \Omega} \omega(x)\left|\theta^{(n)}\right|^{2}(x, \tau) \mathrm{d} s(x)\right) \leq C_{R} \\
\int_{0}^{T} \int_{\Omega}\left|\theta_{t}^{(n)}\right|^{2}(x, t) \mathrm{d} x \mathrm{~d} t \leq C_{R} \tag{5.57}
\end{array}
$$

## Limit as $n \rightarrow \infty$

For the moment we keep the regularization parameters $\eta$ and $R$ fixed, and let $n \rightarrow \infty$ in (5.23)(5.26). From estimates $(5.41),(5.42),(5.44),(5.48),(5.50),(5.56)$ and (5.57) we see that there exists a subsequence of $\left\{\left(p^{(n)}, \theta^{(n)}\right): n \in \mathbb{N}\right\}$, which is again indexed by $n$, and functions $p, \theta$ such that

$$
\begin{array}{cll}
p_{t}^{(n)} \rightarrow p_{t}, \quad \theta_{t}^{(n)} \rightarrow \theta_{t} & \text { weakly in } L^{2}(\Omega \times(0, T)), \\
\nabla \theta^{(n)} \rightarrow \nabla \theta & \text { weakly-star in } L^{\infty}\left(0, T ; L^{2}\left(\Omega ; \mathbb{R}^{3}\right)\right)
\end{array}
$$

By the compact embeddings established in Theorem A.3, Theorem A. 4 and Corollary A. 9 we also have

$$
\begin{aligned}
p^{(n)} & \rightarrow p & & \text { strongly in } L^{q}(\Omega ; C[0, T]) \text { for } q \in[1,6) \text { and in } L^{2}(\partial \Omega \times(0, T)), \\
\nabla p^{(n)} & \rightarrow \nabla p & & \text { strongly in } L^{2}\left(\Omega \times(0, T) ; \mathbb{R}^{3}\right) \\
\theta^{(n)} & \rightarrow \theta & & \text { strongly in } L^{2}(\Omega \times(0, T)) \text { and in } L^{2}(\partial \Omega \times(0, T))
\end{aligned}
$$

We also need strong convergence of the sequences $\left\{\nabla_{s} u^{(n)}\right\}$ and $\left\{\nabla_{s} u_{t}^{(n)}\right\}$ in order to pass to the limit in some nonlinear terms. Note that, arguing as for (5.55), we obtain for $p=2$

$$
\begin{aligned}
\int_{0}^{T} \int_{\Omega}\left|\nabla_{s} u_{t}^{(n)}-\nabla_{s} u_{t}^{(m)}\right|^{2}(x, \tau) \mathrm{d} x \mathrm{~d} \tau & \leq C \int_{0}^{T} \int_{\Omega}\left|w^{(n)}-w^{(m)}\right|^{2}(x, \tau) \mathrm{d} x \mathrm{~d} \tau \\
& \leq C_{R}\left(1+\int_{0}^{T} \int_{\Omega}\left(\left|p^{(n)}-p^{(m)}\right|^{2}+\left|\chi^{(n)}-\chi^{(m)}\right|^{2}\right)(x, \tau) \mathrm{d} x \mathrm{~d} \tau\right)
\end{aligned}
$$

a. e. in $(0, T)$. Remark 4.1 and Proposition B. 5 yield

$$
\begin{equation*}
\left|\chi^{(n)}-\chi^{(m)}\right|(x, \tau) \leq \int_{0}^{\tau}\left|\chi_{t}^{(n)}-\chi_{t}^{(m)}\right|(x, t) \mathrm{d} t \leq 2 \int_{0}^{\tau}\left|F_{t}^{(n)}-F_{t}^{(m)}\right|(x, t) \mathrm{d} t \tag{5.58}
\end{equation*}
$$

from which, by Proposition B.12, Remark B. 13 and the pointwise inequality (5.5),

$$
\begin{aligned}
& \int_{0}^{T} \int_{\Omega}\left|\nabla_{s} u_{t}^{(n)}-\nabla_{s} u_{t}^{(m)}\right|^{2}(x, \tau) \mathrm{d} x \mathrm{~d} \tau \\
& \leq C_{R}\left(1+\int_{0}^{T} \int_{\Omega}\left(\left|p^{(n)}-p^{(m)}\right|^{2}(x, \tau)\right.\right. \\
& \left.\left.\quad+\int_{0}^{\tau}\left(\sup _{t \in[0, \tau]}\left|p^{(n)}-p^{(m)}\right|^{2}(x, t)+\left|\operatorname{div} u^{(n)}-\operatorname{div} u^{(m)}\right|^{2}(x, t)\right) \mathrm{d} t\right) \mathrm{~d} x \mathrm{~d} \tau\right) \\
& \leq C_{R}\left(1+\int_{0}^{T} \int_{\Omega}\left(\sup _{t \in[0, \tau]} \operatorname{ess}\left|p^{(n)}-p^{(m)}\right|^{2}(x, t)+\int_{0}^{\tau} \int_{0}^{t}\left|\nabla_{s} u_{t}^{(n)}-\nabla_{s} u_{t}^{(m)}\right|^{2}(x, s) \mathrm{d} s \mathrm{~d} t\right) \mathrm{d} x \mathrm{~d} \tau\right)
\end{aligned}
$$

Using Fubini Theorem ${ }^{1}$ and Grönwall's lemma A. 2 we obtain

$$
\begin{aligned}
& \int_{\Omega} \sup _{\tau \in[0, T]}\left|\nabla_{s} u^{(n)}-\nabla_{s} u^{(m)}\right|^{2}(x, \tau) \mathrm{d} x \leq \int_{0}^{T} \int_{\Omega}\left|\nabla_{s} u_{t}^{(n)}-\nabla_{s} u_{t}^{(m)}\right|^{2}(x, \tau) \mathrm{d} x \mathrm{~d} \tau \\
& \leq C_{R}\left(1+\int_{\Omega} \sup _{\tau \in[0, T]}\left|p^{(n)}-p^{(m)}\right|^{2}(x, \tau) \mathrm{d} x\right)
\end{aligned}
$$

The sequence $\left\{p^{(n)}\right\}$ is Cauchy in $L^{2}(\Omega ; C[0, T])$, hence $\left\{\nabla_{s} u^{(n)}\right\}$ and $\left\{\nabla_{s} u_{t}^{(n)}\right\}$ are also Cauchy sequences in $L^{2}\left(\Omega ; C\left([0, T] ; \mathbb{R}_{\text {sym }}^{3 \times 3}\right)\right)$ and in $L^{2}\left(\Omega \times(0, T) ; \mathbb{R}_{\text {sym }}^{3 \times 3}\right)$, respectively. Thus we conclude

$$
\begin{array}{lll}
\nabla_{s} u^{(n)} & \rightarrow \nabla_{s} u & \text { strongly in } L^{2}\left(\Omega ; C\left([0, T] ; \mathbb{R}_{\mathrm{sym}}^{3 \times 3}\right)\right) \\
\nabla_{s} u_{t}^{(n)} & \rightarrow \nabla_{s} u_{t} & \text { strongly in } L^{2}\left(\Omega \times(0, T) ; \mathbb{R}_{\mathrm{sym}}^{3 \times 3}\right)
\end{array}
$$

We are now ready to pass to the limit in the nonlinearities. By Theorem A.7, Hypothesis 5.1 (viii) and estimates (5.11), (5.12) we obtain

$$
\left.\begin{array}{rlrl}
f_{R}\left(p^{(n)}\right) \rightarrow f_{R}(p), & \Phi_{R}\left(p^{(n)}\right) \rightarrow \Phi_{R}(p) & & \text { strongly in } L^{2}(\Omega \times(0, T)), \\
\mathcal{C}_{V}\left(\theta^{(n)}\right) & \rightarrow \mathcal{C}_{V}(\theta) & \text { strongly in } L^{q}(\Omega \times(0, T)) \text { for all } q \in\left[1, \frac{2}{1+\hat{b}}\right] \\
\mathbf{B} \nabla_{s} u_{t}^{(n)}: \nabla_{s} u_{t}^{(n)} & \rightarrow \mathbf{B} \nabla_{s} u_{t}: \nabla_{s} u_{t} \\
Q_{R}\left(\left|\nabla p^{(n)}\right|^{2}\right) & \rightarrow Q_{R}\left(|\nabla p|^{2}\right) \\
\mu_{R}\left(p^{(n)}\right) & \rightarrow \mu_{R}(p) \\
Q_{R}\left(\left(\theta^{(n)}\right)^{+}\right) & \rightarrow Q_{R}\left(\theta^{+}\right) \\
1 \\
\frac{1}{\gamma_{R}\left(p^{(n)}, \theta^{(n)}, \operatorname{div} u^{(n)}\right)} & \rightarrow \frac{1}{\gamma_{R}(p, \theta, \operatorname{div} u)}
\end{array}\right\} \quad \text { strongly in } L^{1}(\Omega \times(0, T)),
$$

$$
\begin{aligned}
& { }^{1} \text { We use Fubini Theorem as follows } \\
& \qquad \int_{0}^{\tau}\left(\int_{0}^{t} f(s) \mathrm{d} s\right) \mathrm{d} s=\int_{0}^{\tau}\left(\int_{s}^{\tau} \mathrm{d} t\right) f(s) \mathrm{d} s=\int_{0}^{\tau}(\tau-s) f(s) \mathrm{d} s
\end{aligned}
$$

The above is also called Cauchy formula for repeated integrals. It will be frequently used in the whole thesis.
from which

$$
\begin{gathered}
f_{R}\left(p^{(n)}\right)_{t} \rightarrow f_{R}(p)_{t}, \quad \mathcal{C}_{V}\left(\theta^{(n)}\right)_{t} \rightarrow \mathcal{C}_{V}(\theta)_{t} \\
\gamma_{R}\left(p^{(n)}, \theta^{(n)}, \operatorname{div} u^{(n)}\right) \quad \rightarrow \quad \gamma_{R}(p, \theta, \operatorname{div} u)
\end{gathered}
$$

weakly in $L^{2}(\Omega \times(0, T))$,
strongly in $L^{q}(\Omega \times(0, T))$ for all $q \in[1, \infty)$.
Concerning the hysteresis terms, from Proposition B. 1 (i) and Proposition B. 12 we deduce

$$
\begin{aligned}
\mathcal{P}\left[\nabla_{s} u^{(n)}\right] & \rightarrow \mathcal{P}\left[\nabla_{s} u\right] & & \text { strongly in } L^{2}\left(\Omega ; C\left([0, T] ; \mathbb{R}_{\mathrm{sym}}^{3 \times 3}\right)\right) \\
\mathcal{G}_{0}\left[p^{(n)}\right] & \rightarrow \mathcal{G}_{0}[p] & & \text { strongly in } L^{2}(\Omega ; C[0, T]) \\
\mathcal{G}_{0}\left[p^{(n)}\right]_{t} & \rightarrow \mathcal{G}_{0}[p]_{t} & & \text { weakly in } L^{2}(\Omega \times(0, T))
\end{aligned}
$$

Looking at the definition of $U_{\mathcal{P}}$ in (B.7) and at Remark B. 13 for $U_{0}$, we see that

$$
U_{\mathcal{P}}\left[\nabla_{s} u^{(n)}\right] \rightarrow U_{\mathcal{P}}\left[\nabla_{s} u\right], \quad U_{0}\left[p^{(n)}\right] \rightarrow U_{0}[p] \quad \text { strongly in } L^{1}(\Omega ; C[0, T])
$$

These imply

$$
U_{\mathcal{P}}\left[\nabla_{s} u^{(n)}\right]_{t} \rightarrow U_{\mathcal{P}}\left[\nabla_{s} u\right]_{t}, \quad U_{0}\left[p^{(n)}\right]_{t} \rightarrow U_{0}[p]_{t} \quad \text { weakly in } L^{2}(\Omega \times(0, T))
$$

which together with the energy identities (B.8), (B.25) gives

$$
\left\|D_{\mathcal{P}}\left[\nabla_{s} u^{(n)}\right]_{t}\right\|_{*} \rightarrow\left\|D_{\mathcal{P}}\left[\nabla_{s} u\right]_{t}\right\|_{*}, \quad\left|D_{0}\left[p^{(n)}\right]_{t}\right| \rightarrow\left|D_{0}[p]_{t}\right| \quad \text { weakly in } L^{2}(\Omega \times(0, T))
$$

We now prove that the sequences $\left\{\chi^{(n)}\right\},\left\{\chi_{t}^{(n)}\right\}$ converge strongly in appropriate function spaces. Inequality (5.58) yields

$$
\int_{\Omega} \sup _{\tau \in[0, t]}\left|\chi^{(n)}-\chi^{(m)}\right|(x, \tau) \mathrm{d} x \leq \int_{0}^{\tau} \int_{\Omega}\left|\chi_{t}^{(n)}-\chi_{t}^{(m)}\right|(x, t) \mathrm{d} x \mathrm{~d} t \leq 2 \int_{0}^{\tau} \int_{\Omega}\left|F_{t}^{(n)}-F_{t}^{(m)}\right|(x, t) \mathrm{d} x \mathrm{~d} t
$$

where, due to the above convergences, $F_{t}^{(n)} \rightarrow F_{t}$ strongly in $L^{1}(\Omega \times(0, T))$. Hence we conclude that $\left\{\chi^{(n)}(x, t)\right\}$ and $\left\{\chi_{t}^{(n)}(x, t)\right\}$ are Cauchy sequences in $L^{1}(\Omega ; C[0, T])$ and in $L^{1}(\Omega \times(0, T))$, respectively. Moreover, since both $\left|\chi^{(n)}\right|$ and $\left|\chi_{t}^{(n)}\right|$ admit a uniform pointwise upper bound (see (5.40)), we can use the Lebesgue dominated convergence theorem to conclude that

$$
\begin{array}{lll}
\chi^{(n)} & \rightarrow \chi & \text { strongly in } L^{q}(\Omega ; C[0, T]) \text { for all } q \in[1, \infty) \\
\chi_{t}^{(n)} & \rightarrow \chi_{t} & \text { strongly in } L^{q}(\Omega \times(0, T)) \text { for all } q \in[1, \infty)
\end{array}
$$

Passing to the limit as $n \rightarrow \infty$ in (5.23)-(5.27) we see that $(p, u, \theta, \chi)$ is a solution to (5.18)-(5.21), (4.29) with the regularity stated in Proposition 5.4.

Limit as $\eta \rightarrow 0$
Let us denote by $\left(v^{(\eta)}, u^{(\eta)}, z^{(\eta)}, \chi^{(\eta)}\right)$ the solution to (5.18)-(5.21). Note that estimate (5.49) is preserved in the limit as $n \rightarrow \infty$, hence the limit function $v^{(\eta)}$ satisfies the inequality

$$
\begin{equation*}
\sup _{\tau \in[0, T]} \int_{\Omega}\left|\Delta v^{(\eta)}\right|^{2}(x, t) \mathrm{d} x \leq \frac{C_{R}}{\eta} \tag{5.59}
\end{equation*}
$$

This allows us to integrate by parts in equation (5.18) taking into account the boundary condition (5.22), obtaining

$$
\begin{align*}
& \int_{\Omega}\left(\left(\chi^{(\eta)}+\rho^{*}\left(1-\chi^{(\eta)}\right)\right)\left(f_{R}\left(M_{R}^{-1}\left(v^{(\eta)}\right)\right)+\mathcal{G}_{0}\left[M_{R}^{-1}\left(v^{(\eta)}\right)\right]+\operatorname{div} u^{(\eta)}\right)\right)_{t} \phi \mathrm{~d} x \\
& +\int_{\Omega} \frac{1}{\rho_{W}}\left(-\Delta v^{(\eta)} \phi+\eta \Delta v^{(\eta)} \Delta \phi\right) \mathrm{d} x=\int_{\partial \Omega} \alpha(x)\left(p^{*}-M_{R}^{-1}\left(v^{(\eta)}\right)\right) \phi \mathrm{d} s(x) \tag{5.60}
\end{align*}
$$

Choosing $\phi \in W^{2,2}(\Omega) \cap X_{0}$ and introducing the new variable $\hat{v}^{(\eta)}=\frac{1}{\rho_{W}} \Delta v^{(\eta)}$, we rewrite (5.60) in the form

$$
\begin{equation*}
\int_{\Omega} \hat{v}^{(\eta)}(\phi-\eta \Delta \phi) \mathrm{d} x=\int_{\Omega} h^{(\eta)} \phi \mathrm{d} x \tag{5.61}
\end{equation*}
$$

where

$$
h^{(\eta)}=\left(\left(\chi^{(\eta)}+\rho^{*}\left(1-\chi^{(\eta)}\right)\right)\left(f_{R}\left(M_{R}^{-1}\left(v^{(\eta)}\right)\right)+\mathcal{G}_{0}\left[M_{R}^{-1}\left(v^{(\eta)}\right)\right]+\operatorname{div} u^{(\eta)}\right)\right)_{t} .
$$

Note that the term $\mathcal{G}_{0}\left[p^{(\eta)}\right]_{t}$ is of order $p_{t}^{(\eta)}$ by (B.21) and (B.24). Hence by estimates (5.40)-(5.42) and (5.50) we see that $h^{(\eta)} \in L^{2}(\Omega \times(0, T))$, and its $L^{2}$-norm is bounded independently of $\eta$.
Consider now the system $\left\{e_{k}: k \in \mathbb{N}\right\}$ of eigenfunctions of the negative Laplace operator with zero Dirichlet boundary conditions

$$
-\Delta e_{k}=\lambda_{k} e_{k},\left.\quad e_{k}\right|_{\partial \Omega}=0, \quad \int_{\Omega}\left|e_{k}(x)\right|^{2} \mathrm{~d} x=1
$$

They form a complete orthonormal system in $L^{2}(\Omega)$ with $0<\lambda_{1} \leq \lambda_{2} \leq \lambda_{3} \leq \ldots$. The functions $h^{(\eta)}, \hat{v}^{(\eta)}$ admit the expansions

$$
h^{(\eta)}(x, t)=\sum_{k=1}^{\infty} h_{k}^{(\eta)}(t) e_{k}(x), \quad \hat{v}^{(\eta)}(x, t)=\sum_{k=1}^{\infty} \hat{v}_{k}^{(\eta)}(t) e_{k}(x),
$$

with coefficients $h_{k}^{(\eta)}:[0, T] \rightarrow \mathbb{R}, \hat{v}_{k}^{(\eta)}:[0, T] \rightarrow \mathbb{R}$. Choosing $\phi=e_{k}$ in (5.61) we obtain

$$
\hat{v}_{k}^{(\eta)}(t)=\frac{h_{k}^{(\eta)}(t)}{1+\eta \lambda_{k}}
$$

hence

$$
\begin{align*}
\int_{0}^{T} \int_{\Omega}\left|\hat{v}^{(\eta)}(x, t)\right|^{2} \mathrm{~d} x \mathrm{~d} t & =\int_{0}^{T} \sum_{k=1}^{\infty}\left|\hat{v}_{k}^{(\eta)}(t)\right|^{2} \mathrm{~d} t \\
& \leq \int_{0}^{T} \sum_{k=1}^{\infty}\left|h_{k}^{(\eta)}(t)\right|^{2} \mathrm{~d} t=\int_{0}^{T} \int_{\Omega}\left|h^{(\eta)}(x, t)\right|^{2} \mathrm{~d} x \mathrm{~d} t \leq C_{R} \tag{5.62}
\end{align*}
$$

for some positive constant $C_{R}$ independent of $\eta$. Thus we get, as $\eta \rightarrow 0$,

$$
\begin{array}{rll}
\nabla v^{(\eta)} & \rightarrow \nabla v & \text { strongly in } L^{2}\left(\Omega \times(0, T) ; \mathbb{R}^{3}\right), \\
\eta \Delta v^{(\eta)} & \rightarrow 0 & \text { strongly in } L^{2}(\Omega \times(0, T)),
\end{array}
$$

from which, by definition of $M_{R}$ in (5.17) and Hypothesis 5.1 (vii),

$$
\begin{aligned}
\nabla M_{R}^{-1}\left(v^{(\eta)}\right) & \rightarrow \nabla M_{R}^{-1}(v) & & \text { strongly in } L^{2}\left(\Omega \times(0, T) ; \mathbb{R}^{3}\right), \\
Q_{R}\left(\left|\nabla M_{R}^{-1}\left(v^{(\eta)}\right)\right|^{2}\right) & \rightarrow Q_{R}\left(\left|\nabla M_{R}^{-1}(v)\right|^{2}\right) & & \text { strongly in } L^{q}(\Omega \times(0, T)) \text { for all } q \in[1, \infty) .
\end{aligned}
$$

Estimates (5.41), (5.42), (5.48), (5.50), (5.56) and (5.57) are preserved when $n \rightarrow \infty$. Since they are independent of $\eta$, by letting $\eta \rightarrow 0$ we obtain the same convergences as before. This completes the proof of Proposition 5.4.

As a side product, from (5.62) we get that the estimate

$$
\int_{0}^{T} \int_{\Omega}\left|\Delta M_{R}(p)\right|^{2}(x, t) \mathrm{d} x \mathrm{~d} t \leq C_{R}
$$

holds also in the limit as $\eta \rightarrow 0$. Hence, arguing as for (5.44) we get

$$
\left\|M_{R}(p)\right\|_{L^{2}\left(0, T ; W^{2,2}(\Omega)\right)}^{2} \leq C_{R} .
$$

This, together with the Sobolev embedding $W^{1,2}(\Omega) \hookrightarrow L^{6}(\Omega)$, yields

$$
\begin{equation*}
\int_{0}^{T}\left(\int_{\Omega}|\nabla p|^{6}(x, t) \mathrm{d} x\right)^{1 / 3} \mathrm{~d} t \leq C_{R} \tag{5.63}
\end{equation*}
$$

### 5.2 Estimates independent of the cut-off parameter

We now come back to our cut-off system (5.13)-(5.16). We are going to derive a series of estimates independent of $R$. More precisely, after proving that the temperature stays away from zero, we will perform the energy estimate and the Dafermos estimate in order to gain some regularity for the temperature. Subsequently, a key-step will be the derivation of a bound for $p$ in an anisotropic Lebesgue space. Then an analogous estimate based on the particular structure of equation (5.14) is obtained for $\nabla_{s} u_{t}$. We finally show that this is sufficient for starting the Moser iteration and obtain an $L^{\infty}$ bound for $p$. After deriving some higher order estimates for the capillary pressure and for the temperature, we will be ready to let $R$ tend to $\infty$ in (5.13)-(5.16).

### 5.2.1 Positivity of the temperature

For every nonnegative test function $\zeta \in X$ we have, by virtue of (5.15),

$$
\begin{aligned}
& \int_{\Omega}\left(\mathcal{C}_{V}(\theta)_{t} \zeta+\kappa\left(Q_{R}\left(\theta^{+}\right)\right) \nabla \theta \cdot \nabla \zeta\right) \mathrm{d} x+\int_{\partial \Omega} \omega(x)\left(\theta-\theta^{*}\right) \zeta \mathrm{d} s(x) \\
& =\int_{\Omega}\left(\mathbf{B} \nabla_{s} u_{t}: \nabla_{s} u_{t}+\left\|D_{\mathcal{P}}\left[\nabla_{s} u\right]_{t}\right\|_{*}+\frac{1}{\rho_{W}} \mu_{R}(p) Q_{R}\left(|\nabla p|^{2}\right)\right. \\
& \left.\quad+\left(\chi+\rho^{*}(1-\chi)\right)\left|D_{0}[p]_{t}\right|+\gamma_{R}(p, \theta, \operatorname{div} u) \chi_{t}^{2}-\left(\frac{L}{\theta_{c}} \chi_{t}+\beta \operatorname{div} u_{t}\right) Q_{R}\left(\theta^{+}\right)\right) \zeta \mathrm{d} x \\
& \geq \int_{\Omega}\left(\frac{B^{b}}{3}\left|\operatorname{div} u_{t}\right|^{2}+\gamma^{b} \chi_{t}^{2}-\left(\frac{L}{\theta_{c}} \chi_{t}+\beta \operatorname{div} u_{t}\right) Q_{R}\left(\theta^{+}\right)\right) \zeta \mathrm{d} x,
\end{aligned}
$$

where in the last line we used Hypothesis 5.1 (i) together with inequality (5.5), and also estimate (5.12). Note that, by Young's inequality,

$$
\begin{gathered}
\frac{B^{b}}{3}\left|\operatorname{div} u_{t}\right|^{2}-\beta \operatorname{div} u_{t} Q_{R}\left(\theta^{+}\right)=\frac{B^{b}}{3}\left|\operatorname{div} u_{t}\right|^{2}-\sqrt{\frac{B^{b}}{2}} \operatorname{div} u_{t} \frac{\sqrt{2} \beta}{\sqrt{B^{b}}} Q_{R}\left(\theta^{+}\right) \geq \frac{B^{b}}{12}\left|\operatorname{div} u_{t}\right|^{2}-C\left(Q_{R}\left(\theta^{+}\right)\right)^{2}, \\
\gamma^{b} \chi_{t}^{2}-\frac{L}{\theta_{c}} \chi_{t} Q_{R}\left(\theta^{+}\right)=\gamma^{b} \chi_{t}^{2}-\sqrt{\gamma^{b}} \chi_{t} \frac{L}{\theta_{c} \sqrt{\gamma^{b}}} Q_{R}\left(\theta^{+}\right) \geq \frac{1}{2} \gamma^{b} \chi_{t}^{2}-C\left(Q_{R}\left(\theta^{+}\right)\right)^{2} .
\end{gathered}
$$

Hence we get

$$
\int_{\Omega}\left(\mathcal{C}_{V}(\theta)_{t} \zeta+\kappa\left(Q_{R}\left(\theta^{+}\right)\right) \nabla \theta \cdot \nabla \zeta\right) \mathrm{d} x+\int_{\partial \Omega} \omega(x)\left(\theta-\theta^{*}\right) \zeta \mathrm{d} s(x) \geq-C \int_{\Omega}\left(Q_{R}\left(\theta^{+}\right)\right)^{2} \zeta \mathrm{~d} x
$$

with a constant $C$ depending on $L, \theta_{c}, \beta, \mathbf{B}, \gamma^{b}$. Let now $\varphi(t)$ be the solution of the ODE

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{C}_{V}(\varphi(t))+C \varphi^{2}(t)=0, \quad \varphi(0)=\bar{\theta}
$$

with $\bar{\theta}$ from Hypothesis 5.1. Then $\varphi$ is

- nonincreasing: this immediately follows from the fact that $\frac{\mathrm{d}}{\mathrm{d} t} \mathcal{C}_{V}(\varphi(t)) \leq 0$ for all $t \geq 0$;
- positive: since $\varphi(0)>0$ and $\varphi$ is decreasing, we need to prove that there is no $t>0$ such that $\varphi(t)=0$. Let us assume by contradiction that at a certain time $t^{*}>0$ it happens that $\varphi\left(t^{*}\right)=0$. Now, defining $y:=\mathcal{C}_{V}(\varphi)$, we have that $y$ is a solution to the following Cauchy problem

$$
\dot{y}(t)+C\left(\left(\mathcal{C}_{V}\right)^{-1}(y(t))\right)^{2}=0, \quad y(0)=\mathcal{C}_{V}(\bar{\theta})
$$

For equations of this form, it is possible to deduce a formula for computing the vanishing time $t^{*}$. Let us consider $t \in\left[0, t^{*}\right)$, so that $\left(\mathcal{C}_{V}\right)^{-1}(y(t))>0$. Rewriting

$$
\frac{\dot{y}(t)}{C\left(\left(\mathcal{C}_{V}\right)^{-1}(y(t))\right)^{2}}=-1
$$

integrating $\int_{0}^{t^{*}} \mathrm{~d} t$ and operating the change of variable $y=y(t)$ we obtain

$$
\int_{y^{0}}^{y^{*}} \frac{1}{C\left(\left(\mathcal{C}_{V}\right)^{-1}(y)\right)^{2}} \mathrm{~d} y=t^{*}
$$

where $y^{0}=y(0)$ and $y^{*}=y\left(t^{*}\right)$. Coming back to the original variable $\varphi=\left(\mathcal{C}_{V}\right)^{-1}(y)$, the above integral can be rewritten as

$$
t^{*}=\int_{0}^{\bar{\theta}} \frac{\mathcal{C}_{V}^{\prime}(\varphi)}{C \varphi^{2}} \mathrm{~d} \varphi=\int_{0}^{\bar{\theta}} \frac{c_{V}(\varphi)}{C \varphi^{2}} \mathrm{~d} w \geq \frac{c^{b}}{C} \int_{0}^{\bar{\theta}} \frac{1}{\varphi^{3 / 2}} \mathrm{~d} \varphi=\infty
$$

where we used Hypothesis 5.1 (viii). Thus we have proved that such a time $t^{*}$ does not exist.
Taking into account the fact that $\mathcal{C}_{V}(\varphi)_{t}=-C \varphi^{2}$ and $\nabla \varphi=0$, for every nonnegative test function $\zeta \in X$ we have in particular

$$
\begin{aligned}
& \int_{\Omega}\left(\left(\mathcal{C}_{V}(\varphi)-\mathcal{C}_{V}(\theta)\right)_{t} \zeta+\kappa\left(Q_{R}\left(\theta^{+}\right)\right) \nabla(\varphi-\theta) \cdot \nabla \zeta\right) \mathrm{d} x+\int_{\partial \Omega} \omega(x)\left(\theta-\theta^{*}\right) \zeta \mathrm{d} s(x) \\
& \leq C \int_{\Omega}\left(\left(Q_{R}\left(\theta^{+}\right)\right)^{2}-\varphi^{2}\right) \zeta \mathrm{d} x
\end{aligned}
$$

Consider now the following regularization of the Heaviside function

$$
H_{\lambda}(z)= \begin{cases}0 & \text { for } z \leq 0 \\ z & \text { for } 0<z \leq \lambda \\ \bar{\lambda} & \text { for } z>\lambda\end{cases}
$$

and set $\zeta(x, t)=\varphi(t)-H_{\lambda}(\theta(x, t))$, which is an admissible test function. For all values of $x$ and $t$ it holds that
$\diamond 0 \leq \nabla(\varphi-\theta) \cdot \nabla H_{\lambda}(\varphi-\theta)=\left\{\begin{aligned} 0 & \text { for } z<0 \text { and for } z>\lambda, \\ \frac{|\nabla(\varphi-\theta)|^{2}}{\lambda} & \text { for } 0<z<\lambda ;\end{aligned}\right.$
$\diamond\left(\theta^{*}-\theta\right) H_{\lambda}(\varphi-\theta) \geq 0$ since

- if $\theta \leq \theta^{*}$ then it is trivial,
- if $\theta>\theta^{*}$ then by Hypothesis 5.1 (iv) $\theta>\bar{\theta}$, and from the monotonicity of $\varphi$ we get $\theta>\varphi$, which implies $H_{\lambda}(\varphi-\theta)=0$;
$\diamond\left(\left(Q_{R}\left(\theta^{+}\right)\right)^{2}-\varphi^{2}\right) H_{\lambda}(\varphi-\theta)=\left(Q_{R}\left(\theta^{+}\right)-\varphi\right)\left(Q_{R}\left(\theta^{+}\right)+\varphi\right) H_{\lambda}(\varphi-\theta) \leq 0$ since
- if $\left(Q_{R}\left(\theta^{+}\right)-\varphi\right)\left(Q_{R}\left(\theta^{+}\right)+\varphi\right) \leq 0$ then it is trivial,
- if $\left(Q_{R}\left(\theta^{+}\right)-\varphi\right)\left(Q_{R}\left(\theta^{+}\right)+\varphi\right)>0$, that is, $0<\varphi<Q_{R}\left(\theta^{+}\right)$, then $\varphi<\theta$ which implies $H_{\lambda}(\varphi-\theta)=0$.

This yields

$$
\int_{\Omega}\left(\mathcal{C}_{V}(\varphi)-\mathcal{C}_{V}(\theta)\right)_{t} H_{\lambda}(\varphi-\theta) \mathrm{d} x \leq 0
$$

By the Lebesgue Dominated Convergence Theorem we can pass to the limit in the above inequality for $\lambda \rightarrow 0$, getting

$$
\int_{\Omega}\left(\mathcal{C}_{V}(\varphi)-\mathcal{C}_{V}(\theta)\right)_{t} H(\varphi-\theta) \mathrm{d} x \leq 0
$$

that is, by the monotonicity of $\mathcal{C}_{V}$,

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega}\left(\mathcal{C}_{V}(\varphi)-\mathcal{C}_{V}(\theta)\right)^{+} \mathrm{d} x \leq 0, \quad\left(\mathcal{C}_{V}(\varphi)-\mathcal{C}_{V}(\theta)\right)^{+}(x, 0)=0
$$

which implies $\left(\mathcal{C}_{V}(\varphi)-\mathcal{C}_{V}(\theta)\right)^{+} \equiv 0$. Owing again to the monotonicity of $\mathcal{C}_{V}$ and $\varphi$, we conclude that, independently of $R$,

$$
\begin{equation*}
\theta(x, t) \geq \varphi(t) \geq \varphi(T)=: \theta_{T}>0 \quad \text { for all } x \text { and } t \tag{5.64}
\end{equation*}
$$

We now pass to a series of estimates independent of $R$.

### 5.2.2 Energy estimate

Since we proved that the temperature stays positive, from now on we will write $Q_{R}\left(\theta^{+}\right)=Q_{R}(\theta)$. We test (5.13) by $\phi=p$, (5.14) by $\psi=u_{t}$ and (5.15) by $\zeta=1$. Summing up the three resulting equations we obtain

$$
\begin{aligned}
& \int_{\Omega}\left(\left(\chi+\rho^{*}(1-\chi)\right)\left(f_{R}(p)+\mathcal{G}_{0}[p]+\operatorname{div} u\right)\right)_{t} p \mathrm{~d} x+\int_{\Omega} \frac{1}{\rho_{W}} \mu_{R}(p)|\nabla p|^{2} \mathrm{~d} x \\
& +\int_{\Omega}\left(\mathcal{P}\left[\nabla_{s} u\right]+\mathbf{B} \nabla_{s} u_{t}\right): \nabla_{s} u_{t} \mathrm{~d} x-\int_{\Omega}\left(p\left(\chi+\rho^{*}(1-\chi)\right)+\beta\left(Q_{R}(\theta)-\theta_{c}\right)\right) \operatorname{div} u_{t} \mathrm{~d} x \\
& +\int_{\Omega}\left(\mathcal{C}_{V}(\theta)_{t}-\mathbf{B} \nabla_{s} u_{t}: \nabla_{s} u_{t}-\left\|D_{\mathcal{P}}\left[\nabla_{s} u\right]_{t}\right\|_{*}-\frac{1}{\rho_{W}} \mu_{R}(p) Q_{R}\left(|\nabla p|^{2}\right)\right. \\
& \left.-\left(\chi+\rho^{*}(1-\chi)\right)\left|D_{0}[p]_{t}\right|-\gamma_{R}(p, \theta, \operatorname{div} u) \chi_{t}^{2}\right) \mathrm{d} x+\int_{\Omega}\left(\frac{L}{\theta_{c}} \chi_{t}+\beta \operatorname{div} u_{t}\right) Q_{R}(\theta) \mathrm{d} x \\
& =\int_{\partial \Omega} \alpha(x)\left(p^{*}-p\right) p \mathrm{~d} s(x)+\int_{\Omega} g \cdot u_{t} \mathrm{~d} x+\int_{\partial \Omega} \omega(x)\left(\theta^{*}-\theta\right) \mathrm{d} s(x) .
\end{aligned}
$$

Note that some of the terms cancel out. Moreover, recalling the notation introduced in (5.8) and the energy balance (B.25), the identities

$$
\begin{align*}
& \int_{\Omega}\left(\left(\chi+\rho^{*}(1-\chi)\right) f_{R}(p)\right)_{t} p \mathrm{~d} x=\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega}\left(\chi+\rho^{*}(1-\chi)\right) V_{R}(p) \mathrm{d} x+\int_{\Omega}\left(1-\rho^{*}\right) \chi_{t} \Phi_{R}(p) \mathrm{d} x,  \tag{5.65}\\
& \left.\int_{\Omega}\left(\left(\chi+\rho^{*}(1-\chi)\right) \mathcal{G}_{0}[p]\right)_{t} p \mathrm{~d} x-\int_{\Omega}\left(\chi+\rho^{*}(1-\chi)\right) \mid D_{0}[p]\right]_{t} \mid \mathrm{d} x \\
& =\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega}\left(\chi+\rho^{*}(1-\chi)\right) U_{0}(p) \mathrm{d} x+\int_{\Omega}\left(1-\rho^{*}\right) \chi_{t}\left(p \mathcal{G}_{0}[p]-U_{0}[p]\right) \mathrm{d} x \tag{5.66}
\end{align*}
$$

hold true. Hence we obtain, using also (B.8),

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega}\left(\mathcal{C}_{V}(\theta)+\beta \theta_{c} \operatorname{div} u+\left(\chi+\rho^{*}(1-\chi)\right)\left(V_{R}(p)+U_{0}[p]\right)+U_{\mathcal{P}}\left[\nabla_{s} u\right]\right) \mathrm{d} x \\
& +\int_{\Omega}\left(\frac{1}{\rho_{W}} \mu_{R}(p)\left(|\nabla p|^{2}-Q_{R}\left(|\nabla p|^{2}\right)\right)+\frac{L}{\theta_{c}} Q_{R}(\theta) \chi_{t}\right) \mathrm{d} x \\
& -\int_{\Omega} \chi_{t}\left(\gamma_{R}(p, \theta, \operatorname{div} u) \chi_{t}-\left(1-\rho^{*}\right)\left(\Phi_{R}(p)+p \mathcal{G}_{0}[p]-U_{0}[p]+p \operatorname{div} u\right)\right) \mathrm{d} x \\
& =\int_{\Omega} g \cdot u_{t} \mathrm{~d} x+\int_{\partial \Omega}\left(\alpha(x)\left(p^{*}-p\right) p+\omega(x)\left(\theta^{*}-\theta\right)\right) \mathrm{d} s(x)
\end{aligned}
$$

and by (5.16) (see Remark B.2)

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega}\left(\mathcal{C}_{V}(\theta)+L \chi+\beta \theta_{c} \operatorname{div} u+\left(\chi+\rho^{*}(1-\chi)\right)\left(V_{R}(p)+U_{0}[p]\right)+U_{\mathcal{P}}\left[\nabla_{s} u\right]\right) \mathrm{d} x \\
& +\frac{1}{\rho_{W}} \int_{\Omega} \mu_{R}(p)\left(|\nabla p|^{2}-Q_{R}\left(|\nabla p|^{2}\right)\right) \mathrm{d} x+\int_{\partial \Omega}\left(\alpha(x)\left(p-p^{*}\right) p+\omega(x)\left(\theta-\theta^{*}\right)\right) \mathrm{d} s(x)  \tag{5.67}\\
& =\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega} g \cdot u \mathrm{~d} x-\int_{\Omega} g_{t} \cdot u \mathrm{~d} x .
\end{align*}
$$

We now integrate in time $\int_{0}^{\tau} \mathrm{d} t$. On the left-hand side Young's inequality, (B.9) and (5.5) entail

$$
\begin{align*}
U_{\mathcal{P}}\left[\nabla_{s} u\right]+\beta \theta_{c} \operatorname{div} u & =U_{\mathcal{P}}\left[\nabla_{s} u\right]+\frac{2 \beta \theta_{c}}{\sqrt{A^{b}}} \frac{\sqrt{A^{b}}}{2} \operatorname{div} u \\
& \geq \frac{A^{b}}{2}\left|\nabla_{s} u\right|^{2}-\frac{2 \beta^{2} \theta_{c}^{2}}{A^{b}}-\frac{A^{b}}{8}|\operatorname{div} u|^{2} \geq \frac{A^{b}}{8}\left|\nabla_{s} u\right|^{2}-C . \tag{5.68}
\end{align*}
$$

By the definition of $Q_{R}$ in (5.6), it holds $|\nabla p|^{2} \geq Q_{R}\left(|\nabla p|^{2}\right)$. The boundary term is such that

$$
\begin{align*}
& \int_{0}^{\tau} \int_{\partial \Omega}\left(\alpha(x)\left(p-p^{*}\right) p+\omega(x)\left(\theta-\theta^{*}\right)\right) \mathrm{d} s(x) \mathrm{d} t \\
& \geq \int_{0}^{\tau} \int_{\partial \Omega}\left(\alpha(x)\left(p^{2}-\frac{\left|p^{*}\right|^{2}}{2}-\frac{p^{2}}{2}\right)+\omega(x)\left(\theta-\theta^{*}\right)\right) \mathrm{d} s(x) \mathrm{d} t  \tag{5.69}\\
& \geq \int_{0}^{\tau} \int_{\partial \Omega}\left(\alpha(x) \frac{p^{2}}{2}+\omega(x) \theta\right) \mathrm{d} s(x) \mathrm{d} t-C
\end{align*}
$$

thanks to Hypothesis 5.1 (iii) and (iv). Concerning the right-hand side of (5.67), the time integration gives

$$
\int_{\Omega}(g \cdot u)(x, \tau) \mathrm{d} x-\int_{\Omega} g(x, 0) \cdot u^{0}(x) \mathrm{d} x-\int_{0}^{\tau} \int_{\Omega}\left(g_{t} \cdot u\right)(x, t) \mathrm{d} x \mathrm{~d} t,
$$

where the term containing the initial conditions is controlled by using Hölder's inequality and observing that

$$
\int_{\Omega}|g|^{2}(x, 0) \mathrm{d} x=\int_{\Omega}|g|^{2}(x, \tau) \mathrm{d} x-2 \int_{0}^{\tau} \int_{\Omega}\left(g \cdot g_{t}\right)(x, t) \mathrm{d} x \mathrm{~d} t
$$

Hence by Young's inequality and Hypothesis 5.1 (ii), (v) we deduce

$$
\begin{aligned}
& \int_{\Omega}(g \cdot u)(x, \tau) \mathrm{d} x-\int_{\Omega} g(x, 0) \cdot u^{0}(x) \mathrm{d} x-\int_{0}^{\tau} \int_{\Omega}\left(g_{t} \cdot u\right)(x, t) \mathrm{d} x \mathrm{~d} t \\
& \leq \frac{2 \sqrt{2}}{\sqrt{A^{b} c}}\left(\int_{\Omega}|g|^{2}(x, \tau) \mathrm{d} x\right)^{1 / 2} \frac{\sqrt{A^{b} c}}{2 \sqrt{2}}\left(\int_{\Omega}|u|^{2}(x, \tau) \mathrm{d} x\right)^{1 / 2}+C\left(1+\left(\int_{0}^{\tau} \int_{\Omega}|u|^{2}(x, t) \mathrm{d} x \mathrm{~d} t\right)^{1 / 2}\right) \\
& \leq \frac{A^{b}}{16} \int_{\Omega}\left|\nabla_{s} u\right|^{2}(x, \tau) \mathrm{d} x+C\left(1+\int_{0}^{\tau} \int_{\Omega}\left|\nabla_{s} u\right|^{2}(x, t) \mathrm{d} x \mathrm{~d} t\right),
\end{aligned}
$$

where in the last line we used Korn's inequality (A.11). The first term in the last line is absorbed by (5.68). Finally, the initial conditions are kept under control thanks to (5.11), (B.7), (B.31) and Hypothesis 5.1 (v). Hence what we eventually get is

$$
\begin{aligned}
& \int_{\Omega}\left(\mathcal{C}_{V}(\theta)+V_{R}(p)+\left|\nabla_{s} u\right|^{2}\right)(x, \tau) \mathrm{d} x+\int_{0}^{\tau} \int_{\partial \Omega}\left(\alpha(x) p^{2}+\omega(x) \theta\right)(x, t) \mathrm{d} s(x) \mathrm{d} t \\
& \leq C\left(1+\int_{0}^{\tau} \int_{\Omega}\left|\nabla_{s} u\right|^{2}(x, t) \mathrm{d} x \mathrm{~d} t\right)
\end{aligned}
$$

and applying Grönwall's lemma A. 2 we finally obtain the estimates

$$
\begin{array}{r}
\underset{\tau \in[0, T]}{\sup \operatorname{ess}} \int_{\Omega}\left(\mathcal{C}_{V}(\theta)+V_{R}(p)+\left|\nabla_{s} u\right|^{2}\right)(x, \tau) \mathrm{d} x \leq C, \\
\quad \int_{0}^{T} \int_{\partial \Omega}\left(\alpha(x) p^{2}+\omega(x) \theta\right)(x, t) \mathrm{d} s(x) \mathrm{d} t \leq C . \tag{5.71}
\end{array}
$$

Estimate (5.70) also gives

$$
\begin{equation*}
\sup _{\tau \in[0, T]} \operatorname{ess} \int_{\Omega}|\theta|^{1+b}(x, \tau) \mathrm{d} x \leq C \tag{5.72}
\end{equation*}
$$

where $b$ is from Hypothesis 5.1 (viii).

### 5.2.3 Dafermos estimate

We set $\hat{\theta}:=Q_{R}(\theta)$ and test (5.15) by $\zeta=-\hat{\theta}^{-a}$, with $a$ from Hypothesis 5.1. This yields the identity

$$
\begin{align*}
& \int_{\Omega}\left(\mathcal{C}_{V}(\theta)_{t}-\mathbf{B} \nabla_{s} u_{t}: \nabla_{s} u_{t}-\left\|D_{\mathcal{P}}\left[\nabla_{s} u\right]_{t}\right\|_{*}-\frac{1}{\rho_{W}} \mu_{R}(p) Q_{R}\left(|\nabla p|^{2}\right)-\left(\chi+\rho^{*}(1-\chi)\right)\left|D_{0}[p]_{t}\right|\right. \\
& \left.-\gamma_{R}(p, \theta, \operatorname{div} u) \chi_{t}^{2}+\left(\frac{L}{\theta_{c}} \chi_{t}+\beta \operatorname{div} u_{t}\right) \hat{\theta}\right)\left(-\hat{\theta}^{-a}\right) \mathrm{d} x+\int_{\Omega} \kappa(\hat{\theta}) \nabla \theta \cdot \nabla\left(-\hat{\theta}^{-a}\right) \mathrm{d} x  \tag{5.73}\\
& =\int_{\partial \Omega} \omega(x)\left(\theta^{*}-\theta\right)\left(-\hat{\theta}^{-a}\right) \mathrm{d} s(x) .
\end{align*}
$$

It holds

$$
\int_{\Omega} \mathcal{C}_{V}(\theta)_{t}\left(-\hat{\theta}^{-a}\right) \mathrm{d} x=-\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega} F_{a}(\theta) \mathrm{d} x
$$

where

$$
F_{a}(\theta):=\int_{0}^{\theta} \frac{c_{V}(s)}{\left(Q_{R}(s)\right)^{a}} \mathrm{~d} s
$$

and by Hypothesis 5.1 (ix) also

$$
\int_{\Omega} \kappa(\hat{\theta}) \nabla \theta \cdot \nabla\left(-\hat{\theta}^{-a}\right) \mathrm{d} x=\int_{\Omega} \kappa(\hat{\theta}) a \hat{\theta}^{-a-1} \nabla \theta \cdot \nabla \hat{\theta} \mathrm{~d} x \geq a \kappa^{b} \int_{\Omega}|\nabla \hat{\theta}|^{2} \mathrm{~d} x .
$$

Hence from (5.73) we get, using also Hypothesis 5.1 (i) and inequalities (5.5), (5.12),

$$
\begin{align*}
& \int_{\Omega}\left(\frac{B^{b}}{3}\left|\operatorname{div} u_{t}\right|^{2}+\gamma^{b} \chi_{t}^{2}\right) \hat{\theta}^{-a} \mathrm{~d} x+a \kappa^{b} \int_{\Omega}|\nabla \hat{\theta}|^{2} \mathrm{~d} x  \tag{5.74}\\
& \leq \int_{\Omega}\left(\frac{L}{\theta_{c}} \chi_{t}+\beta \operatorname{div} u_{t}\right) \hat{\theta}^{1-a} \mathrm{~d} x+\int_{\partial \Omega} \omega(x)\left(\theta-\theta^{*}\right) \hat{\theta}^{-a} \mathrm{~d} s(x)+\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega} F_{a}(\theta) \mathrm{d} x,
\end{align*}
$$

where we neglected some positive terms on the left-hand side. Young's inequality yields

$$
\begin{aligned}
\left(\frac{L}{\theta_{c}} \chi_{t}+\beta \operatorname{div} u_{t}\right) \hat{\theta}^{1-a} & =\sqrt{\gamma^{b}} \chi_{t} \hat{\theta}^{-a / 2} \frac{L}{\theta_{c} \sqrt{\gamma^{b}}} \hat{\theta}^{1-a / 2}+\sqrt{\frac{B^{b}}{2}} \operatorname{div} u_{t} \hat{\theta}^{-a / 2} \frac{\sqrt{2} \beta}{\sqrt{B^{b}}} \hat{\theta}^{1-a / 2} \\
& \leq\left(\left.\frac{\gamma^{b}}{2} \chi_{t}\right|^{2}+\frac{B^{b}}{4}\left|\operatorname{div} u_{t}\right|^{2}\right) \hat{\theta}^{-a}+C \hat{\theta}^{2-a}
\end{aligned}
$$

with a constant $C$ depending only on $L, \theta_{c}, \beta, \mathbf{B}, \gamma^{b}$, whereas the boundary term is such that

$$
\begin{aligned}
\int_{\partial \Omega} \omega(x)\left(\theta-\theta^{*}\right) \hat{\theta}^{-a} \mathrm{~d} s(x) & \leq \frac{1}{\theta_{T}^{a}}\left(\int_{\partial \Omega} \omega(x) \theta \mathrm{d} s(x)+\int_{\partial \Omega} \omega(x) \theta^{*} \mathrm{~d} s(x)\right) \\
& \leq C\left(1+\int_{\partial \Omega} \omega(x) \theta \mathrm{d} s(x)\right)
\end{aligned}
$$

by (5.64) and Hypothesis 5.1 (iii), (iv). Note also that $F_{a}(\theta) \leq \mathcal{C}_{V}(\theta)$ for all $\theta \geq 0$. Thus integrating (5.74) in time $\int_{0}^{\tau} \mathrm{d} t$ for some $\tau \in[0, T]$ and neglecting some other positive terms on the left-hand side we obtain

$$
\begin{aligned}
& \int_{0}^{\tau} \int_{\Omega}|\nabla \hat{\theta}|^{2}(x, t) \mathrm{d} x \mathrm{~d} t \\
& \leq C\left(1+\int_{0}^{\tau} \int_{\Omega} \hat{\theta}^{2-a}(x, t) \mathrm{d} x \mathrm{~d} t+\int_{0}^{\tau} \int_{\partial \Omega} \omega(x) \theta(x, t) \mathrm{d} s(x) \mathrm{d} t+\int_{\Omega} \mathcal{C}_{V}(\theta)(x, \tau) \mathrm{d} x\right),
\end{aligned}
$$

and from estimates (5.70), (5.71)

$$
\begin{equation*}
\int_{0}^{\tau} \int_{\Omega}|\nabla \hat{\theta}|^{2}(x, t) \mathrm{d} x \mathrm{~d} t \leq C\left(1+\int_{0}^{\tau} \int_{\Omega} \hat{\theta}^{2-a}(x, t) \mathrm{d} x \mathrm{~d} t\right) \tag{5.75}
\end{equation*}
$$

Now, owing to estimate (5.72), we can apply the Gagliardo-Nirenberg inequality (A.8) with the choices $s=1+b, p=2$ and $N=3$ obtaining, for $t \in(0, T)$,

$$
|\hat{\theta}(t)|_{q} \leq C\left(|\hat{\theta}(t)|_{1+b}+|\hat{\theta}(t)|_{1+b}^{1-\varrho}|\nabla \hat{\theta}(t)|_{2}^{\varrho}\right) \leq C\left(1+|\nabla \hat{\theta}(t)|_{2}^{\varrho}\right)
$$

with $\varrho=\frac{6(q-1-b)}{(5-b) q}$ and for every $1+b<q<6$. In particular, since $\varrho \cdot \frac{(5-b) q}{3(q-1-b)}=2$, this and (5.75) yield

$$
\begin{equation*}
\int_{0}^{T}|\hat{\theta}(t)|_{q}^{(5-b) q / 3(q-1-b)} \mathrm{d} t \leq C\left(1+\int_{0}^{T}|\nabla \hat{\theta}(t)|_{2}^{2} \mathrm{~d} t\right) \leq C\left(1+\int_{0}^{T}|\hat{\theta}(t)|_{2-a}^{2-a} \mathrm{~d} t\right) \tag{5.76}
\end{equation*}
$$

Let us now choose $q=2-a$, which is admissible in the sense that $1+b<2-a$ thanks to Hypothesis 5.1. Since $\frac{5-b}{3(1-a-b)}>1$, we can apply Young's inequality on the right-hand side getting

$$
\begin{aligned}
\int_{0}^{T}\left(|\hat{\theta}(t)|_{2-a}^{2-a}\right)^{(5-b) / 3(1-a-b)} \mathrm{d} t & \leq C\left(1+\int_{0}^{T}|\hat{\theta}(t)|_{2-a}^{2-a} \mathrm{~d} t\right) \\
& \leq C+\frac{3(1-a-b)}{5-b} \int_{0}^{T}\left(|\hat{\theta}(t)|_{2-a}^{2-a}\right)^{(5-b) / 3(1-a-b)} \mathrm{d} t
\end{aligned}
$$

from which

$$
\int_{0}^{T}|\hat{\theta}(t)|_{2-a}^{2-a} \mathrm{~d} t \leq C
$$

Substituting in (5.76) entails

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}|\nabla \hat{\theta}|^{2}(x, t) \mathrm{d} x \mathrm{~d} t \leq C \tag{5.77}
\end{equation*}
$$

Coming back to (5.76) again and choosing $q=8 / 3+2 b / 3$, we also get

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega} \hat{\theta}^{8 / 3+2 b / 3}(x, t) \mathrm{d} x \mathrm{~d} t \leq C \tag{5.78}
\end{equation*}
$$

### 5.2.4 Mechanical energy estimate

In order to estimate the capillary pressure in a suitable anisotropic Lebesgue space, we first need to find a bound for $\operatorname{div} u_{t}$ in $L^{2}(\Omega \times(0, T))$, independently of $R$. To this purpose, we test (5.13) by $\phi=p$, (5.14) by $\psi=u_{t}$ and sum up to obtain, with the notation of the previous subsection,

$$
\begin{aligned}
& \int_{\Omega}\left(\left(\chi+\rho^{*}(1-\chi)\right)\left(f_{R}(p)+\mathcal{G}_{0}[p]+\operatorname{div} u\right)\right)_{t} p \mathrm{~d} x+\int_{\Omega} \frac{1}{\rho_{W}} \mu_{R}(p)|\nabla p|^{2} \mathrm{~d} x \\
& +\int_{\Omega}\left(\mathcal{P}\left[\nabla_{s} u\right]+\mathbf{B} \nabla_{s} u_{t}\right): \nabla_{s} u_{t} \mathrm{~d} x-\int_{\Omega}\left(p\left(\chi+\rho^{*}(1-\chi)\right)+\beta\left(\hat{\theta}-\theta_{c}\right)\right) \operatorname{div} u_{t} \mathrm{~d} x \\
& =\int_{\partial \Omega} \alpha(x)\left(p^{*}-p\right) p \mathrm{~d} s(x)+\int_{\Omega} g \cdot u_{t} \mathrm{~d} x
\end{aligned}
$$

Note that some terms cancel out. Owing to (5.65) and (5.66) and exploiting also the energy identity (B.8), what we eventually get is

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega}\left(\left(\chi+\rho^{*}(1-\chi)\right)\left(V_{R}(p)+U_{0}[p]\right)+U_{\mathcal{P}}\left[\nabla_{s} u\right]\right) \mathrm{d} x+\int_{\Omega} \frac{1}{\rho_{W}} \mu_{R}(p)|\nabla p|^{2} \mathrm{~d} x+\int_{\Omega} \mathbf{B} \nabla_{s} u_{t}: \nabla_{s} u_{t} \mathrm{~d} x \\
& +\int_{\Omega}\left(1-\rho^{*}\right) \chi_{t}\left(\Phi_{R}(p)+p \mathcal{G}_{0}[p]+p \operatorname{div} u-U_{0}[p]\right) \mathrm{d} x+\int_{\partial \Omega} \alpha(x)\left(p-p^{*}\right) p \mathrm{~d} s(x) \\
& \leq \int_{\Omega} \beta\left(\hat{\theta}-\theta_{c}\right) \operatorname{div} u_{t} \mathrm{~d} x+\int_{\Omega} g \cdot u_{t} \mathrm{~d} x .
\end{aligned}
$$

Now, (5.16) yields (see Remark B.2)

$$
\begin{align*}
& \left(1-\rho^{*}\right) \chi_{t}\left(\Phi_{R}(p)+p \mathcal{G}_{0}[p]+p \operatorname{div} u-U_{0}[p]\right)=\gamma_{R}(p, \theta, \operatorname{div} u) \chi_{t}^{2}-L \chi_{t}\left(\frac{\hat{\theta}}{\theta_{c}}-1\right) \\
& =\gamma_{R}(p, \theta, \operatorname{div} u) \chi_{t}^{2}-\sqrt{\gamma_{R}(p, \theta, \operatorname{div} u)} \chi_{t} \frac{L}{\sqrt{\gamma_{R}(p, \theta, \operatorname{div} u)}}\left(\frac{\hat{\theta}}{\theta_{c}}-1\right) \\
& \geq \frac{1}{2} \gamma_{R}(p, \theta, \operatorname{div} u) \chi_{t}^{2}-C(1+\hat{\theta}) \tag{5.79}
\end{align*}
$$

where in the last line we used Young's inequality and (5.12), and where the constant $C$ is independent of $R$. Moreover, from the pointwise inequality (5.5) and arguing as for (5.38) we get

$$
\begin{aligned}
\int_{\Omega} \beta\left(\hat{\theta}-\theta_{c}\right) \operatorname{div} u_{t} \mathrm{~d} x & =\int_{\Omega} \frac{\beta \sqrt{6}}{\sqrt{B^{b}}}\left(\hat{\theta}-\theta_{c}\right) \sqrt{\frac{B^{b}}{6}} \operatorname{div} u_{t} \mathrm{~d} x \leq C\left(1+\int_{\Omega} \hat{\theta}^{2} \mathrm{~d} x\right)+\frac{B^{b}}{4} \int_{\Omega}\left|\nabla_{s} u_{t}\right|^{2} \mathrm{~d} x \\
\int_{\Omega} g \cdot u_{t} \mathrm{~d} x & \leq C+\frac{B^{b}}{4} \int_{\Omega}\left|\nabla_{s} u_{t}\right|^{2} \mathrm{~d} x
\end{aligned}
$$

Hence we obtain, exploiting also Hypothesis 5.1 (i) to absorb the terms coming from the two estimates above,

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega}\left(\left(\chi+\rho^{*}(1-\chi)\right)\left(V_{R}(p)+U_{0}[p]\right)+U_{\mathcal{P}}\left[\nabla_{s} u\right]\right) \mathrm{d} x+\frac{\mu^{b}}{\rho_{W}} \int_{\Omega}|\nabla p|^{2} \mathrm{~d} x+\frac{B^{b}}{2} \int_{\Omega}\left|\nabla_{s} u_{t}\right|^{2} \mathrm{~d} x \\
& +\frac{1}{2} \int_{\Omega} \gamma_{R}(p, \theta, \operatorname{div} u) \chi_{t}^{2} \mathrm{~d} x+\frac{1}{2} \int_{\partial \Omega} \alpha(x) p^{2} \mathrm{~d} s(x) \leq C\left(1+\int_{\Omega} \hat{\theta}^{2} \mathrm{~d} x\right)
\end{aligned}
$$

where the boundary term was handled as in (5.69). We now integrate in time $\int_{0}^{\tau} \mathrm{d} t$ for some $\tau \in[0, T]$. The right-hand side is bounded thanks to estimate (5.78), whereas the initial conditions are kept under control thanks to (5.11), (B.2), (B.7), (B.31) and Hypothesis 5.1 (v). Hence, neglecting some already estimated positive terms, we finally obtain

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}\left(|\nabla p|^{2}+\left|\nabla_{s} u_{t}\right|^{2}\right)(x, t) \mathrm{d} x \mathrm{~d} t \leq C \tag{5.80}
\end{equation*}
$$

independently of $R$. This, together with (5.71) and Poincaré's inequality (A.10), yields

$$
\begin{equation*}
\|p\|_{L^{2}\left(0, T ; W^{1,2}(\Omega)\right)}^{2} \mathrm{~d} t \leq C \tag{5.81}
\end{equation*}
$$

### 5.2.5 Estimate for the capillary pressure

We choose an even function $b: \mathbb{R} \rightarrow(0, \infty)$ such that $b^{\prime}(p) \geq 0$ for $p>0$ and $p b(p) \in X$. Then we test (5.13) by $\phi=p b(p)$. We obtain

$$
\begin{align*}
& \int_{\Omega}\left(\left(\chi+\rho^{*}(1-\chi)\right)\left(f_{R}(p)+\mathcal{G}_{0}[p]+\operatorname{div} u\right)\right)_{t} p b(p) \mathrm{d} x+\int_{\Omega} \frac{1}{\rho_{W}} \mu_{R}(p)\left(b(p)+p b^{\prime}(p)\right)|\nabla p|^{2} \mathrm{~d} x  \tag{5.82}\\
& =\int_{\partial \Omega} \alpha(x)\left(p^{*}-p\right) p b(p) \mathrm{d} s(x) .
\end{align*}
$$

The term under the time derivative has the form

$$
\begin{align*}
& \int_{\Omega}\left(\left(\chi+\rho^{*}(1-\chi)\right)\left(f_{R}(p)+\mathcal{G}_{0}[p]+\operatorname{div} u\right)\right)_{t} p b(p) \mathrm{d} x \\
& =\int_{\Omega}\left(1-\rho^{*}\right) \chi_{t}\left(f_{R}(p)+\mathcal{G}_{0}[p]+\operatorname{div} u\right) p b(p) \mathrm{d} x+\int_{\Omega}\left(\chi+\rho^{*}(1-\chi)\right) f_{R}^{\prime}(p) p_{t} p b(p) \mathrm{d} x  \tag{5.83}\\
& +\int_{\Omega}\left(\chi+\rho^{*}(1-\chi)\right) \mathcal{G}_{0}[p]_{t} p b(p) \mathrm{d} x+\int_{\Omega}\left(\chi+\rho^{*}(1-\chi)\right) \operatorname{div} u_{t} p b(p) \mathrm{d} x .
\end{align*}
$$

We now define

$$
V_{b, R}(p):=\int_{0}^{p} f_{R}^{\prime}(z) z b(z) \mathrm{d} z
$$

so that

$$
\int_{\Omega}\left(\chi+\rho^{*}(1-\chi)\right) f_{R}^{\prime}(p) p_{t} p b(p) \mathrm{d} x=\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega}\left(\chi+\rho^{*}(1-\chi)\right) V_{b, R}(p) \mathrm{d} x-\int_{\Omega}\left(1-\rho^{*}\right) \chi_{t} V_{b, R}(p) \mathrm{d} x
$$

and introduce the modified Preisach potential

$$
U_{b}[p]:=\int_{0}^{\infty} \int_{0}^{\mathfrak{p}_{r}[p]} v b(v) \psi(r, v) \mathrm{d} v \mathrm{~d} r
$$

which satisfies

$$
\mathcal{G}_{0}[p]_{t} p b(p)-U_{b}[p]_{t} \geq 0 \text { a.e. }
$$

according to (B.32) and (B.33). Note that $V_{b, R}(p)>0$ and $U_{b}[p] \geq 0$ for all $p \neq 0$. Then (5.83) can be rewritten as

$$
\begin{align*}
& \int_{\Omega}\left(\left(\chi+\rho^{*}(1-\chi)\right)\left(f_{R}(p)+\mathcal{G}_{0}[p]+\operatorname{div} u\right)\right)_{t} p b(p) \mathrm{d} x \\
& \geq \frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega}\left(\chi+\rho^{*}(1-\chi)\right)\left(V_{b, R}(p)+U_{b}[p]\right) \mathrm{d} x+\int_{\Omega}\left(\chi+\rho^{*}(1-\chi)\right) \operatorname{div} u_{t} p b(p) \mathrm{d} x  \tag{5.84}\\
& +\int_{\Omega}\left(1-\rho^{*}\right) \chi_{t}\left(\left(p f_{R}(p)+p \mathcal{G}_{0}[p]+p \operatorname{div} u\right) b(p)-V_{b, R}(p)-U_{b}[p]\right) \mathrm{d} x .
\end{align*}
$$

Defining

$$
\Psi_{b, R}(p):=V_{R}(p) b(p)-V_{b, R}(p),
$$

we see that from (5.8) and (5.16) it holds

$$
\begin{aligned}
& \left(1-\rho^{*}\right) \chi_{t}\left(\left(p f_{R}(p)+p \mathcal{G}_{0}[p]+p \operatorname{div} u\right) b(p)-V_{b, R}(p)-U_{b}[p]\right) \\
& =\left(1-\rho^{*}\right) \chi_{t}\left(\left(\Phi_{R}(p)+p \mathcal{G}_{0}[p]-U_{0}[p]+p \operatorname{div} u\right) b(p)+\Psi_{b, R}(p)+U_{0}[p] b(p)-U_{b}[p]\right) \\
& =\left(\gamma_{R}(p, \theta, \operatorname{div} u) \chi_{t}^{2}-L \chi_{t}\left(\frac{\hat{\theta}}{\theta_{c}}-1\right)\right) b(p)+\left(1-\rho^{*}\right) \chi_{t}\left(\Psi_{b, R}(p)+U_{0}[p] b(p)-U_{b}[p]\right) .
\end{aligned}
$$

Now, using Young's inequality as in (5.79) we obtain

$$
\left(\gamma_{R}(p, \theta, \operatorname{div} u) \chi_{t}^{2}-L \chi_{t}\left(\frac{\hat{\theta}}{\theta_{c}}-1\right)\right) b(p) \geq \frac{1}{2} \gamma_{R}(p, \theta, \operatorname{div} u) \chi_{t}^{2} b(p)-C(1+\hat{\theta}) b(p)
$$

and similarly

$$
\begin{aligned}
& \left|\left(1-\rho^{*}\right) \chi_{t}\left(\Psi_{b, R}(p)+U_{0}[p] b(p)-U_{b}[p]\right)\right| \\
& \leq \frac{1}{4} \gamma_{R}(p, \theta, \operatorname{div} u) \chi_{t}^{2} b(p)+C \frac{\left(\Psi_{b, R}(p)+U_{0}[p] b(p)-U_{b}[p]\right)^{2}}{\gamma_{R}(p, \theta, \operatorname{div} u) b(p)}
\end{aligned}
$$

so that (5.84) entails

$$
\begin{align*}
& \int_{\Omega}\left(\left(\chi+\rho^{*}(1-\chi)\right)\left(f_{R}(p)+\mathcal{G}_{0}[p]+\operatorname{div} u\right)\right)_{t} p b(p) \mathrm{d} x \\
& \geq \frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega}\left(\chi+\rho^{*}(1-\chi)\right)\left(V_{b, R}(p)+U_{b}[p]\right) \mathrm{d} x+\int_{\Omega}\left(\chi+\rho^{*}(1-\chi)\right) \operatorname{div} u_{t} p b(p) \mathrm{d} x  \tag{5.85}\\
& +\frac{1}{4} \int_{\Omega} \gamma_{R}(p, \theta, \operatorname{div} u) \chi_{t}^{2} b(p) \mathrm{d} x-C \int_{\Omega}\left((1+\hat{\theta}) b(p)+\frac{\left(\Psi_{b, R}(p)+U_{0}[p] b(p)-U_{b}[p]\right)^{2}}{\gamma_{R}(p, \theta, \operatorname{div} u) b(p)}\right) \mathrm{d} x
\end{align*}
$$

We are going to prove that the quantity

$$
\frac{\left(\Psi_{b, R}(p)+U_{0}[p] b(p)-U_{b}[p]\right)^{2}}{\gamma_{R}(p, \theta, \operatorname{div} u) b(p)}
$$

is bounded by $\left(1+p^{2}\right) b(p)$ independently of $R$. To this aim, let us show that the inequality

$$
\begin{equation*}
V_{R}(p) \leq V(p)+\frac{f^{\sharp}}{2}\left(p^{2}-R^{2}\right)^{+} \tag{5.86}
\end{equation*}
$$

holds for all $p \in \mathbb{R}$. Indeed, by the definitions of $f_{R}, V_{R}$ and $V$ in (5.7), (5.8) and (B.28), we can argue as follows:

- if $|p| \leq R$ then

$$
V_{R}(p)=\int_{0}^{p} f_{R}^{\prime}(z) z \mathrm{~d} z=\int_{0}^{p} f^{\prime}(z) z \mathrm{~d} z=V(p)
$$

and (5.86) immediately follows;

- if $p>R$ then

$$
V_{R}(p)=\int_{0}^{R} f^{\prime}(z) z \mathrm{~d} z+\int_{R}^{p} f_{R}^{\prime}(z) z \mathrm{~d} z=V(R)+\frac{1}{2} f^{\prime}(R)\left(p^{2}-R^{2}\right)
$$

Now,

$$
V(R)+\frac{1}{2} f^{\prime}(R)\left(p^{2}-R^{2}\right) \leq V(p)+\frac{f^{\sharp}}{2}\left(p^{2}-R^{2}\right)
$$

if and only if

$$
\begin{aligned}
0 \leq V(p)-V(R)+\frac{1}{2}\left(f^{\sharp}-f^{\prime}(R)\right)\left(p^{2}-R^{2}\right) & =\int_{R}^{p} f^{\prime}(z) z \mathrm{~d} z+\int_{R}^{p}\left(f^{\sharp}-f^{\prime}(R)\right) z \mathrm{~d} z \\
& =\int_{R}^{p}\left(f^{\prime}(z)+f^{\sharp}-f^{\prime}(R)\right) z \mathrm{~d} z,
\end{aligned}
$$

which is certainly true since $f^{\prime}(z) \geq 0$ for all $z \in \mathbb{R}$ and $f^{\sharp} \geq f^{\prime}(R)$ by Hypothesis 5.1 (vi);

- if $p<-R$ then we argue as in the previous case.

Hence inequality (5.86), together with estimates (5.12), (B.30), the definition of $V(p)$ in (B.28) and Hypothesis 5.1 (vi) on $f$, entails

$$
\begin{aligned}
\frac{\left(\Psi_{b, R}(p)+U_{0}[p] b(p)-U_{b}[p]\right)^{2}}{\left(1+p^{2}\right) \gamma_{R}(p, \theta, \operatorname{div} u) b^{2}(p)} & \leq \frac{\left(V_{R}(p)+U_{0}[p]\right)^{2}}{\left(1+p^{2}\right) \gamma_{R}(p, \theta, \operatorname{div} u)} \leq \frac{\left(V(p)+\frac{f^{\sharp}}{2}\left(p^{2}-R^{2}\right)^{+}+U_{0}[p]\right)^{2}}{\left(1+p^{2}\right)\left(1+\left(p^{2}-R^{2}\right)^{+}\right)} \\
& \leq \frac{\left(1+p^{2}+\frac{f^{\sharp}}{2}\left(p^{2}-R^{2}\right)^{+}\right)^{2}}{\left(1+p^{2}\right)\left(1+\left(p^{2}-R^{2}\right)^{+}\right)} \leq C
\end{aligned}
$$

since $1+p^{2}+\left(p^{2}-R^{2}\right)^{+}+p^{2}\left(p^{2}-R^{2}\right)^{+} \geq 1+p^{2}+\left(\left(p^{2}-R^{2}\right)^{+}\right)^{2}$. Thus we have proved that

$$
\frac{\left(\Psi_{b, R}(p)+U_{0}[p] b(p)-U_{b}[p]\right)^{2}}{\gamma_{R}(p, \theta, \operatorname{div} u) b(p)} \leq C\left(1+p^{2}\right) b(p)
$$

independently of $R$. From (5.85) we conclude

$$
\begin{aligned}
& \int_{\Omega}\left(\left(\chi+\rho^{*}(1-\chi)\right)\left(f_{R}(p)+\mathcal{G}_{0}[p]+\operatorname{div} u\right)\right)_{t} p b(p) \mathrm{d} x \\
& \geq \frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega}\left(\chi+\rho^{*}(1-\chi)\right)\left(V_{b, R}(p)+U_{b}[p]\right) \mathrm{d} x+\frac{1}{4} \int_{\Omega} \gamma_{R}(p, \theta, \operatorname{div} u) \chi_{t}^{2} b(p) \mathrm{d} x \\
& -C \int_{\Omega}\left(1+|p|\left|\operatorname{div} u_{t}\right|+\hat{\theta}+p^{2}\right) b(p) \mathrm{d} x
\end{aligned}
$$

so that (5.82) yields

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega}\left(\chi+\rho^{*}(1-\chi)\right)\left(V_{b, R}(p)+U_{b}[p]\right) \mathrm{d} x+\int_{\Omega} \frac{1}{\rho_{W}} \mu_{R}(p)\left(b(p)+p b^{\prime}(p)\right)|\nabla p|^{2} \mathrm{~d} x \\
& +\int_{\partial \Omega} \alpha(x)\left(p-p^{*}\right) p b(p) \mathrm{d} s(x) \leq C \int_{\Omega}\left(1+|p|\left|\operatorname{div} u_{t}\right|+\hat{\theta}+p^{2}\right) b(p) \mathrm{d} x
\end{aligned}
$$

We now integrate in time $\int_{0}^{\tau} \mathrm{d} t$ for some $\tau \in[0, T]$, and obtain

$$
\begin{align*}
& \int_{\Omega}\left(\chi+\rho^{*}(1-\chi)\right)\left(V_{b, R}(p)+U_{b}[p]\right)(x, \tau) \mathrm{d} x+\int_{0}^{\tau} \int_{\Omega} \frac{1}{\rho_{W}} \mu_{R}(p)\left(b(p)+p b^{\prime}(p)\right)|\nabla p|^{2}(x, t) \mathrm{d} x \mathrm{~d} t \\
& +\int_{0}^{\tau} \int_{\partial \Omega} \alpha(x)\left(p-p^{*}\right) p b(p)(x, t) \mathrm{d} s(x) \mathrm{d} t  \tag{5.87}\\
& \leq C \int_{0}^{\tau} \int_{\Omega}\left(1+|p|\left|\operatorname{div} u_{t}\right|+\hat{\theta}+p^{2}\right) b(p)(x, t) \mathrm{d} x \mathrm{~d} t+\int_{\Omega}\left(V_{b, R}(p)+U_{b}[p]\right)(x, 0) \mathrm{d} x .
\end{align*}
$$

Now that we got rid of $\chi_{t}$ and derived a manageable estimate, we choose $b(p)=|p|^{2 k}$ with $k \geq \nu / 2$ which will be specified later. Here $\nu$ is as in Hypothesis 5.1. Note that this is an admissible choice, that is, $p b(p) \in X$. Indeed, by estimates (5.50), (5.63) and Theorem A. 3 with $p_{0}=q_{0}=p_{1}=2$, $q_{1}=6, q_{2}=\infty$ we have

$$
\begin{equation*}
p \in L^{q}(0, T ; C(\bar{\Omega})) \tag{5.88}
\end{equation*}
$$

for any $q \in[1,4)$. The bound also depends on $R$, but for a fixed $R$ and each $k>0$ the function $p|p|^{2 k}(\cdot, t)$ belongs to $X$ for a.e. $t \in(0, T)$.

With this choice (5.87) takes the form

$$
\begin{aligned}
& \int_{\Omega}\left(\chi+\rho^{*}(1-\chi)\right)\left(V_{R}^{k}(p)+U^{k}[p]\right)(x, \tau) \mathrm{d} x+(1+2 k) \int_{0}^{\tau} \int_{\Omega} \frac{1}{\rho_{W}} \mu_{R}(p)|p|^{2 k}|\nabla p|^{2}(x, t) \mathrm{d} x \mathrm{~d} t \\
& +\int_{0}^{\tau} \int_{\partial \Omega} \alpha(x)\left(p-p^{*}\right) p|p|^{2 k}(x, t) \mathrm{d} s(x) \mathrm{d} t \\
& \leq C \int_{0}^{\tau} \int_{\Omega}\left(\left|\operatorname{div} u_{t}\right||p|^{1+2 k}+(1+\hat{\theta})|p|^{2 k}+|p||p|^{1+2 k}\right)(x, t) \mathrm{d} x \mathrm{~d} t+\int_{\Omega}\left(V_{R}^{k}(p)+U^{k}[p]\right)(x, 0) \mathrm{d} x
\end{aligned}
$$

where, from Hypothesis 5.1 (vi),

$$
\begin{aligned}
V_{R}^{k}(p)(x, t) & :=\int_{0}^{p(x, t)} f_{R}^{\prime}(z) z|z|^{2 k} \mathrm{~d} z \geq \int_{0}^{p} \frac{f^{b}}{(1+|z|)^{1+\nu}} z|z|^{2 k} \mathrm{~d} z \geq \int_{0}^{p} \frac{f^{b}}{2 \max \{1,|z|\}^{1+\nu}} z|z|^{2 k} \mathrm{~d} z \\
& =\frac{f^{b}}{2}\left(\int_{0}^{1} z|z|^{2 k} \mathrm{~d} z+\int_{1}^{p} z|z|^{2 k-1-\nu} \mathrm{d} z\right) \geq \frac{f^{b}}{1+2 k-\nu}|p|^{1+2 k-\nu}-C, \\
U^{k}[p](x, t) & :=\int_{0}^{\infty} \int_{0}^{\mathfrak{p}_{r}[p p](x, t)} v|v|^{2 k} \psi(r, v) \mathrm{d} v \mathrm{~d} r \geq 0 .
\end{aligned}
$$

Note also that, from Hypothesis 5.1 (vi) and an analogous version of (B.31),

$$
\begin{aligned}
& V_{R}^{k}(p)(x, 0)=\int_{0}^{p^{0}(x)} f_{R}^{\prime}(z) z|z|^{2 k} \mathrm{~d} z \leq \frac{f^{\sharp}}{2+2 k}\left|p^{0}(x)\right|^{2+2 k}, \\
& U^{k}[p](x, 0)=\int_{0}^{\infty} \int_{0}^{\mathfrak{p}_{r}\left[p^{0}\right](x)} v|v|^{2 k} \psi(r, v) \mathrm{d} v \mathrm{~d} r \leq C_{\psi}^{*} \max \left\{\left|p^{0}(x)\right|, K\right\}^{1+2 k} .
\end{aligned}
$$

Moreover

$$
|p|^{2 k}|\nabla p|^{2}=\frac{1}{(1+k)^{2}}\left|\nabla\left(p|p|^{k}\right)\right|^{2}
$$

Finally, by Young's inequality with conjugate exponents $\left(\frac{2+2 k}{1+2 k}, 2+2 k\right)$, we see that the boundary term is such that

$$
\begin{aligned}
& \int_{0}^{\tau} \int_{\partial \Omega} \alpha(x)\left(p-p^{*}\right) p|p|^{2 k} \mathrm{~d} s(x) \mathrm{d} t \\
& =\int_{0}^{\tau} \int_{\partial \Omega} \alpha(x)|p|^{2+2 k} \mathrm{~d} s(x) \mathrm{d} t-\int_{0}^{\tau} \int_{\partial \Omega} \alpha(x) p^{*} p|p|^{2 k}(x, t) \mathrm{d} s(x) \mathrm{d} t \\
& \geq \int_{0}^{\tau} \int_{\partial \Omega} \alpha(x)|p|^{2+2 k} \mathrm{~d} s(x) \mathrm{d} t-\frac{1+2 k}{2+2 k} \int_{0}^{\tau} \int_{\partial \Omega} \alpha(x)|p|^{2+2 k} \mathrm{~d} s(x) \mathrm{d} t \\
& -\frac{1}{2+2 k} \int_{0}^{\tau} \int_{\partial \Omega} \alpha(x)\left|p^{*}\right|^{2+2 k} \mathrm{~d} s(x) \mathrm{d} t \\
& =\frac{1}{2+2 k} \int_{0}^{\tau} \int_{\partial \Omega} \alpha(x)|p|^{2+2 k} \mathrm{~d} s(x) \mathrm{d} t-\frac{1}{2+2 k} \int_{0}^{\tau} \int_{\partial \Omega} \alpha(x)\left|p^{*}\right|^{2+2 k} \mathrm{~d} s(x) \mathrm{d} t .
\end{aligned}
$$

Hence, using also Hypothesis 5.1 (vii), we obtain

$$
\begin{aligned}
& \frac{f^{b}}{1+2 k-\nu} \int_{\Omega}|p(x, \tau)|^{1+2 k-\nu} \mathrm{d} x+\mu^{b} \frac{1+2 k}{(1+k)^{2}} \int_{0}^{\tau} \int_{\Omega}\left|\nabla\left(p|p|^{k}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t \\
& +\frac{1}{2+2 k} \int_{0}^{\tau} \int_{\partial \Omega} \alpha(x)|p|^{2+2 k} \mathrm{~d} s(x) \mathrm{d} t \\
& \leq \frac{1}{2+2 k} \int_{0}^{\tau} \int_{\partial \Omega} \alpha(x)\left|p^{*}\right|^{2+2 k} \mathrm{~d} s(x) \mathrm{d} t+\frac{f^{\sharp}}{2+2 k} \int_{\Omega}\left|p^{0}(x)\right|^{2+2 k} \mathrm{~d} x+C_{\psi}^{*} \int_{\Omega} \max \left\{\left|p^{0}(x)\right|, K\right\}^{1+2 k} \mathrm{~d} x \\
& +C \int_{0}^{\tau} \int_{\Omega}\left(\left|\operatorname{div} u_{t}\right||p|^{1+2 k}+(1+\hat{\theta})(1+|p|)^{1+2 k}+|p||p|^{1+2 k}\right) \mathrm{d} x \mathrm{~d} t .
\end{aligned}
$$

Multiplying by $(1+k)$ and using Hypothesis 5.1 (iv) and (v) yield, for all $\tau \in[0, T]$, that there exists a function $h \in L^{2}(\Omega \times(0, T))$ such that

$$
\|h\|_{L^{2}(\Omega \times(0, T))} \leq C
$$

independently of $R$, as well as

$$
\begin{align*}
& \int_{\Omega}|p(x, \tau)|^{1+2 k-\nu} \mathrm{d} x+\int_{0}^{\tau} \int_{\Omega}\left|\nabla\left(p|p|^{k}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t+\int_{0}^{\tau} \int_{\partial \Omega} \alpha(x)|p|^{2+2 k} \mathrm{~d} s(x) \mathrm{d} t \\
& \quad \leq C(1+k)\left(C^{k}+\int_{0}^{\tau} \int_{\Omega}|h||p|^{1+2 k} \mathrm{~d} x \mathrm{~d} t\right) \tag{5.89}
\end{align*}
$$

with a constant $C \geq 1$ independent of $R$ and $k$. The existence of such a function $h$ comes from estimates (5.5) and (5.80) for $\operatorname{div} u_{t},(5.78)$ for $\hat{\theta}$ and (5.81) for $p$.

For the sake of simplicity, in the rest of the Section we will denote by $|v|_{r}$ the $L^{r}(\Omega)$-norm of a function $v \in L^{r}(\Omega)$ and $v \in L^{r}\left(\Omega ; \mathbb{R}^{3}\right)$ for $r \in[0, \infty]$, by $|v|_{1 ; r}$ the norm of a function $v \in W^{1, r}(\Omega)$ and by $\|v\|_{r}$ the norm of a function $v \in L^{r}(\Omega \times(0, T))$. Moreover, since we deal with anisotropic spaces $L^{q}\left(0, T ; L^{r}(\Omega)\right), q \neq r$, it is convenient to introduce for the norm of a function $v \in L^{q}\left(0, T ; L^{r}(\Omega)\right)$ the symbol

$$
\begin{equation*}
\|v\|_{r \rightarrow q}:=\left(\int_{0}^{T}|v(t)|_{r}^{q} \mathrm{~d} t\right)^{1 / q} \tag{5.90}
\end{equation*}
$$

For the function

$$
\begin{equation*}
w_{k}(x, t)=p(x, t)|p(x, t)|^{k} \tag{5.91}
\end{equation*}
$$

we obtain from (5.89) using Hölder's inequality and Poincaré's inequality (A.10) that

$$
\begin{equation*}
\sup _{\tau \in[0, T]}\left|w_{k}(\tau)\right|_{s_{k}}^{s_{k}}+\int_{0}^{\tau}\left|w_{k}(t)\right|_{1 ; 2}^{2} \mathrm{~d} t \leq C(1+k)\left(C^{k}+\left(\int_{0}^{T}\left|w_{k}(t)\right|_{q_{k}}^{q_{k}} \mathrm{~d} t\right)^{1 / 2}\right) \tag{5.92}
\end{equation*}
$$

for all $\tau \in[0, T]$, with

$$
s_{k}=\frac{1+2 k-\nu}{1+k}, \quad q_{k}=\frac{2+4 k}{1+k}
$$

and with a constant $C$ independent of $\tau, R$ and $k$. We now show that for a suitably chosen $k$, the right-hand side of (5.92) is dominated by the left-hand side, which will imply a bound for the left-hand side. By the Gagliardo-Nirenberg inequality (A.9) with $q=q_{k}, s=s_{k}, p=2$ and $N=3$ we have

$$
\begin{equation*}
\left|w_{k}(t)\right|_{q_{k}} \leq C\left|w_{k}(t)\right|_{s_{k}}^{1-\varrho_{k}}\left|w_{k}(t)\right|_{1 ; 2}^{\varrho_{k}}, \quad \varrho_{k}=\frac{\frac{1}{s_{k}}-\frac{1}{q_{k}}}{\frac{1}{s_{k}}-\frac{1}{6}} \tag{5.93}
\end{equation*}
$$

We now choose $k$ in such a way that $\varrho_{k} q_{k}=2$, that is, $3 q_{k}=6+2 s_{k}$, which yields

$$
k=1-\nu, \quad s_{k}=\frac{3(1-\nu)}{2-\nu}, \quad q_{k}=\frac{6-4 \nu}{2-\nu}, \quad q_{k}\left(1-\varrho_{k}\right)=q_{k}-2=\frac{2(1-\nu)}{2-\nu}=\frac{2}{3} s_{k}
$$

By Hypothesis 5.1 we have $s_{k} \geq 1$. Hence, by (5.93),

$$
\int_{0}^{T}\left|w_{k}(t)\right|_{q_{k}}^{q_{k}} \mathrm{~d} t \leq C \sup _{\tau \in[0, T]} \operatorname{ess}\left|w_{k}(\tau)\right|_{s_{k}}^{(2 / 3) s_{k}} \int_{0}^{T}\left|w_{k}(t)\right|_{1 ; 2}^{2} \mathrm{~d} t
$$

Since $k<1$, we conclude from (5.92) that there exists a constant $C$ independent of $R$ such that, in particular,

$$
\sup _{\tau \in[0, T]} \operatorname{ess}\left|w_{k}(\tau)\right|_{s_{k}} \leq C, \quad \int_{0}^{T}\left|w_{k}(t)\right|_{q_{k}}^{q_{k}} \mathrm{~d} t \leq C .
$$

Invoking (5.91), we obtain for $p$ the estimates

$$
\begin{equation*}
\sup _{\tau \in[0, T]}^{\operatorname{ess}}|p(\tau)|_{3(1-\nu)} \leq C, \quad \int_{0}^{T}|p(t)|_{6-4 \nu}^{6-4 \nu} \mathrm{~d} t \leq C . \tag{5.94}
\end{equation*}
$$

We now distinguish two cases: $\nu \leq 1 / 3$ and $\nu>1 / 3$. For $\nu \leq 1 / 3$ (that is, $3(1-\nu) \geq 2$ ) we have

$$
\begin{equation*}
\operatorname{supess}_{\tau \in[0, T]}|p(\tau)|_{2} \leq C \tag{5.95}
\end{equation*}
$$

For $\nu>1 / 3$ (that is, $3(1-\nu)<2$ ) we use again the Gagliardo-Nirenberg inequality (A.9) with $q=2$, $s=3(1-\nu), p=2$ and $N=3$, obtaining

$$
|p(t)|_{2} \leq C|p(t)|_{3(1-\nu)}^{1-\varrho}|p(t)|_{1 ; 2}^{\varrho}, \quad \varrho=\frac{3 \nu-1}{1+\nu},
$$

so that for

$$
q_{\nu}=\frac{2(1+\nu)}{3 \nu-1}
$$

we have

$$
\left(\int_{0}^{T}|p(t)|_{2}^{q_{\nu}} \mathrm{d} t\right)^{1 / q_{\nu}} \leq C \sup _{t \in[0, T]}|p(t)|_{3(1-\nu)}^{1-\varrho}\left(\int_{0}^{T}|p(t)|_{1 ; 2}^{2} \mathrm{~d} t\right)^{1 / q_{\nu}}
$$

Hence by virtue of (5.81) and (5.94) we obtain

$$
\begin{equation*}
\|p\|_{2 \rightarrow q_{\nu}} \leq C \tag{5.96}
\end{equation*}
$$

with a constant $C>0$ independent of $R$, according to the notation (5.90). Note that $q_{\nu} \geq 6$ thanks to Hypothesis 5.1.

### 5.2.6 Estimate for the displacement

Now that we have obtained a suitable estimate for the capillary pressure in (5.96), we derive an analogous estimate for $\operatorname{div} u_{t}$. To this aim we test (5.14) by $\psi=u_{t}$, which yields

$$
\int_{\Omega}\left(\mathbf{B} \nabla_{s} u_{t}: \nabla_{s} u_{t}\right)(x, t) \mathrm{d} x \leq \int_{\Omega}\left(-\mathcal{P}\left[\nabla_{s} u\right]: \nabla_{s} u_{t}+|p|\left|\operatorname{div} u_{t}\right|+\beta\left|\hat{\theta}-\theta_{c}\right|\left|\operatorname{div} u_{t}\right|+|g|\left|u_{t}\right|\right)(x, t) \mathrm{d} x .
$$

By (B.6), Hypothesis 5.1 (v) and (5.80) we have

$$
\int_{\Omega}\left|\mathcal{P}\left[\nabla_{s} u\right]\right|^{2}(x, t) \mathrm{d} x \leq C\left(1+\int_{0}^{T} \int_{\Omega}\left|\nabla_{s} u_{t}\right|^{2}(x, \tau) \mathrm{d} x \mathrm{~d} \tau\right) \leq C,
$$

hence using Hypothesis 5.1 (i) and Young's inequality as in Subsection 5.2.4 we conclude that the estimate

$$
\begin{equation*}
\int_{\Omega}\left|\nabla_{s} u_{t}\right|^{2}(x, t) \mathrm{d} x \leq C\left(1+\int_{\Omega}\left(p^{2}+\hat{\theta}^{2}\right)(x, t) \mathrm{d} x\right) \tag{5.97}
\end{equation*}
$$

holds for a. e. $t \in(0, T)$ with a constant $C>0$ independent of $R$. We want to find and estimate for $\nabla_{s} u_{t}$ in the norm of $L^{q}\left(0, T ; L^{2}(\Omega)\right)$ for a suitable $q$. To this aim we apply the Gagliardo-Nirenberg inequality (A.9) to $\hat{\theta}$ with the choices $q=p=2, s=1+b$ (with $b$ from Hypothesis 5.1) and $N=3$. We obtain that, for $t \in(0, T)$,

$$
|\hat{\theta}(t)|_{2} \leq C|\hat{\theta}(t)|_{1+b}^{1-\varrho}|\nabla \hat{\theta}(t)|_{1 ; 2}^{\varrho}, \quad \varrho=\frac{3-3 b}{5-b}
$$

so that for

$$
q_{b}=\frac{2(5-b)}{3-3 b}
$$

we have

$$
\left(\int_{0}^{T}|\hat{\theta}(t)|_{2}^{q_{b}} \mathrm{~d} t\right)^{1 / q_{b}} \leq C \sup _{t \in[0, T]} \operatorname{ess}|\hat{\theta}(t)|_{1+\hat{b}}^{1-\varrho}\left(\int_{0}^{T}|\nabla \hat{\theta}(t)|_{1 ; 2}^{2} \mathrm{~d} t\right)^{1 / q_{b}}
$$

Hence by virtue of (5.72) and (5.77) we get

$$
\begin{equation*}
\|\hat{\theta}\|_{2 \rightarrow q_{b}} \leq C \tag{5.98}
\end{equation*}
$$

independently of $R$. Note that our hypotheses on $b$ imply $q_{b} \geq 6$. Thus, coming back to (5.97) we have obtained that there exists $q:=\min \left\{q_{\nu}, q_{b}\right\} \geq 6$ such that, thanks to (5.95) or (5.96) and (5.97),

$$
\begin{equation*}
\left\|\nabla_{s} u_{t}\right\|_{2 \rightarrow q} \leq C \tag{5.99}
\end{equation*}
$$

independently of $R$, according to the notation (5.90).

### 5.2.7 Anisotropic Moser iterations

The starting point of our analysis is the inequality (5.89). Unlike in Subsection 5.2.5, we do not keep the exponent $k$ bounded, but we let $k \rightarrow \infty$ in a controlled way. The key step is the following modification of [94, Lemma 1.3.1].

Lemma 5.5. Let $\Omega \subset \mathbb{R}^{N}$ be a bounded Lipschitzian domain, and let $\bar{q} \geq 1, \bar{r} \geq 1$ be such that

$$
\begin{equation*}
\frac{1}{\bar{r}}+\frac{2}{\bar{q} N}=1, \quad \frac{1}{\bar{q}} \geq \frac{1}{\bar{r}}>1-\frac{2}{N} \tag{5.100}
\end{equation*}
$$

Let $a, b$ be real numbers satisfying the inequalities

$$
\begin{equation*}
\frac{1}{2} \leq a \leq b \leq \frac{N+2 a}{N+2} \leq 1 \tag{5.101}
\end{equation*}
$$

Then there exists a constant $C>0$ independent of $a, b$ such that for every $v \in L^{2}\left(0, T ; W^{1,2}(\Omega)\right)$ we have

$$
\begin{equation*}
\|v\|_{2 b \bar{r} \rightarrow 2 b \bar{q}}^{2 b} \leq C \max \left\{1, \sup _{t \in(0, T)}|v(t)|_{2 a}^{2 a}+\int_{0}^{T}|v(t)|_{1 ; 2}^{2} \mathrm{~d} t\right\} \tag{5.102}
\end{equation*}
$$

Proof. By virtue of the Gagliardo-Nirenberg inequality (A.9) with $q=2 b \bar{r}, s=2 a$ and $p=2$, there exists a constant $C>0$ independent of $a, b$ and of $v \in L^{2}\left(0, T ; W^{1,2}(\Omega)\right)$ such that

$$
\begin{equation*}
|v(t)|_{2 b \bar{r}} \leq C|v(t)|_{2 a}^{1-\varrho}|v(t)|_{1 ; 2}^{\varrho} \quad \text { for } t \in(0, T) \tag{5.103}
\end{equation*}
$$

with

$$
\varrho=\frac{\frac{1}{a}-\frac{1}{b \bar{r}}}{\frac{1}{a}+\frac{2}{N}-1}, \quad 1-\varrho=\frac{\frac{1}{b \bar{r}}+\frac{2}{N}-1}{\frac{1}{a}+\frac{2}{N}-1} .
$$

Indeed, the fact that $1 \leq 2 a \leq 2,1 \leq 2 b \leq 2$ makes the constant $C$ range in a bounded interval, from which we deduce that such a constant is independent of both $a$ and $b$. Moreover, we easily check that $\varrho \in(0,1)$. Raising (5.103) to the power $2 b \bar{q}$ and integrating in $t$ yields

$$
\begin{equation*}
\int_{0}^{T}|v(t)|_{2 b \bar{r}}^{2 b \bar{q}} \mathrm{~d} t \leq C^{2 b \bar{q}} \sup _{t \in(0, T)}|v(t)|_{2 a}^{(1-\varrho) 2 b \bar{q}} \int_{0}^{T}|v(t)|_{1 ; 2}^{2 \varrho b \bar{q}} \mathrm{~d} t \tag{5.104}
\end{equation*}
$$

We claim that $\varrho b \bar{q} \leq 1$. Indeed,

$$
\begin{aligned}
\left(\frac{1}{a}+\frac{2}{N}-1\right)(1-\varrho b \bar{q}) & =\frac{1}{a}+\frac{2}{N}-1-\frac{b \bar{q}}{a}+\frac{\bar{q}}{\bar{r}} \\
& =\left(\frac{b}{a}-1\right)\left(1-\frac{\bar{q}}{\bar{r}}\right)+\frac{1}{a}+\frac{2}{N}-\frac{b}{a}\left(1+\frac{2}{N}\right) \\
& \geq \frac{1}{a N}(N+2 a-b(N+2)) \geq 0
\end{aligned}
$$

by virtue of (5.100) and (5.101). We can therefore use Hölder's inequality in (5.104) and obtain

$$
\int_{0}^{T}|v(t)|_{2 b \bar{r}}^{2 b \bar{q}} \mathrm{~d} t \leq T^{1-\varrho b \bar{q}} C^{2 b \bar{q}} \sup _{t \in(0, T)}|v(t)|_{2 a}^{(1-\varrho) 2 b \bar{q}}\left(\int_{0}^{T}|v(t)|_{1,2}^{2} \mathrm{~d} t\right)^{\varrho b \bar{q}}
$$

that is,

$$
\begin{align*}
\|v\|_{2 b \bar{r} \rightarrow 2 b \bar{q}}^{2 b} & =\left(\int_{0}^{T}|v(t)|_{2 b \bar{q}}^{2 b \bar{q}} \mathrm{~d} t\right)^{1 / \bar{q}} \\
& \leq T^{(1 / \bar{q})-\varrho b} C^{2 b}\left(\sup _{t \in(0, T)}^{\operatorname{ess}}|v(t)|_{2 a}^{2 a}\right)^{(1-\varrho) b / a}\left(\int_{0}^{T}|v(t)|_{1,2}^{2} \mathrm{~d} t\right)^{\varrho b} \tag{5.105}
\end{align*}
$$

We check that

$$
\hat{\rho}:=(1-\varrho) \frac{b}{a}+\varrho b \leq 1
$$

This follows from the relation

$$
\begin{aligned}
\left(\frac{1}{a}+\frac{2}{N}-1\right)(1-\hat{\rho}) & =\left(\frac{1}{a}-1\right)\left(1-\frac{1}{\bar{r}}\right)-\frac{2}{N}\left(\frac{b}{a}-1\right) \\
& \geq \frac{2}{N+2}\left(\frac{1}{a}-1\right)-\frac{2}{N}\left(\frac{b}{a}-1\right) \geq 0
\end{aligned}
$$

We have used hypothesis (5.101) and the fact that $\bar{r} \geq 1+2 / N$, which follows from (5.100). Furthermore, for all positive numbers $\lambda, \mu, c, d$ we have as a consequence of Young's inequality that

$$
c^{\lambda} d^{\mu} \leq\left(\frac{\lambda}{\lambda+\mu} c+\frac{\mu}{\lambda+\mu} d\right)^{\lambda+\mu}
$$

so that (5.105) can be rewritten as

$$
\|v\|_{2 b \bar{r}+2 b \bar{q}}^{2 b} \leq T^{(1 / \bar{q})-\varrho b} C^{2 b}\left(\sup _{t \in(0, T)}|v(t)|_{2 a}^{2 a}+\int_{0}^{T}|v(t)|_{1,2}^{2} \mathrm{~d} t\right)^{\hat{\rho}}
$$

which implies (5.102).

We apply Lemma 5.5 to (5.89) first in a general space dimension $N \geq 2$. It is interesting to note that a condition similar to (5.100) appears also in [102, Chapter VII], where the authors prove an $L^{\infty}$-bound for solutions to linear parabolic equations. The measure $\alpha$ of degeneracy of the function $f$ thus does not seem to play any substantial role here.

As in (5.91), we define auxiliary functions $w_{k}=p|p|^{k}$ and rewrite (5.89) for $k \geq 1-\nu$ as

$$
\begin{align*}
& \int_{\Omega}\left|w_{k}(x, \tau)\right|^{2 a_{k}} \mathrm{~d} x+\int_{0}^{\tau} \int_{\Omega}\left|\nabla w_{k}\right|^{2} \mathrm{~d} x \mathrm{~d} t+\int_{0}^{\tau} \int_{\partial \Omega} \gamma(x)\left|w_{k}\right|^{2} \mathrm{~d} s(x) \mathrm{d} t \\
& \quad \leq(1+k) \max \left\{C^{1+k}, \int_{0}^{\tau} \int_{\Omega}|h|\left|w_{k}\right|^{2 b_{k}} \mathrm{~d} x \mathrm{~d} t\right\} \tag{5.106}
\end{align*}
$$

with a constant $C \geq 1$ independent of $k$, and with

$$
a_{k}=\frac{1+2 k-\nu}{2+2 k}, \quad b_{k}=\frac{1+2 k}{2+2 k} .
$$

Assume now that there exist $q \geq r$ such that

$$
\begin{equation*}
h \in L^{q}\left(0, T ; L^{r}(\Omega)\right), \quad \frac{1}{q}+\frac{N}{2 r}=: \epsilon<1 . \tag{5.107}
\end{equation*}
$$

From (5.106), Poincaré's inequality (A.10) and Hölder's inequality it follows that

$$
\begin{equation*}
\sup _{t \in(0, T)}^{\operatorname{ess}}\left|w_{k}(\tau)\right|_{2 a_{k}}^{2 a_{k}} \mathrm{~d} x+\int_{0}^{T} \int_{\Omega}\left|w_{k}(t)\right|_{1 ; 2}^{2} \mathrm{~d} t \leq(1+k) \max \left\{C^{1+k}, H\left\|w_{k}\right\|_{2 b_{k} r^{\prime} \rightarrow 2 b_{k} q^{\prime}}^{2 b_{k}}\right\}, \tag{5.108}
\end{equation*}
$$

where

$$
\begin{equation*}
H=\max \left\{1,\|h\|_{r \rightarrow q}\right\}, \quad \frac{1}{r^{\prime}}=1-\frac{1}{r}, \quad \frac{1}{q^{\prime}}=1-\frac{1}{q} . \tag{5.109}
\end{equation*}
$$

We now check that the conditions (5.100) and (5.101) are fulfilled with the choice

$$
\begin{equation*}
\bar{r}=\sigma r^{\prime}, \quad \bar{q}=\sigma q^{\prime}, \quad \sigma=1+\frac{2}{N}(1-\epsilon)>1, \quad a=a_{k}, \quad b=b_{k} . \tag{5.110}
\end{equation*}
$$

Indeed, the inequality $\bar{r} \geq \bar{q}$ is obvious. Furthermore,

$$
\sigma\left(\frac{1}{\bar{r}}+\frac{2}{N}\right)=1-\frac{1}{r}+\frac{2 \sigma}{N} \geq 1-\frac{2 \epsilon}{N}+\frac{2 \sigma}{N}=\sigma+\frac{2}{N}(\sigma-1)>\sigma
$$

hence $1 / \bar{r}>1-2 / N$. The first identity of (5.100) is obtained from the following computation:

$$
\sigma\left(\frac{1}{\bar{r}}+\frac{2}{\bar{q} N}\right)=\frac{1}{r^{\prime}}+\frac{2}{q^{\prime} N}=1+\frac{2}{N}-\frac{2 \epsilon}{N}=\sigma,
$$

which is precisely the desired result. To check that (5.101) holds, we just notice that the inequalities $1 / 2 \leq a_{k} \leq b_{k}$ are obvious for $k \geq 1-\nu$. We also have

$$
\frac{1}{b_{k}} \frac{N+2 a_{k}}{N+2}=\frac{(1+2 k)(N+2)+N-2 \nu}{(1+2 k)(N+2)}>1,
$$

and the assumptions of Lemma 5.5 are thus verified. Therefore, taking into account also (5.108), we obtain for every $k \geq 1-\nu$ the inequality

$$
\begin{equation*}
\left\|w_{k}\right\|_{2 b_{k} \sigma r^{\prime} \rightarrow 2 b_{k} \sigma q^{\prime}}^{2 b_{k}} \leq(1+k) H \max \left\{A^{1+k},\left\|w_{k}\right\|_{2 b_{k} r^{\prime} \rightarrow 2 b_{k} q^{\prime}}^{2 b_{k}}\right\}, \tag{5.111}
\end{equation*}
$$

with constants $\sigma>1$ given by (5.110), $H \geq 1$ given by (5.109) and $A \geq 1$ depending only on the data of the problem, all independent of $k$. We are now ready to prove the following result.

Proposition 5.6. Let Hypothesis 5.1 hold and let $(p, u, \theta, \chi)$ be a solution of (5.13)-(5.16) with the regularity from Proposition 5.4. Then the function $p$ admits an $L^{\infty}$-bound independent of $R$, more precisely,

$$
\begin{equation*}
|p(x, t)| \leq C\left((\bar{\nu} H)^{\sigma /(\bar{\nu}(\sigma-1))} \sigma^{\sigma /\left(\bar{\nu}(\sigma-1)^{2}\right)}\right)=: R_{\sigma} \tag{5.112}
\end{equation*}
$$

for a.e. $(x, t) \in \Omega \times(0, T)$ with $\sigma=19 / 18, H=\max \left\{1,\|p\|_{2 \rightarrow 6},\left\|\operatorname{div} u_{t}\right\|_{2 \rightarrow 6},\|\hat{\theta}\|_{2 \rightarrow 6}\right\}$, and with positive constants $\bar{\nu}, C$ depending only on the data.

Proof. By (5.96), (5.98) and (5.99) we are in the situation of (5.107) with $r=2, q=6, N=3$. Hence $r^{\prime}=2, q^{\prime}=6 / 5$ and by (5.107), (5.110) we have

$$
\epsilon=\frac{11}{12}, \quad \sigma=\frac{19}{18},
$$

and (5.111) holds for all $k \geq 1-\nu$. We have $\left|w_{k}\right|=|p|^{1+k}$, hence (5.111) can be interpreted as

$$
\|p\|_{(1+2 k) \sigma r^{\prime} \rightarrow(1+2 k) \sigma q^{\prime}}^{1+2 k} \leq(1+k) H \max \left\{A^{1+k},\|p\|_{(1+2 k) r^{\prime} \rightarrow(1+2 k) q^{\prime}}^{1+2 k}\right\},
$$

or

$$
\begin{equation*}
\max \left\{A,\|p\|_{(1+2 k) \sigma r^{\prime} \rightarrow(1+2 k) \sigma q^{\prime}}\right\} \leq((1+k) H)^{1 /(1+2 k)} \max \left\{A,\|p\|_{(1+2 k) r^{\prime} \rightarrow(1+2 k) q^{\prime}}\right\} \tag{5.113}
\end{equation*}
$$

We now define an increasing sequence $\left\{k_{j} ; j=0,1, \ldots\right\}$ starting at $k_{0}=1-\nu$ and such that $2 k_{j}+1=\bar{\nu} \sigma^{j}$ for all $j \in \mathbb{N} \cup\{0\}$ with a suitable $\bar{\nu}>0$. A straightforward computation yields $\bar{\nu}=3-2 \nu$. We also set

$$
X_{j}:=\max \left\{A,\|p\|_{\bar{\nu} \sigma^{j} r^{\prime} \rightarrow \bar{\nu} \sigma^{j} q^{\prime}}\right\}
$$

It follows from (5.113) that for each $j \in \mathbb{N}$ we have

$$
X_{j} \leq\left(\left(1+k_{j-1}\right) H\right)^{1 /\left(2 k_{j-1}+1\right)} X_{j-1} .
$$

For $Y_{j}=\log X_{j}$ this yields

$$
Y_{j}-Y_{j-1} \leq \frac{\sigma^{-j+1}}{\bar{\nu}}(\log \bar{\nu} H+(j-1) \log \sigma)
$$

The right-hand side is the general term of a convergent series, more precisely,

$$
\sum_{j=1}^{\infty} \frac{\sigma^{-j+1}}{\bar{\nu}}(\log \bar{\nu} H+(j-1) \log \sigma)=\frac{\sigma \log \bar{\nu} H}{\bar{\nu}(\sigma-1)}+\frac{\sigma \log \sigma}{\bar{\nu}(\sigma-1)^{2}}
$$

Hence,

$$
\begin{equation*}
X_{j} \leq X_{0}\left((\bar{\nu} H)^{\sigma /(\bar{\nu}(\sigma-1))} \sigma^{\sigma /\left(\bar{\nu}(\sigma-1)^{2}\right)}\right) \tag{5.114}
\end{equation*}
$$

By (5.94) we have

$$
X_{0}=\max \left\{A,\|p\|_{\bar{\nu} r^{\prime} \rightarrow \bar{\nu} q^{\prime}}\right\}=\max \left\{A,\|p\|_{6-4 \nu \rightarrow \frac{18}{5}-\frac{12}{5} \nu}\right\} \leq C
$$

since $18 / 5-12 \nu / 5 \leq 6-4 \nu$ being $\nu \leq 1 / 2$, and the assertion follows.
We want to drive the reader's attention on the fact that the above computations show that $L^{2}$ regularity in space is sufficient for starting Moser in 3D if regularity in time is big enough. In particular, (5.107) shows that in our case $\epsilon<1$ if and only if $q>4$, hence regularity in time must be more than $L^{4}$.

The main consequence of Proposition 5.6 is that, since we aim at taking the limit as $R \rightarrow \infty$ in (5.13)(5.16), we can restrict ourselves to parameter values $R>R_{\sigma}$, with $R_{\sigma}$ from (5.112), so that the cut-off (5.7)-(5.9) is never active and $\gamma_{R}(p, \theta, \operatorname{div} u)=\gamma(\hat{\theta}, \operatorname{div} u)$. Hence we can rewrite (5.13)-(5.16) in the form

$$
\begin{align*}
& \int_{\Omega}\left(\left(\chi+\rho^{*}(1-\chi)\right)\left(f(p)+\mathcal{G}_{0}[p]+\operatorname{div} u\right)\right)_{t} \phi \mathrm{~d} x+\int_{\Omega} \frac{1}{\rho_{W}} \mu(p) \nabla p \cdot \nabla \phi \mathrm{~d} x  \tag{5.115}\\
& =\int_{\partial \Omega} \alpha(x)\left(p^{*}-p\right) \phi \mathrm{d} s(x) \\
& \int_{\Omega}\left(\mathcal{P}\left[\nabla_{s} u\right]+\mathbf{B} \nabla_{s} u_{t}\right): \nabla_{s} \psi \mathrm{~d} x-\int_{\Omega}\left(p\left(\chi+\rho^{*}(1-\chi)\right)+\beta\left(\hat{\theta}-\theta_{c}\right)\right) \operatorname{div} \psi \mathrm{d} x=\int_{\Omega} g \cdot \psi \mathrm{~d} x  \tag{5.116}\\
& \int_{\Omega}\left(\mathcal{C}_{V}(\theta)_{t} \zeta+\kappa(\hat{\theta}) \nabla \theta \cdot \nabla \zeta\right) \mathrm{d} x+\int_{\partial \Omega} \omega(x)\left(\theta-\theta^{*}\right) \zeta \mathrm{d} s(x) \\
& =\int_{\Omega}\left(\mathbf{B} \nabla_{s} u_{t}: \nabla_{s} u_{t}+\left\|D_{\mathcal{P}}\left[\nabla_{s} u\right]_{t}\right\|_{*}+\frac{1}{\rho_{W}} \mu(p) Q_{R}\left(|\nabla p|^{2}\right)+\left(\chi+\rho^{*}(1-\chi)\right)\left|D_{0}[p]_{t}\right|\right.  \tag{5.117}\\
& \left.+\gamma(\hat{\theta}, \operatorname{div} u) \chi_{t}^{2}-\left(\frac{L}{\theta_{c}} \chi_{t}+\beta \operatorname{div} u_{t}\right) \hat{\theta}\right) \zeta \mathrm{d} x \\
& \gamma(\hat{\theta}, \operatorname{div} u) \chi_{t}+\partial I_{[0,1]}(\chi) \ni\left(1-\rho^{*}\right)\left(\Phi(p)+p \mathcal{G}_{0}[p]-U_{0}[p]+p \operatorname{div} u\right)+L\left(\frac{\hat{\theta}}{\theta_{c}}-1\right) \text { а. е. } \tag{5.118}
\end{align*}
$$

for all test functions $\phi, \zeta \in X, \psi \in X_{0}$, with $\hat{\theta}=Q_{R}(\theta)$ and with initial conditions (4.29). In order to pass to the limit as $R \rightarrow \infty$, we still need to derive some higher order estimates.

### 5.2.8 Higher order estimates for the capillary pressure

Before we proceed, let us point out that estimate (5.112) yields the existence of a constant $\mu^{\sharp}>\mu^{b}>0$ such that $\mu(p) \leq \mu^{\sharp}$ for all $p \in\left[-R_{\sigma}, R_{\sigma}\right]$, since from Hypothesis 5.1 (vii) it turns out that $\mu$ is continuous on this compact set.

Let us define

$$
\begin{equation*}
M(p):=\int_{0}^{p} \mu(z) \mathrm{d} z \tag{5.119}
\end{equation*}
$$

for $p \in \mathbb{R}$, so that $\mu(p) \nabla p=\nabla M(p)$. We would like to test (5.115) by $\phi=M(p)_{t}=\mu(p) p_{t}$ which, however, is not an admissible test function since $p_{t} \notin X$. Hence we choose a small $h>0$ and test by $\phi=\frac{1}{h}(M(p)(t)-M(p)(t-h))$, where

$$
\phi(x, t)=\frac{1}{h}(M(p)(t)-M(p)(t-h))(x):=\frac{1}{h}(M(p(x, t))-M(p(x, t-h))),
$$

with the intention to let $h \rightarrow 0$. We obtain

$$
\begin{align*}
& \int_{\Omega}\left(\left(\chi+\rho^{*}(1-\chi)\right)\left(f(p)+\mathcal{G}_{0}[p]+\operatorname{div} u\right)\right)_{t} \frac{1}{h}(M(p)(t)-M(p)(t-h)) \mathrm{d} x \\
& +\int_{\Omega} \frac{1}{\rho_{W}} \nabla M(p) \cdot \nabla\left(\frac{1}{h}(M(p)(t)-M(p)(t-h))\right) \mathrm{d} x  \tag{5.120}\\
& =\int_{\partial \Omega} \alpha(x)\left(p^{*}-p\right) \frac{1}{h}(M(p)(t)-M(p)(t-h)) \mathrm{d} s(x) .
\end{align*}
$$

Concerning the second summand on the left-hand side of (5.120), note that

$$
\nabla M(p)(x, t) \cdot \nabla\left(\frac{1}{h}(M(p)(x, t)-M(p)(x, t-h))\right) \geq \frac{1}{2 h}\left(|\nabla M(p)|^{2}(x, t)-|\nabla M(p)|^{2}(x, t-h)\right) .
$$

The boundary term is such that

$$
\begin{align*}
& \int_{\partial \Omega} \alpha(x)\left(p-p^{*}\right)(x, t) \frac{1}{h}(M(p)(x, t)-M(p)(x, t-h)) \mathrm{d} s(x) \\
& =\int_{\partial \Omega} \alpha(x) p(x, t) \frac{1}{h}(M(p)(x, t)-M(p)(x, t-h)) \mathrm{d} s(x)  \tag{5.121}\\
& -\int_{\partial \Omega} \alpha(x) p^{*}(x, t) \frac{1}{h}(M(p)(x, t)-M(p)(x, t-h)) \mathrm{d} s(x),
\end{align*}
$$

where

$$
\begin{aligned}
& p^{*}(x, t) \frac{1}{h}(M(p)(x, t)-M(p)(x, t-h)) \\
& =\frac{1}{h}\left(p^{*}(x, t) M(p)(x, t)-p^{*}(x, t-h) M(p)(x, t-h)\right)-\frac{1}{h}\left(p^{*}(x, t)-p^{*}(x, t-h)\right) M(p)(x, t-h) .
\end{aligned}
$$

To handle the term $p \frac{1}{h}(M(p)(t)-M(p)(t-h))$ in (5.121), we use the inequality $F(y)-F(z) \leq$ $F^{\prime}(y)(y-z)$ which holds for every convex function $F$ and every $y, z$. We interpret $M(p)(t)$ as $y$, $M(p)(t-h)$ as $z$ and $F^{\prime}(y)=M^{-1}(M(p(t)))=M^{-1}(y)$. The function $M^{-1}$ is increasing, hence its antiderivative $F$ is convex. Thus

$$
p(M(p)(t)-M(p)(t-h)) \geq \int_{M(p)(t-h)}^{M(p)(t)} M^{-1}(z) \mathrm{d} z=\int_{p(t-h)}^{p(t)} \xi M^{\prime}(\xi) \mathrm{d} \xi .
$$

Defining

$$
\hat{\mu}(p):=\int_{0}^{p} z \mu(z) \mathrm{d} z
$$

for $p \in \mathbb{R}$, we obtain

$$
p(x, t) \frac{1}{h}(M(p)(x, t)-M(p)(x, t-h)) \geq \frac{1}{h}(\hat{\mu}(p)(x, t)-\hat{\mu}(p)(x, t-h)) .
$$

Thus (5.120) and the above estimates entail

$$
\begin{aligned}
& \int_{\Omega}\left(\chi+\rho^{*}(1-\chi)\right)\left(f(p)_{t}+\mathcal{G}_{0}[p]_{t}\right)(x, t) \frac{1}{h}(M(p)(x, t)-M(p)(x, t-h)) \mathrm{d} x \\
& +\frac{1}{2 \rho_{W}} \int_{\Omega} \frac{1}{h}\left(|\nabla M(p)|^{2}(x, t)-|\nabla M(p)|^{2}(x, t-h)\right) \mathrm{d} x \\
& +\int_{\partial \Omega} \alpha(x) \frac{1}{h}(\hat{\mu}(p)(x, t)-\hat{\mu}(p)(x, t-h)) \mathrm{d} s(x) \\
& -\int_{\partial \Omega} \alpha(x) \frac{1}{h}\left(p^{*}(x, t) M(p)(x, t)-p^{*}(x, t-h) M(p)(x, t-h)\right) \mathrm{d} s(x) \\
& \leq-\int_{\Omega}\left(1-\rho^{*}\right) \chi_{t}\left(f(p)+\mathcal{G}_{0}[p]+\operatorname{div} u\right)(x, t) \frac{1}{h}(M(p)(x, t)-M(p)(x, t-h)) \mathrm{d} x \\
& -\int_{\Omega}\left(\chi+\rho^{*}(1-\chi)\right) \operatorname{div} u_{t}(x, t) \frac{1}{h}(M(p)(x, t)-M(p)(x, t-h)) \mathrm{d} x \\
& -\int_{\partial \Omega} \alpha(x) \frac{1}{h}\left(p^{*}(x, t)-p^{*}(x, t-h)\right) M(p)(x, t-h) \mathrm{d} s(x) .
\end{aligned}
$$

We are now ready to integrate in time from $h$ to some $\tau \in(0, T)$ and then let $h \rightarrow 0$. Note that estimate (5.50) entails that the function $M(p)_{t}=\mu(p) p_{t}$ is in $L^{2}$, so that the convergence is strong in $L^{2}$. We obtain

$$
\begin{aligned}
& \int_{0}^{\tau} \int_{\Omega}\left(\chi+\rho^{*}(1-\chi)\right)\left(f(p)_{t}+\mathcal{G}_{0}[p]_{t}\right) \mu(p) p_{t} \mathrm{~d} x \mathrm{~d} t \\
& +\frac{1}{2 \rho_{W}} \int_{\Omega}|\nabla M(p)|^{2}(x, \tau) \mathrm{d} x-\frac{1}{2 \rho_{W}} \int_{\Omega}\left|\nabla M\left(p^{0}\right)\right|^{2}(x) \mathrm{d} x \\
& +\int_{\partial \Omega} \alpha(x)\left(\hat{\mu}(p)-p^{*} M(p)\right)(x, \tau) \mathrm{d} s(x)-\int_{\partial \Omega} \alpha(x)\left(\hat{\mu}\left(p^{0}\right)(x)-p^{*}(x, 0) M\left(p^{0}\right)(x)\right) \mathrm{d} s(x) \\
& \leq-\int_{0}^{\tau} \int_{\Omega}\left(1-\rho^{*}\right) \chi_{t}\left(f(p)+\mathcal{G}_{0}[p]+\operatorname{div} u\right) \mu(p) p_{t} \mathrm{~d} x \mathrm{~d} t-\int_{0}^{\tau} \int_{\Omega}\left(\chi+\rho^{*}(1-\chi)\right) \operatorname{div} u_{t} \mu(p) p_{t} \mathrm{~d} x \mathrm{~d} t \\
& -\int_{0}^{\tau} \int_{\partial \Omega} \alpha(x) p_{t}^{*} M(p) \mathrm{d} s(x) \mathrm{d} t .
\end{aligned}
$$

Combining (B.24) with the identity (B.21) for the play, we see that it holds $\mu(p) \mathcal{G}_{0}[p]_{t} p_{t} \geq 0$, thus

$$
\left(\chi+\rho^{*}(1-\chi)\right)\left(f(p)_{t}+\mathcal{G}_{0}[p]_{t}\right) \mu(p) p_{t} \geq \rho^{*} \mu^{b} \frac{f^{b}}{2 \max \left\{1, R_{\sigma}\right\}^{1+\nu}}\left|p_{t}\right|^{2}
$$

thanks to Hypothesis 5.1 (vi), (vii) and estimate (5.112). Concerning the initial conditions, we employ Hypothesis 5.1 (iv) and (v) together with the following computations

$$
\begin{aligned}
\int_{\Omega}\left|\nabla M\left(p^{0}\right)\right|^{2}(x) \mathrm{d} x & =\int_{\Omega} \mu^{2}\left(p^{0}\right)\left|\nabla p^{0}\right|^{2}(x) \mathrm{d} x, \\
\int_{\partial \Omega} \alpha(x)\left|p^{*}\right|^{2}(x, 0) \mathrm{d} s(x) & =\int_{\partial \Omega} \alpha(x)\left|p^{*}\right|^{2}(x, \tau) \mathrm{d} s(x)-2 \int_{0}^{\tau} \int_{\partial \Omega} \alpha(x)\left(p^{*} p_{t}^{*}\right)(x, t) \mathrm{d} s(x) \mathrm{d} \tau .
\end{aligned}
$$

Note also that $\mu^{b} p^{2} / 2 \leq \hat{\mu}(p) \leq \mu^{\sharp} p^{2} / 2$ for all $p \in \mathbb{R}$. Hence there exists a constant $c>0$ such that for every $t \in(0, T)$ we have

$$
\begin{aligned}
& c \int_{0}^{\tau} \int_{\Omega}\left|p_{t}\right|^{2}(x, t) \mathrm{d} x \mathrm{~d} t+\frac{\left(\mu^{b}\right)^{2}}{2 \rho_{W}} \int_{\Omega}|\nabla p|^{2}(x, \tau) \mathrm{d} x+\frac{\mu^{b}}{2} \int_{\partial \Omega} \alpha(x) p^{2}(x, \tau) \mathrm{d} s(x) \\
& \leq C\left(1+\int_{0}^{\tau} \int_{\Omega}\left(\left|\chi_{t}\right|(1+|\operatorname{div} u|)\left|p_{t}\right|+\left|\operatorname{div} u_{t}\right|\left|p_{t}\right|\right)(x, t) \mathrm{d} x \mathrm{~d} t+\int_{0}^{\tau} \int_{\partial \Omega} \alpha(x)\left|p_{t}^{*}\right||p|(x, t) \mathrm{d} s(x) \mathrm{d} t\right)
\end{aligned}
$$

thanks to Hypothesis 5.1 (vi) and (vii), where we handled the boundary term on the left-hand side as in (5.47). Arguing as for estimate (5.40), we obtain

$$
\begin{equation*}
\left|\chi_{t}(x, t)\right| \leq\left|\frac{\left(1-\rho^{*}\right)\left(\Phi(p)+p \mathcal{G}_{0}[p]-U_{0}[p]+p \operatorname{div} u\right)+L\left(\hat{\theta} / \theta_{c}-1\right)}{\gamma(\hat{\theta}, \operatorname{div} u)}\right| \leq C \tag{5.122}
\end{equation*}
$$

for a.e. $(x, t) \in \Omega \times(0, T)$, this time independently of $R$ thanks to (5.112). Thus, employing also Young's inequality, estimates (5.70), (5.71), (5.80) and Hypothesis 5.1 (iii) and (iv), we conclude that

$$
\begin{array}{r}
\underset{\tau \in[0, T]}{\sup \operatorname{ess}}\left(\int_{\Omega}|\nabla p|^{2}(x, \tau) \mathrm{d} x+\int_{\partial \Omega} \alpha(x) p^{2}(x, \tau) \mathrm{d} s(x)\right) \leq C \\
\int_{0}^{T} \int_{\Omega} p_{t}^{2}(x, t) \mathrm{d} x \mathrm{~d} t \leq C \tag{5.124}
\end{array}
$$

By (5.70), (5.80), (5.81) and (5.124) and by comparison in equation (5.115), we see that the term $\Delta M(p)$ is bounded in $L^{2}(\Omega \times(0, T))$ independently of $R$. In terms of the new variable $\tilde{p}=M(p)$, the boundary condition in (6.29) is nonlinear, and from considerations similar to those used in the proof of [95, Theorem 4.1] it follows

$$
\begin{equation*}
\|M(p)\|_{L^{2}\left(0, T ; W^{2,2}(\Omega)\right)}^{2} \leq C \tag{5.125}
\end{equation*}
$$

We thus may employ the Gagliardo-Nirenberg inequality (A.8) with $s=p=2, N=3$ obtaining

$$
|\nabla M(p)(t)|_{q} \leq C\left(|\nabla M(p)(t)|_{2}+|\nabla M(p)(t)|_{2}^{1-\varrho}|\Delta M(p)(t)|_{2}^{\varrho}\right), \quad \varrho=3\left(\frac{1}{2}-\frac{1}{q}\right)
$$

which holds for all $2<q<6$. This yields, elevating to some power $s$ and integrating in time,

$$
\int_{0}^{T}|\nabla M(p)(t)|_{q}^{s} \mathrm{~d} t \leq C\left(\int_{0}^{T}|\nabla M(p)(t)|_{2}^{s} \mathrm{~d} t+\int_{0}^{T}|\nabla M(p)(t)|_{2}^{(1-\varrho) s}|\Delta M(p)(t)|_{2}^{\varrho s} \mathrm{~d} t\right)
$$

Choosing $\varrho$ in such a way that $\varrho s=2$, using Hölder's inequality in time and estimates (5.123), (5.125) we obtain a uniform bound for the right-hand side, which by Hypothesis 5.1 (vii) yields

$$
\int_{0}^{T}|\nabla p(t)|_{q}^{s} \mathrm{~d} t \leq C \quad \text { for } q \in(2,6) \quad \text { and } \quad \frac{1}{q}+\frac{2}{3 s}=\frac{1}{2}
$$

In particular, for $s=4, q=3$ and $s=q=\frac{10}{3}$ we obtain, respectively,

$$
\begin{equation*}
\|\nabla p\|_{3 \rightarrow 4} \leq C, \quad\|\nabla p\|_{10 / 3} \leq C \tag{5.126}
\end{equation*}
$$

according to the notation (5.90).

### 5.2.9 Higher order estimates for the displacement

Let us consider equation (5.116). Setting

$$
w(x, t):=p\left(\chi+\rho^{*}(1-\chi)\right)+\beta\left(\hat{\theta}-\theta_{c}\right)(x, t)+G(x, t)
$$

and arguing as for (5.55) we deduce

$$
\begin{align*}
\int_{\Omega}\left|\nabla_{s} u_{t}\right|^{p}(x, t) \mathrm{d} x & \leq C \int_{\Omega}\left|\nabla_{s} u^{0}\right|^{p}(x) \mathrm{d} x+C t^{p-1} \int_{0}^{t} \int_{\Omega}\left|\nabla_{s} u_{t}\right|^{p}(x, \tau) \mathrm{d} x \mathrm{~d} \tau  \tag{5.127}\\
& +C \int_{\Omega}|w|^{p}(x, t) \mathrm{d} x \quad \text { a.e. }
\end{align*}
$$

Thus, by choosing $p=8 / 3+2 b / 3$ (with $b \in[1 / 2,1$ ) from Hypothesis 5.1) in the above inequality we obtain from (5.78), (5.112), Hypothesis 5.1 (ii) and Grönwall's lemma A. 2

$$
\begin{equation*}
\left\|\nabla_{s} u_{t}\right\|_{8 / 3+2 b / 3} \leq C \tag{5.128}
\end{equation*}
$$

We now derive an estimate for $\nabla_{s} u_{t}$ in a suitable anisotropic Lebesgue space. To this aim we need to derive first an additional estimate for $\hat{\theta}$. We use Gagliardo-Nirenberg inequality (A.8) with the choices $s=1+b, p=2$ and $N=3$ obtaining, for $t \in(0, T)$,

$$
|\hat{\theta}(t)|_{q} \leq C\left(|\hat{\theta}(t)|_{1+b}+|\hat{\theta}(t)|_{1+b}^{1-\varrho}|\nabla \hat{\theta}(t)|_{2}^{\varrho}\right), \quad \varrho=\left(\frac{1}{1+b}-\frac{1}{q}\right) \frac{6(1+b)}{5-b},
$$

which holds for all $1+b<q<6$. This yields, elevating to some power $s$ and integrating in time,

$$
\int_{0}^{T}|\hat{\theta}(t)|_{q}^{s} \mathrm{~d} t \leq C\left(\int_{0}^{T}|\hat{\theta}(t)|_{1+b}^{s} \mathrm{~d} t+\int_{0}^{T}|\hat{\theta}(t)|_{1+b}^{(1-\rho) s}|\nabla \hat{\theta}(t)|_{2}^{\rho s} \mathrm{~d} t\right) .
$$

Choosing $\varrho$ in such a way that $\varrho s=2$, using Hölder's inequality in time and estimates (5.72), (5.77) we obtain

$$
\int_{0}^{T}|\hat{\theta}(t)|_{q}^{s} \mathrm{~d} t \leq C \quad \text { for } q \in(1+b, 6) \quad \text { and } \quad \frac{1}{q}+\frac{5-b}{3 s(1+b)}=\frac{1}{1+b} .
$$

In particular, for $s=4, q=\frac{12(1+b)}{7+b}$ we obtain

$$
\begin{equation*}
\|\hat{\theta}\|_{12(1+b) /(7+b) \rightarrow 4} \leq C . \tag{5.129}
\end{equation*}
$$

Note that

$$
\frac{12(1+b)}{7+b}<\frac{8}{3}+\frac{2 b}{3} \Leftrightarrow-7<b<2 \vee b>5,
$$

which is certainly true under our hypotheses. Therefore, choosing $p=\frac{12(1+b)}{7+b}$ in (5.127) we obtain, thanks to (5.128) and Hypothesis 5.1 (v),

$$
\int_{\Omega}\left|\nabla_{s} u_{t}\right|^{12(1+b) /(7+b)}(x, t) \mathrm{d} x \leq C\left(1+\int_{\Omega}|w|^{12(1+b) /(7+b)}(x, t) \mathrm{d} x\right)
$$

for a. e. $t \in(0, T)$. Hypothesis 5.1 (ii) and estimates (5.112), (5.129) then yield

$$
\begin{equation*}
\left\|\nabla_{s} u_{t}\right\|_{12(1+b) /(7+b) \rightarrow 4} \leq C \tag{5.130}
\end{equation*}
$$

independently of $R$.

### 5.2.10 Higher order estimates for the temperature

Note that (5.116) with $\psi=u_{t}$ and (5.118) entail, respectively,

$$
\begin{aligned}
\int_{\Omega} \mathbf{B} \nabla_{s} u_{t}: \nabla_{s} u_{t} \mathrm{~d} x= & -\int_{\Omega} \mathcal{P}\left[\nabla_{s} u\right]: \nabla_{s} u_{t} \mathrm{~d} x+\int_{\Omega}\left(p\left(\chi+\rho^{*}(1-\chi)\right)+\beta\left(\hat{\theta}-\theta_{c}\right)\right) \operatorname{div} u_{t} \mathrm{~d} x \\
& +\int_{\Omega} g \cdot u_{t} \mathrm{~d} x, \\
\gamma(\hat{\theta}, \operatorname{div} u) \chi_{t}^{2}= & \left(1-\rho^{*}\right) \chi_{t}\left(\Phi(p)+p \mathcal{G}_{0}[p]-U_{0}[p]+p \operatorname{div} u\right)+L \chi_{t}\left(\frac{\hat{\theta}}{\theta_{c}}-1\right) .
\end{aligned}
$$

Plugging these identities into (5.117) we obtain

$$
\begin{align*}
& \int_{\Omega}\left(\mathcal{C}_{V}(\theta)_{t} \zeta+\kappa(\hat{\theta}) \nabla \theta \cdot \nabla \zeta\right) \mathrm{d} x+\int_{\partial \Omega} \omega(x)\left(\theta-\theta^{*}\right) \zeta \mathrm{d} s(x) \\
& =\int_{\Omega}\left(-\mathcal{P}\left[\nabla_{s} u\right]: \nabla_{s} u_{t}+\left(p\left(\chi+\rho^{*}(1-\chi)\right)-\beta \theta_{c}\right) \operatorname{div} u_{t}+g \cdot u_{t}\right. \\
& +\left\|D_{\mathcal{P}}\left[\nabla_{s} u\right]_{t}\right\|_{*}+\frac{1}{\rho_{W}} \mu(p) Q_{R}\left(|\nabla p|^{2}\right)+\left(\chi+\rho^{*}(1-\chi)\right)\left|D_{0}[p]_{t}\right| \\
& \left.+\chi_{t}\left(\left(1-\rho^{*}\right)\left(\Phi(p)+p \mathcal{G}_{0}[p]-U_{0}[p]+p \operatorname{div} u\right)-L\right)\right) \zeta \mathrm{d} x \\
& =: \int_{\Omega} \Gamma(x, t) \zeta \mathrm{d} x \tag{5.131}
\end{align*}
$$

for every $\zeta \in X$, where $\Gamma(x, t)$ has the regularity of the worst term. Estimates (5.112), (5.122), (A.11), (B.6), (B.9) and (B.30) yield

$$
|\Gamma| \lesssim\left|\nabla_{s} u\right|^{2}+\left|\nabla_{s} u_{t}\right|^{2}+|\nabla p|^{2}+\left|p_{t}\right|,
$$

which from (5.124), (5.126), (5.128) and (5.130) implies

$$
\begin{equation*}
\|\Gamma\|_{4 / 3+b / 3} \leq C, \quad\|\Gamma\|_{6(1+b) /(7+b)+2} \leq C \tag{5.132}
\end{equation*}
$$

independently of $R$, with $b$ as in Hypothesis 5.1.
Assume now that for some $p_{0} \geq 8 / 3+2 b / 3$ we have proved

$$
\begin{equation*}
\|\hat{\theta}\|_{p_{0}} \leq C \tag{5.133}
\end{equation*}
$$

We know that this is true for $p_{0}=8 / 3+2 b / 3$ by virtue of (5.78). Set

$$
\begin{equation*}
r_{0}=\frac{1+b}{4+b} p_{0} \tag{5.134}
\end{equation*}
$$

and set $\zeta=\hat{\theta}^{r_{0}}$ in (5.131). We obtain

$$
\begin{equation*}
\int_{\Omega}\left(\mathcal{C}_{V}(\theta)_{t} \hat{\theta}^{r_{0}}+\kappa(\hat{\theta}) \nabla \theta \cdot \nabla \hat{\theta}^{r_{0}}\right) \mathrm{d} x+\int_{\partial \Omega} \omega(x)\left(\theta-\theta^{*}\right) \hat{\theta}^{r_{0}} \mathrm{~d} s(x)=\int_{\Omega} \Gamma \hat{\theta}^{r_{0}} \mathrm{~d} x . \tag{5.135}
\end{equation*}
$$

It holds

$$
\int_{\Omega} \mathcal{C}_{V}(\theta)_{t} \hat{\theta}^{r_{0}} \mathrm{~d} x=\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega} F_{r_{0}}(\theta) \mathrm{d} x
$$

where

$$
F_{r_{0}}(\theta):=\int_{0}^{\theta} c_{V}(s)\left(Q_{R}(s)\right)^{r_{0}} \mathrm{~d} s
$$

and by Hypothesis 5.1 (ix) also

$$
\int_{\Omega} \kappa(\hat{\theta}) \nabla \theta \cdot \nabla \hat{\theta}^{r_{0}} \mathrm{~d} x=\int_{\Omega} \kappa(\hat{\theta}) r_{0} \hat{\theta}^{r_{0}-1} \nabla \theta \cdot \nabla \hat{\theta} \mathrm{~d} x \geq r_{0} \kappa^{b} \int_{\Omega} \hat{\theta}^{r_{0}+a}|\nabla \hat{\theta}|^{2} \mathrm{~d} x
$$

Concerning the boundary term, we use Young's inequality with exponents $\left(\frac{r_{0}+1}{r_{0}}, r_{0}+1\right)$, and obtain

$$
\begin{aligned}
& \int_{\partial \Omega} \omega(x)\left(\theta-\theta^{*}\right) \hat{\theta}^{r_{0}} \mathrm{~d} s(x) \geq \int_{\partial \Omega} \omega(x) \hat{\theta}^{r_{0}+1} \mathrm{~d} s(x)-\int_{\partial \Omega} \omega(x) \theta^{*} \hat{\theta}^{r_{0}} \mathrm{~d} s(x) \\
& \geq \int_{\partial \Omega} \omega(x) \hat{\theta}^{r_{0}+1} \mathrm{~d} s(x)-\frac{r_{0}}{r_{0}+1} \int_{\partial \Omega} \omega(x) \hat{\theta}^{r_{0}+1} \mathrm{~d} s(x)-\frac{1}{r_{0}+1} \int_{\partial \Omega} \omega(x)\left(\theta^{*}\right)^{r_{0}+1} \mathrm{~d} s(x) \\
& \geq \frac{1}{r_{0}+1} \int_{\partial \Omega} \omega(x) \hat{\theta}^{r_{0}+1} \mathrm{~d} s(x)-C
\end{aligned}
$$

by Hypothesis 5.1 (iii) and (iv). We now integrate (5.135) in time $\int_{0}^{\tau} \mathrm{d} t$ for some $\tau \in[0, T]$. Observe that $F_{r_{0}}(\theta) \geq \frac{\hat{\theta}^{r_{0}+1+b}}{r_{0}+1+b}$ by Hypothesis 5.1 (viii). Moreover, thanks to the choice (5.134) and Hölder's inequality with exponents $\left(\frac{4+b}{3}, \frac{4+b}{1+b}\right)$, the right-hand side is such that

$$
\int_{0}^{\tau} \int_{\Omega} \Gamma \hat{\theta}^{r_{0}} \mathrm{~d} x \mathrm{~d} t=\int_{0}^{\tau} \int_{\Omega} \Gamma\left(\hat{\theta}^{p_{0}}\right)^{(1+b) /(4+b)} \mathrm{d} x \mathrm{~d} t \leq\|\Gamma\|_{(4+b) / 3}\|\hat{\theta}\|_{p_{0}} \leq C
$$

by estimates (5.132) and (5.133). Hence we have obtained

$$
\begin{align*}
& \frac{1}{r_{0}+1+b} \int_{\Omega} \hat{\theta}^{r_{0}+1+b}(x, \tau) \mathrm{d} x+r_{0} \int_{0}^{\tau} \int_{\Omega} \hat{\theta}^{r_{0}+a}|\nabla \hat{\theta}|^{2}(x, t) \mathrm{d} x \mathrm{~d} t \\
& +\frac{1}{r_{0}+1} \int_{0}^{\tau} \int_{\partial \Omega} \omega(x) \hat{\theta}^{r_{0}+1}(x, t) \mathrm{d} s(x) \mathrm{d} t \leq C \tag{5.136}
\end{align*}
$$

We now denote

$$
p=1+\frac{r_{0}+a}{2}, \quad s=\frac{r_{0}+1+b}{p}
$$

and rewrite (5.136) as

$$
\frac{1}{r_{0}+1+b} \int_{\Omega} \hat{\theta}^{p s}(x, \tau) \mathrm{d} x+\frac{1}{r_{0}+1+b} \frac{r_{0}\left(r_{0}+1+b\right)}{p^{2}} \int_{\Omega} p^{2} \hat{\theta}^{2 p-2}|\nabla \hat{\theta}|^{2}(x, t) \mathrm{d} x \mathrm{~d} t \leq C
$$

where we neglected the positive boundary term. Introducing the new variable $v=\hat{\theta}^{p}$ this is equivalent to

$$
\begin{equation*}
\int_{\Omega}|v|^{s}(x, \tau) \mathrm{d} x+\int_{0}^{\tau} \int_{\Omega}|\nabla v|^{2}(x, t) \mathrm{d} x \mathrm{~d} t \leq C\left(r_{0}+1+b\right) \tag{5.137}
\end{equation*}
$$

since

$$
\frac{r_{0}\left(r_{0}+1+b\right)}{p^{2}} \geq \frac{2 r_{0}\left(2 r_{0}+3\right)}{\left(r_{0}+3\right)^{2}} \geq C
$$

for some $C>0$ when $r_{0}$ is far away from zero. For $s<q<6$ and $t \in(0, T)$ we have, by virtue of the Gagliardo-Nirenberg inequality (A.8) with $p=2$ and $N=3$,

$$
|v(t)|_{q} \leq C\left(|v(t)|_{s}+|v(t)|_{s}^{1-\varrho}|\nabla v(t)|_{2}^{\varrho}\right), \quad \varrho=\frac{\frac{1}{s}-\frac{1}{q}}{\frac{1}{s}-\frac{1}{6}}
$$

If $q$ is chosen in such a way that $\varrho q=2$, that is,

$$
q=\frac{2}{3} s+2,
$$

then integrating in time from 0 to $T$ and employing Young's inequality with exponents $\left(\frac{q}{q-2}, \frac{q}{2}\right)$ we obtain

$$
\|v\|_{q} \leq C\left(\sup _{t \in[0, T]}|v(t)|_{s}+\sup _{t \in[0, T]}|v(t)|_{s}^{(q-2) / q}\|\nabla v\|_{2}^{2 / q}\right) \leq C\left(\sup _{t \in[0, T]}|v(t)|_{s}+\|\nabla v\|_{2}\right) .
$$

Estimate (5.137) yields

$$
\begin{array}{r}
\sup _{t \in[0, T]}|v(t)|_{s} \leq C\left(r_{0}+1+b\right)^{1 / s}, \\
\|\nabla v\|_{2} \leq C\left(r_{0}+1+b\right)^{1 / 2},
\end{array}
$$

so that $\|v\|_{q} \leq C\left(r_{0}+1+b\right)$. Coming back to the variable $\hat{\theta}$, we have proved that

$$
\begin{aligned}
\|\hat{\theta}\|_{p_{1}} \leq C\left(r_{0}+1+b\right) \quad \text { for } p_{1} & =p q=p\left(\frac{2}{3} s+2\right)=\frac{2}{3}\left(r_{0}+1+b\right)+2+r_{0}+a \\
& =\frac{5 r_{0}}{3}+\frac{8}{3}+a+\frac{2 b}{3}=\frac{5(1+b) p_{0}}{3(4+b)}+\frac{8}{3}+a+\frac{2 b}{3} .
\end{aligned}
$$

We now proceed by induction according to the rule

$$
p_{j+1}=\frac{5(1+b) p_{j}}{3(4+b)}+\frac{8}{3}+a+\frac{2 b}{3}, \quad r_{j}=\frac{(1+b) p_{j}}{(4+b)} .
$$

We have $\lim _{j \rightarrow \infty} p_{j}=\frac{(8+3 a+2 b)(4+b)}{7-2 b}$. After finitely many iterations we obtain, using also (5.136),

$$
\begin{equation*}
\|\hat{\theta}\|_{\bar{p}}+\sup _{t \in[0, T]}|\hat{\theta}(t)|_{\bar{r}+1+b} \leq C, \quad \text { for every } \bar{p}<\frac{(8+3 a+2 b)(4+b)}{7-2 b}, \quad \bar{r}=\frac{(1+b) \bar{p}}{(4+b)}>\hat{a}, \tag{5.138}
\end{equation*}
$$

with the constant $\hat{a}$ introduced in Hypothesis 5.1 (ix). We now come back to (5.131), which we test by $\zeta=\theta$ (note that this is an admissible choice by Proposition 5.4). It holds

$$
\int_{\Omega} \mathcal{C}_{V}(\theta)_{t} \theta(x, t) \mathrm{d} x=\int_{\Omega} c_{V}(\theta) \theta \theta_{t}(x, t) \mathrm{d} x=\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega}\left(\int_{0}^{\theta(x, t)} c_{V}(s) s \mathrm{~d} s\right) \mathrm{d} x
$$

hence from Hypothesis 5.1 (ix) and (5.132) we obtain, after a time integration,

$$
\begin{align*}
& \int_{\Omega} \theta^{2+b}(x, \tau) \mathrm{d} x+\int_{0}^{T} \int_{\Omega} \kappa(\hat{\theta})|\nabla \theta|^{2}(x, t) \mathrm{d} x \mathrm{~d} t \\
& +\int_{0}^{T} \int_{\partial \Omega} \omega(x) \theta^{2}(x, t) \mathrm{d} s(x) \mathrm{d} t \leq C\|\theta\|_{(4+b) /(1+b)} \tag{5.139}
\end{align*}
$$

where we handled the boundary term by means of Young's inequality and Hypothesis 5.1 (iii) and (iv). Using the Gagliardo-Nirenberg inequality (A.8) again with $q=\frac{4+b}{1+b}, s=1+b$ (note that $1+b<\frac{4+b}{1+b}<6$ under our hypotheses), $p=2$ and $N=3$ we have that, for each fixed $t \in(0, T)$,

$$
|\theta(t)|_{(4+b) /(1+b)} \leq C\left(|\theta(t)|_{1+b}+|\theta(t)|_{1+b}^{1-\varrho}|\nabla \theta(t)|_{2}^{\varrho}\right) \leq C\left(1+|\nabla \theta(t)|_{2}^{\varrho}\right)
$$

with $\varrho=\frac{6\left(3-b^{2}-b\right)}{(5-b)(4+b)}$ and where we used estimate (5.72). Raising to the power $(4+b) /(1+b)$, integrating $\int_{0}^{T} \mathrm{~d} t$ and using Hölder's inequality in time (note that $\frac{2(1+b)}{\rho(4+b)} \geq 1$ under our hypotheses) we get

$$
\begin{aligned}
\|\theta\|_{(4+b) /(1+b)} & \leq C\left(1+\int_{0}^{T}\left(\int_{\Omega}|\nabla \theta|^{2} \mathrm{~d} x\right)^{\rho(4+b) / 2(1+b)} \mathrm{d} t\right)^{(1+b) /(4+b)} \\
& \leq C\left(1+\left(\int_{0}^{T} \int_{\Omega}|\nabla \theta|^{2} \mathrm{~d} x \mathrm{~d} t\right)^{\rho(4+b) / 2(1+b)}\right)^{(1+b) /(4+b)} \\
& \leq C\left(1+\left(\int_{0}^{T} \int_{\Omega} \kappa(\hat{\theta})|\nabla \theta|^{2} \mathrm{~d} x \mathrm{~d} t\right)^{\rho / 2}\right)
\end{aligned}
$$

Plugging this back into (5.139) and using Young's inequality we deduce

$$
\begin{equation*}
\int_{\Omega} \theta^{2+b}(x, \tau) \mathrm{d} x+\int_{0}^{T} \int_{\Omega} \kappa(\hat{\theta})|\nabla \theta|^{2}(x, t) \mathrm{d} x \mathrm{~d} t+\int_{0}^{T} \int_{\partial \Omega} \omega(x) \theta^{2}(x, t) \mathrm{d} s(x) \mathrm{d} t \leq C \tag{5.140}
\end{equation*}
$$

This enables us to derive an upper bound for the integral $\int_{\Omega} \kappa(\hat{\theta}) \nabla \theta \cdot \nabla \zeta \mathrm{d} x$, which we need for getting an estimate for $\theta_{t}$ from equation (5.131). By Hölder's inequality and Hypothesis 5.1 (ix) we have that

$$
\begin{align*}
\int_{\Omega}|\kappa(\hat{\theta}) \nabla \theta \cdot \nabla \zeta| \mathrm{d} x & =\int_{\Omega}\left|\kappa^{1 / 2}(\hat{\theta}) \nabla \theta \cdot \kappa^{1 / 2}(\hat{\theta}) \nabla \zeta\right| \mathrm{d} x \\
& \leq C\left(\int_{\Omega} \kappa(\hat{\theta})|\nabla \theta|^{2} \mathrm{~d} x\right)^{1 / 2}\left(\int_{\Omega} \max \left\{1, \hat{\theta}^{1+\hat{a}}\right\}|\nabla \zeta|^{2} \mathrm{~d} x\right)^{1 / 2} \tag{5.141}
\end{align*}
$$

Let us now choose $\hat{q}>1$ such that $(1+\hat{a}) \hat{q}=1+\bar{r}+b$, where $\bar{r}$ is defined in (5.138). Note that such a $\hat{q}$ exists since $1+\bar{r}+b>1+\hat{a}+b>1+\hat{a}$. Defining

$$
\begin{equation*}
q^{*}:=\frac{2 \hat{q}}{\hat{q}-1}=2+\frac{2}{\hat{q}-1}>2, \tag{5.142}
\end{equation*}
$$

we get from Hölder's inequality with conjugate exponents $\left(\hat{q}, \frac{q^{*}}{2}\right)$ that

$$
\int_{\Omega} \hat{\theta}^{1+\hat{a}}|\nabla \zeta|^{2} \mathrm{~d} x \leq\left(\int_{\Omega} \hat{\theta}^{1+\bar{r}+b} \mathrm{~d} x\right)^{1 / \hat{q}}\left(\int_{\Omega}|\nabla \zeta|^{q^{*}} \mathrm{~d} x\right)^{2 / q^{*}} \leq C\left(\int_{\Omega}|\nabla \zeta|^{q^{*}} \mathrm{~d} x\right)^{2 / q^{*}}
$$

by virtue of (5.138). Inequality (5.141) then yields the bound

$$
\int_{\Omega}|\kappa(\hat{\theta}) \nabla \theta \cdot \nabla \zeta| \mathrm{d} x \leq C\left(\int_{\Omega} \kappa(\hat{\theta})|\nabla \theta|^{2} \mathrm{~d} x\right)^{1 / 2}\left(\int_{\Omega}|\nabla \zeta|^{q^{*}} \mathrm{~d} x\right)^{1 / q^{*}}
$$

Hence, by (5.140),

$$
\int_{0}^{T} \int_{\Omega}|\kappa(\hat{\theta}) \nabla \theta \cdot \nabla \zeta| \mathrm{d} x \mathrm{~d} t \leq C\|\zeta\|_{L^{2}\left(0, T ; W^{1, q^{*}}(\Omega)\right)}
$$

From (5.132) it follows that testing with $\zeta \in L^{2}\left(0, T ; W^{1, q^{*}}(\Omega)\right)$ is admissible, in the sense that the term $\Gamma \zeta$ is integrable. Indeed, the Sobolev exponent of $q^{*}$ is

$$
q_{S}^{*}=\frac{3 q^{*}}{3-q^{*}}=\frac{6 \hat{q}}{\hat{q}-3},
$$

from which

$$
\left(q_{S}^{*}\right)^{\prime}=\frac{1}{1-\frac{1}{q_{S}^{*}}}=\frac{6 \hat{q}}{5 \hat{q}+3}=\frac{6}{5}-\frac{18}{5(5 \hat{q}+3)}<\frac{6}{5} \leq \frac{6(1+b)}{7+b}
$$

for all $b \in[1 / 2,1)$. We thus obtain from (5.131) that

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega} \theta_{t} \zeta \mathrm{~d} x \mathrm{~d} t \leq C\|\zeta\|_{L^{2}\left(0, T ; W^{1, q^{*}}(\Omega)\right)} \tag{5.143}
\end{equation*}
$$

### 5.3 Passage to the limit

In this section we conclude the proof of Theorem 5.3 by passing to the limit in (5.115)-(5.118) as $R \rightarrow \infty$. Most of the convergences can be handled as at the end of Subsection 5.1 .2 , hence we focus here on the main differences.

Let $R_{i} \nearrow \infty$ be a sequence such that $R_{i}>R_{\sigma}$, with $R_{\sigma}$ as in (5.112), and let $(p, u, \chi, \theta)=$ $\left(p^{(i)}, u^{(i)}, \chi^{(i)}, \theta^{(i)}\right)$ be solutions of (5.115)-(5.118) corresponding to $R=R_{i}$, with $\hat{\theta}=\hat{\theta}^{(i)}=Q_{R_{i}}\left(\theta^{(i)}\right)$ and test functions $\phi, \zeta \in X, \psi \in X_{0}$. Our aim is to check that at least a subsequence converges as $i \rightarrow \infty$ to a solution of (5.1)-(5.4) with test functions $\phi \in X, \psi \in X_{0}$ and $\zeta \in X_{q^{*}}$.

First, for the capillary pressure $p=p^{(i)}$ we have the estimates (5.112) and (5.123)-(5.126), which imply that, passing to a subsequence if necessary,

$$
\begin{aligned}
p_{t}^{(i)} & \rightarrow p_{t} & & \text { weakly in } L^{2}(\Omega \times(0, T)), \\
p^{(i)} & \rightarrow p & & \text { strongly in } L^{q}(\Omega ; C[0, T]) \text { for all } q \in[1, \infty), \\
\nabla p^{(i)} & \rightarrow \nabla p & & \text { strongly in } L^{q}\left(\Omega \times(0, T) ; \mathbb{R}^{3}\right) \text { for all } q \in\left[1, \frac{10}{3}\right),
\end{aligned}
$$

where we used also Theorem A.4. We easily show that

$$
\begin{equation*}
Q_{R_{i}}\left(\left|\nabla p^{(i)}\right|^{2}\right) \rightarrow|\nabla p|^{2} \quad \text { strongly in } L^{q}\left(\Omega \times(0, T) ; \mathbb{R}^{3}\right) \text { for all } q \in\left[1, \frac{5}{3}\right) \tag{5.144}
\end{equation*}
$$

Indeed, let $\Omega_{T}^{(i)} \subset \Omega \times(0, T)$ be the set of all $(x, t) \in \Omega \times(0, T)$ such that $\left|\nabla p^{(i)}(x, t)\right|^{2}>R_{i}$. By (5.126) we have

$$
C \geq \int_{0}^{T} \int_{\Omega}\left|\nabla p^{(i)}(x, t)\right|^{10 / 3} \mathrm{~d} x \mathrm{~d} t \geq \iint_{\Omega_{T}^{(i)}}\left|\nabla p^{(i)}(x, t)\right|^{10 / 3} \mathrm{~d} x \mathrm{~d} t \geq\left|\Omega_{T}^{(i)}\right| R_{i}^{5 / 3}
$$

hence $\left|\Omega_{T}^{(i)}\right| \leq C R_{i}^{-5 / 3}$. For $q<\frac{5}{3}$ we use Hölder's inequality to get the estimate

$$
\begin{aligned}
\int_{0}^{T} \int_{\Omega}\left|Q_{R_{i}}\left(\left|\nabla p^{(i)}\right|^{2}\right)-\left|\nabla p^{(i)}\right|^{2}\right|^{q} \mathrm{~d} x \mathrm{~d} t & =\iint_{\Omega_{T}^{(i)}}\left|R_{i}-\left|\nabla p^{(i)}\right|^{2}\right|^{q} \mathrm{~d} x \mathrm{~d} t \leq \iint_{\Omega_{T}^{(i)}}\left|\nabla p^{(i)}\right|^{2 q} \mathrm{~d} x \mathrm{~d} t \\
& \leq\left(\iint_{\Omega_{T}^{(i)}}\left|\nabla p^{(i)}\right|^{10 / 3} \mathrm{~d} x \mathrm{~d} t\right)^{3 q / 5}\left|\Omega_{T}^{(i)}\right|^{1-3 q / 5} \leq C R^{-(5-3 q) / 3}
\end{aligned}
$$

and (5.144) follows.

For the temperature $\theta=\theta^{(i)}$ we proceed in a similar way. By estimates (5.140) and (5.143) we obtain

$$
\begin{array}{rll}
\nabla \theta^{(i)} & \rightarrow \nabla \theta \quad & \text { weakly in } L^{2}\left(\Omega \times(0, T) ; \mathbb{R}^{3}\right), \\
\theta_{t}^{(i)} & \rightarrow \theta_{t} & \\
\text { weakly in } L^{2}\left(0, T ; W^{-1, q *}(\Omega)\right), \\
\theta^{(i)} & \rightarrow \theta & \\
\text { strongly in } L^{2}(\Omega \times(0, T)),
\end{array}
$$

where for the last estimate we exploited Lemma A. 6 with $B_{0}=W^{1,2}(\Omega), B=L^{2}(\Omega), B_{1}=W^{-1,2}(\Omega)$, $p_{0}=p_{1}=2$ and the embedding $W^{-1, q^{*}}(\Omega) \hookrightarrow W^{-1,2}(\Omega)$ (recall that $q^{*}>2$ ). Furthermore, estimate (5.138) entails that $\hat{\theta}^{(i)}$ are uniformly bounded in $L^{q}(\Omega \times(0, T))$ for every $q<\frac{(8+3 a+2 b)(4+b)}{7-2 b}$. Hence a similar argument as above yields that

$$
\hat{\theta}^{(i)}=Q_{R_{i}}\left(\theta^{(i)}\right) \rightarrow \theta \quad \text { strongly in } L^{q}(\Omega \times(0, T)) \text { for all } q \in\left[1, \frac{(8+3 a+2 b)(4+b)}{7-2 b}\right) .
$$

The strong convergences $\nabla_{s} u^{(i)} \rightarrow \nabla_{s} u, \nabla_{s} u_{t}^{(i)} \rightarrow \nabla_{s} u_{t}, \chi^{(i)} \rightarrow \chi, \chi_{t}^{(i)} \rightarrow \chi_{t}$ follow as at the end of Subsection 5.1.2, as well as the convergence of the hysteresis terms.

Therefore the limit as $i \rightarrow \infty$ yields a solution to (5.1)-(5.4), and the proof of Theorem 5.3 is completed.
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## Introduction

This third part deals with a model for the cyclic fatigue accumulation in a transversally oscillating elastoplastic beam. Temperature and phase transition effects, which usually accompany the process, are taken into account.

The model we present here is part of a project which started some years ago from the scientific collaboration between M. Eleuteri, P. Krejčí and J. Kopfová, with the aim of deriving and studying models for the cyclic fatigue accumulation in transversally oscillating bodies (beams and plates).

Elastoplastic materials subject to cyclic loading exhibit increasing fatigue, which is manifested by material softening and material failure in finite time with strong heat release. The analysis of the so-called rainflow method of cyclic fatigue accumulation in elastoplastic materials carried out in [23] has shown a qualitative and quantitative relationship between accumulated fatigue and dissipated energy, similarly as in [63]. Starting from these facts, a first step in the direction of investigating the well-posedness of the system describing nonisothermal fatigue accumulation in a transversally oscillating elastoplastic beam was made in the papers [48,50]. Here the main modeling hypothesis is that the fatigue accumulation rate is proportional to the dissipation rate. The model is also based on the results contained in [101], where by means of the Kirchhoff-Love method it was shown that the 3D problem of transversal oscillations of a solid elastoplastic beam with the single-yield von Mises plasticity law can be transformed, after dimensional reduction, into the beam equation with a multiyield hysteresis Prandtl-Ishlinskiŭ constitutive operator (see Section B. 4 in the Appendix). This can be explained by the fact that in the 1D model only deformations of longitudinal fibres parameterized by the transversal coordinate are taken into account, and the individual fibres do not switch from the elastic to the plastic regime at the same time. More precisely, eccentric layers are subject to larger deformations than the central ones, so that plastic yielding propagates gradually from the outer surface towards the midsurface (see Figure 5.1). This is translated into the mathematical language by means of the Prandtl-Ishlinskiĭ combination of elastic-perfectly plastic elements with different yield limits that are not all simultaneously activated.

In the more recent work [52], still relying on the Prandtl-Ishlinskiĭ formalism, the previous models for transversally oscillating beams were extended. The fatigue accumulation law is still based on the


Figure 5.1. Deformed beam with grey plastified zone. Picture taken from [101].
observation that there exists a proportionality between accumulated fatigue and dissipated energy. However, unlike in [50], it is assumed that out of all dissipative components in the energy balance, only the purely plastic dissipation produces damage. This makes the mathematical problem easier: the system of equations then does not develop singularities in finite time and a unique regular solution is proved to exist on every bounded time interval. On the other hand an additional difficulty is here considered, namely, a fatigue-dependent weight function in the definition of the Prandtl-Ishlinskii operator. Furthermore, it is assumed that the material can partially recover by the effect of melting when a solid-liquid phase transition takes place. Thus a differential inclusion for the phase dynamics completes the system of equations, for which existence and uniqueness of a strong solution are proved to hold.

Results have been obtained correspondingly also for the plate. We mention the papers [49], which deals with the simplified situation of fixed temperature, and [51], where existence of solutions is proved for the nonisothermal model. In [47] the dependence of the plastic dissipation on both the temperature and the fatigue parameter was considered in the 2D case. It was also mentioned that in principle it makes sense from the point of view of modeling and applications to allow a further dependence of the Prandlt-Ishlinskiĭ density on the phase parameter, and it was shown, assuming a new special flow rule for the phase variable, that the resulting model is still thermodynamically consistent.

Here we start the mathematical analysis of this new problem in the 1D case. We take into account the possibility of partial fatigue recovery by the effect of melting as in [52], and additionally allow the dependence of the Prandtl-Ishlinskiĭ density function not only on the fatigue parameter, but also on the phase variable. The aim is to show existence and uniqueness of a strong solution of the underlying system of equations, which brings nontrivial mathematical difficulties. The results are contained in the paper [42].

The plan is the following: in Chapter 6 we derive the model; Chapter 7 contains the statement of our main result, whose existence part is proved in Sections 7.1-7.3, whereas Section 7.4 deals with the uniqueness.

## CHAPTER 6

## A model for an oscillating beam

### 6.1 Derivation of the model

In this chapter we deal with a transversally inhomogeneous beam of length 1 . We let $x \in[0,1]$ be the longitudinal variable and $t \in[0, T]$ the time variable, and denote by
$m(x, t) \quad$ fatigue accumulation parameter;
$\chi(x, t) \in[0,1] \quad$ phase fraction: $\chi=0$ solid, $\chi=1$ liquid, $\chi \in(-1,1)$ mixture;
$w(x, t) \quad$ transversal displacement of the point $x$ at time $t$;
$\varepsilon(x, t)=w_{x x}(x, t) \quad$ linearized curvature;
$\sigma(x, t) \quad$ bending moment;
$\theta(x, t)>0 \quad$ absolute temperature.

As we have already outlined, the main novelty is the dependence on $\chi$ of the Prandtl-Ishlinskiŭ constitutive operator of elastoplasticity. Starting from the basic model presented in Section B. 4 in the Appendix and given $m, \chi, \varepsilon: \Omega \times(0, T) \rightarrow \mathbb{R}$ such that for a.e. $x \in \Omega$ it holds $\varepsilon(x, \cdot) \in W^{1,1}(0, T)$, we set

$$
P_{0}[m, \chi, \varepsilon](x, t)=P_{0}\left[\tilde{\gamma}_{(x)}(\cdot, r), \varepsilon(x, \cdot)\right](t) \quad \forall t \in[0, T],
$$

where $\tilde{\gamma}_{(x)}:[0, T] \times(0, \infty) \rightarrow[0, \infty)$ is defined by

$$
\begin{equation*}
\tilde{\gamma}_{(x)}(t, r)=\gamma(m(x, t), \chi(x, t), r) . \tag{6.1}
\end{equation*}
$$

In other words, we define the fatigue and phase dependent Prantdl-Ishlinskiĭ operator by the integral

$$
\begin{equation*}
P_{0}[m, \chi, \varepsilon]=\int_{0}^{\infty} \gamma(m, \chi, r) \mathfrak{s}_{r}[\varepsilon] \mathrm{d} r . \tag{6.2}
\end{equation*}
$$

Here $\mathfrak{s}_{r}$ denotes the stop operator from (B.14)-(B.15) with thresholds $-r, r$ and with the canonical initial condition $s^{r, 0}=s^{r}(0)=Q_{r}(\varepsilon(0))$, see Remark B.4. In this context, the energy balance (B.34)
becomes

$$
\begin{aligned}
& \varepsilon_{t} P_{0}[m, \chi, \varepsilon]=\frac{\mathrm{d}}{\mathrm{~d} t} V[m, \chi, \varepsilon]+D[m, \chi, \varepsilon] \\
& -\frac{1}{2} \int_{0}^{\infty}\left(\gamma_{m}(m, \chi, r) m_{t}+\gamma_{\chi}(m, \chi, r) \chi_{t}\right) \mathfrak{s}_{r}^{2}[\varepsilon](t) \mathrm{d} r \quad \text { a.e. in } \Omega \times(0, T),
\end{aligned}
$$

where

$$
\begin{align*}
V[m, \chi, \varepsilon] & =\frac{1}{2} \int_{0}^{\infty} \gamma(m, \chi, r) \mathfrak{s}_{r}^{2}[\varepsilon] \mathrm{d} r  \tag{6.3}\\
D[m, \chi, \varepsilon] & =\int_{0}^{\infty} r \gamma(m, \chi, r)\left|\mathfrak{p}_{r}[\varepsilon]_{t}\right| \mathrm{d} r \tag{6.4}
\end{align*}
$$

are the new fatigue and phase dependent Prandtl-Ishlinskiŭ potential and dissipation operators.

### 6.1.1 Momentum balance

We assume a thermo-visco-elastoplastic scalar constitutive relation in the form

$$
\begin{equation*}
\sigma=B \varepsilon+P_{0}[m, \chi, \varepsilon]+\nu \varepsilon_{t}-\beta\left(\theta-\theta_{\mathrm{ref}}\right) \tag{6.5}
\end{equation*}
$$

with $B>0$ elastic modulus, $\nu$ viscosity coefficient and $\beta$ thermal expansion coefficient related to a layered structure of the beam. Moreover $\theta_{\text {ref }}$ is the melting temperature, which is considered as a fixed referential temperature.
Following [101], Newton's law of motion is formally written as

$$
\begin{equation*}
\mu w_{t t}-\alpha w_{x x t t}+\sigma_{x x}=F(x, t) \tag{6.6}
\end{equation*}
$$

where $\alpha=\mu l^{2} / 12$ with $l>0$ thickness of the beam and $\mu$ mass density, assumed to be constant, and where $F$ is the external load.

### 6.1.2 Phase and fatigue evolution

The evolution of the phase variable $\chi$ is assumed to be of "phase-relaxation" type

$$
\begin{equation*}
-\rho \chi_{t} \in \partial I_{[0,1]}(\chi)-\frac{L}{\theta_{\text {ref }}}\left(\theta-\theta_{\text {ref }}\right)+\frac{1}{2} \int_{0}^{\infty} \gamma_{\chi}(m, \chi, r) \mathfrak{s}_{r}^{2}[\varepsilon] \mathrm{d} r \tag{6.7}
\end{equation*}
$$

where $\rho>0$ is the relaxation coefficient, $L>0$ is the latent heat of the process and $\partial I_{[0,1]}$ is the subdifferential of the indicator function $I_{[0,1]}$. Indeed, we necessarily have $\chi \in[0,1]$, and we interpret $\chi=0$ as the solid phase, $\chi=1$ as liquid, and the intermediate values correspond to the relative liquid content in a mixture of the two.

We now turn our attention to the derivation of a law for the evolution of the fatigue parameter $m$. As already mentioned, there is a close relationship between accumulated fatigue and dissipated energy. Here, following [52], we assume that out of all dissipative components in the energy balance, only the
purely plastic dissipation produces damage. This prevents the system of equations from developing singularities in finite time, see [50]. Still following [52], we assume in addition that partial recovery of the damaged material is possible under strong local melting. Mathematically, this is expressed in terms of the evolution equation for the fatigue variable $m$

$$
\begin{equation*}
m_{t} \in-\partial I_{[0, \infty)}(m)(x, t)-h\left(\chi_{t}(t)\right)+\int_{0}^{1} \lambda(x-y) D[m, \chi, \varepsilon](y, t) \mathrm{d} y \tag{6.8}
\end{equation*}
$$

where $h$ is a nonnegative nondecreasing function vanishing for negative arguments, see Hypothesis 7.1, $\lambda$ is a nonnegative smooth function with (small) compact support and $D[m, \chi, \varepsilon]$ is the dissipation operator defined in (6.4) associated with the Prandtl-Ishlinskiĭ operator $P_{0}[m, \chi, \varepsilon]$. The subdifferential $\partial I_{[0, \infty)}$ of the indicator function $I_{[0, \infty)}$ ensures that the fatigue parameter remains nonnegative.
The meaning of (6.8) is simple. If no phase transition takes place or if the material solidifies, that is, $\chi_{t} \leq 0$, then fatigue at a point $x$ increases proportionally to the energy dissipated in a neighborhood of the point $x$. On the other hand, under strong melting if $\chi$ grows faster than the plastic dissipation rate, the fatigue may decrease until it possibly reaches the unperturbed state $m=0$.

As we have already seen in Chapters 3 and 4, we can interpret (6.7) and (6.8) for the phase variable $\chi$ and fatigue variable $m$, with a choice $\chi^{0}(x) \in[0,1], m^{0}(x) \geq 0$ of initial conditions, in an equivalent way in the form

$$
\begin{align*}
\chi(x, t) & =\mathfrak{s}_{[0,1]}\left[A(x, \cdot), \chi^{0}(x)\right](t),  \tag{6.9}\\
m(x, t) & =\mathfrak{s}_{[0, \infty)}\left[S(x, \cdot), m^{0}(x)\right](t), \tag{6.10}
\end{align*}
$$

where

$$
\begin{align*}
& A(x, t):=\int_{0}^{t} \frac{1}{\rho}\left(\frac{L}{\theta_{\text {ref }}}\left(\theta-\theta_{\text {ref }}\right)-\frac{1}{2} \int_{0}^{\infty} \gamma_{\chi}(m, \chi, r) \mathfrak{s}_{r}^{2}[\varepsilon](t) \mathrm{d} r\right)(x, \tau) \mathrm{d} \tau  \tag{6.11}\\
& S(x, t):=\int_{0}^{t}\left(-h\left(\chi_{t}(\tau)\right)+\int_{0}^{1} \lambda(x-y) D[m, \chi, \varepsilon](y, \tau) \mathrm{d} y\right)(x, \tau) \mathrm{d} \tau . \tag{6.12}
\end{align*}
$$

The advantage of this representation is that now $\chi$ and $m$ are defined by equations involving, by virtue of Proposition B.5, only operators that are Lipschitz continuous in $W^{1,1}(0, T)$.

### 6.1.3 Energy balance

By the first principle of thermodynamics we have that the internal energy $U$ of the system must be conserved in the following sense

$$
\begin{equation*}
U(m, \chi, \varepsilon)_{t}+q_{x}=\sigma \varepsilon_{t}+g \tag{6.13}
\end{equation*}
$$

where $q=-\kappa \theta_{x}$ is the heat flux with a constant heat conductivity $\kappa>0$, and $g$ is the heat source density. Moreover, according to the second principle of thermodynamics, there exists a state function
$S$ called the entropy which is nondecreasing in the sense of the Clausius-Duhem inequality

$$
\begin{equation*}
S(m, \chi, \varepsilon)_{t}+\left(\frac{q}{\theta}\right)_{x} \geq \frac{g}{\theta} . \tag{6.14}
\end{equation*}
$$

We claim that, if the phase dynamics is chosen in the form (6.7) and the fatigue variable $m$ satisfies the evolution equation (6.8), then the right choice of the free energy $F=U-\theta S$ for the system to be thermodynamically consistent, under the assumption of constant heat capacity $c$ and latent heat $L$, is given by

$$
\begin{equation*}
F(m, \chi, \varepsilon)=c \theta\left(1-\log \left(\frac{\theta}{\theta_{\mathrm{ref}}}\right)\right)+\frac{B}{2} \varepsilon^{2}-\beta\left(\theta-\theta_{\mathrm{ref}}\right) \varepsilon+V[m, \chi, \varepsilon]-\frac{L}{\theta_{\mathrm{ref}}}\left(\theta-\theta_{\mathrm{ref}}\right) \chi+I_{[0,1]}(\chi) \tag{6.15}
\end{equation*}
$$

where $V[m, \chi, \varepsilon]$ is the Prandtl-Ishlinskiĭ potential introduced in (6.3). As already explained in Subsection 4.1.3, a formula for the free energy can be derived from the constitutive relation (6.5) by a "formal" integration. However, we prefer to follow an "a posteriori" (and more rigorous) approach and use the constitutive relation and the energy balance for $P_{0}$ to prove that for $F$ as in (6.15) the Clausius-Duhem inequality (6.14) is satisfied.

From (6.15) it follows that the entropy operator $S$ and internal energy operator $U$ have the form

$$
\begin{align*}
S(m, \chi, \varepsilon) & =-\frac{\partial F}{\partial \theta}=c \log \left(\frac{\theta}{\theta_{\mathrm{ref}}}\right)+\beta \varepsilon+\frac{L}{\theta_{\mathrm{ref}}} \chi,  \tag{6.16}\\
U(m, \chi, \varepsilon) & =F(m, \chi, \varepsilon)+\theta S(m, \chi, \varepsilon) \\
& =c \theta+\frac{B}{2} \varepsilon^{2}+\beta \theta_{\mathrm{ref}} \varepsilon+V[m, \chi, \varepsilon]+L \chi+I_{[0,1]}(\chi) . \tag{6.17}
\end{align*}
$$

Note that

$$
\left(\frac{q}{\theta}\right)_{x}=\frac{q_{x} \theta-q \theta_{x}}{\theta^{2}}=\frac{q_{x}}{\theta}+\frac{\kappa \theta_{x}^{2}}{\theta^{2}},
$$

hence

$$
\begin{equation*}
S(m, \chi, \varepsilon)_{t}+\left(\frac{q}{\theta}\right)_{x}-\frac{g}{\theta}=\frac{c \theta_{t}}{\theta}+\beta \varepsilon_{t}+\frac{L}{\theta_{\mathrm{ref}}} \chi_{t}+\frac{q_{x}}{\theta}+\frac{\kappa \theta_{x}^{2}}{\theta^{2}}-\frac{g}{\theta} . \tag{6.18}
\end{equation*}
$$

By (6.13) it follows

$$
\frac{q_{x}}{\theta}-\frac{g}{\theta}=\frac{1}{\theta}\left(\sigma \varepsilon_{t}-U(m, \chi, \varepsilon)_{t}\right)
$$

which, together with the constitutive relation (6.5) and the energy balance (6.3), yields

$$
\begin{aligned}
\frac{q_{x}}{\theta}-\frac{g}{\theta}= & \frac{1}{\theta}\left(B \varepsilon \varepsilon_{t}+\varepsilon_{t} P_{0}[m, \chi, \varepsilon]+\nu \varepsilon_{t}^{2}-\beta\left(\theta-\theta_{\mathrm{ref}}\right) \varepsilon_{t}-U(m, \chi, \varepsilon)_{t}\right) \\
= & \frac{1}{\theta}\left(B \varepsilon \varepsilon_{t}+\nu \varepsilon_{t}^{2}-\beta\left(\theta-\theta_{\mathrm{ref}}\right) \varepsilon_{t}-U(m, \chi, \varepsilon)_{t}+V[m, \chi, \varepsilon]_{t}+D[m, \chi, \varepsilon]\right. \\
& \left.-\frac{1}{2} \int_{0}^{\infty}\left(\gamma_{m}(m, \chi, r) m_{t}+\gamma_{\chi}(m, \chi, r) \chi_{t}\right) \mathfrak{s}_{r}^{2}[\varepsilon] \mathrm{d} r\right)
\end{aligned}
$$

Plugging it into (6.18) gives

$$
\begin{aligned}
& S(m, \chi, \varepsilon)_{t}+\left(\frac{q}{\theta}\right)_{x}-\frac{g}{\theta}=\frac{c \theta_{t}}{\theta}+\beta \varepsilon_{t}+\frac{L}{\theta_{\text {ref }}} \chi_{t}+\frac{\kappa \theta_{x}^{2}}{\theta^{2}} \\
& +\frac{1}{\theta}\left(B \varepsilon \varepsilon_{t}+\nu \varepsilon_{t}^{2}-\beta\left(\theta-\theta_{\text {ref }}\right) \varepsilon_{t}-U(m, \chi, \varepsilon)_{t}+V[m, \chi, \varepsilon]_{t}+D[m, \chi, \varepsilon]\right. \\
& \left.-\frac{1}{2} \int_{0}^{\infty}\left(\gamma_{m}(m, \chi, r) m_{t}+\gamma_{\chi}(m, \chi, r) \chi_{t}\right) \mathfrak{s}_{r}^{2}[\varepsilon] \mathrm{d} r\right) .
\end{aligned}
$$

A direct computation of $U(m, \chi, \varepsilon)_{t}$, with $U$ from (6.17), yields

$$
\begin{equation*}
U(m, \chi, \varepsilon)_{t}=c \theta_{t}+B \varepsilon \varepsilon_{t}+\beta \theta_{\mathrm{ref}} \varepsilon_{t}+V[m, \chi, \varepsilon]_{t}+L \chi_{t}+\partial I_{[0,1]} \chi_{t}, \tag{6.19}
\end{equation*}
$$

where $\partial I_{[0,1]}(\chi) \chi_{t}=0$ (see Remark B.2). Hence inserting (6.19) in (6.19) we obtain, after some cancellations,

$$
\begin{aligned}
& S(m, \chi, \varepsilon)_{t}+\left(\frac{q}{\theta}\right)_{x}-\frac{g}{\theta} \\
& =\frac{\kappa \theta_{x}^{2}}{\theta^{2}}+\frac{\nu \varepsilon_{t}^{2}}{\theta}+\frac{1}{\theta}\left(\frac{L}{\theta_{\text {ref }}}\left(\theta-\theta_{\text {ref }}\right) \chi_{t}+D[m, \chi, \varepsilon]-\frac{1}{2} \int_{0}^{\infty}\left(m_{t} \gamma_{m}(m, \chi, r)+\chi_{t} \gamma_{\chi}(m, \chi, r)\right) \mathfrak{s}_{r}^{2}[\varepsilon] \mathrm{d} r\right)
\end{aligned}
$$

Multiplying the differential inclusion (6.7) by $\chi_{t}$ we obtain (see Remark B.2)

$$
-\rho \chi_{t}^{2}=-\frac{L}{\theta_{\text {ref }}}\left(\theta-\theta_{\text {ref }}\right) \chi_{t}+\frac{1}{2} \chi_{t} \int_{0}^{\infty} \gamma_{\chi}(m, \chi, r) \mathfrak{s}_{r}^{2}[\varepsilon] \mathrm{d} r,
$$

thus we get

$$
\begin{equation*}
S(m, \chi, \varepsilon)_{t}+\left(\frac{q}{\theta}\right)_{x}-\frac{g}{\theta}=\frac{\kappa \theta_{x}^{2}}{\theta^{2}}+\frac{\nu \varepsilon_{t}^{2}}{\theta}+\frac{1}{\theta}\left(\rho \chi_{t}^{2}+D[m, \chi, \varepsilon]-\frac{1}{2} m_{t} \int_{0}^{\infty} \gamma_{m}(m, \chi, r) \mathfrak{s}_{r}^{2}[\varepsilon] \mathrm{d} r\right) . \tag{6.20}
\end{equation*}
$$

In the next chapter we will put suitable hypotheses on the function $h$ appearing in the inclusion (6.8) and on the Prantdl-Ishlinskiĭ density $\gamma$, and we will check that the absolute temperature $\theta$ stays positive. This will allow us to conclude that the Clausius-Duhem inequality (6.13) holds.
We now rewrite the energy conservation law (6.13) in a more suitable form. Using (6.19), the constitutive law (6.5) and the expression for $q$, (6.13) becomes

$$
c \theta_{t}+B \varepsilon \varepsilon_{t}+\beta \theta_{\mathrm{ref}} \varepsilon_{t}+V[m, \chi, \varepsilon]_{t}+L \chi_{t}-\kappa \theta_{x x}=B \varepsilon \varepsilon_{t}+\varepsilon_{t} P_{0}[m, \chi, \varepsilon]+\nu \varepsilon_{t}^{2}-\beta\left(\theta-\theta_{\mathrm{ref}}\right) \varepsilon_{t}+g .
$$

Note that some terms cancel out. Thus, employing the energy balance (6.3), we obtain

$$
\begin{align*}
& c \theta_{t}-\kappa \theta_{x x}=-\beta \theta \varepsilon_{t}+\nu \varepsilon_{t}^{2}+D[m, \chi, \varepsilon] \\
& -\frac{1}{2} \int_{0}^{\infty}\left(m_{t} \gamma_{m}(m, \chi, r)+\chi_{t} \gamma_{\chi}(m, \chi, r)\right) \mathfrak{s}_{r}^{2}[\varepsilon] \mathrm{d} r-L \chi_{t}+g . \tag{6.21}
\end{align*}
$$

### 6.2 The mathematical problem

For any $T>0$ we set

$$
\begin{aligned}
& \Omega_{T}=(0,1) \times(0, T), \quad u(x, t)=\int_{0}^{t} \sigma(x, \tau) \mathrm{d} \tau \\
& f(x, t)=\int_{0}^{t} F(x, \tau) \mathrm{d} \tau+\mu w_{t}(x, 0)-\alpha w_{x x t}(x, 0)
\end{aligned}
$$

We rewrite the equations $(6.5),(6.6),(6.7),(6.8),(6.21)$ as the system

$$
\begin{align*}
u_{t} & =B w_{x x}+P_{0}\left[m, \chi, w_{x x}\right]+\nu w_{x x t}-\beta\left(\theta-\theta_{\mathrm{ref}}\right)  \tag{6.22}\\
\mu w_{t}-\alpha w_{x x t} & =-u_{x x}+f(x, t)  \tag{6.23}\\
c \theta_{t}-\kappa \theta_{x x} & =-\beta \theta \varepsilon_{t}+\nu \varepsilon_{t}^{2}+D[m, \chi, \varepsilon]  \tag{6.24}\\
- & \frac{1}{2} \int_{0}^{\infty}\left(m_{t} \gamma_{m}(m, \chi, r)+\chi_{t} \gamma_{\chi}(m, \chi, r)\right) \mathfrak{s}_{r}^{2}[\varepsilon] \mathrm{d} r-L \chi_{t}+g  \tag{6.25}\\
-\rho \chi_{t} & \in \partial I_{[0,1]}(\chi)-\frac{L}{\theta_{\text {ref }}}\left(\theta-\theta_{\text {ref }}\right)+\frac{1}{2} \int_{0}^{\infty} \gamma_{\chi}(m, \chi, r) \mathfrak{s}_{r}^{2}[\varepsilon] \mathrm{d} r  \tag{6.26}\\
m_{t} & \in-\partial I_{[0, \infty)}(m)-h\left(\chi_{t}\right)+\int_{0}^{1} \lambda(x-y) D[m, \chi, \varepsilon](y, t) \mathrm{d} y \tag{6.27}
\end{align*}
$$

for unknown functions $u, w, \theta, m, \chi$, with initial and boundary conditions

$$
\left.\begin{array}{rl}
w(x, 0) & =u(x, 0)=0 \\
m(x, 0) & =m^{0}(x)=0  \tag{6.29}\\
\theta(x, 0) & =\theta^{0}(x) \\
\chi(x, 0) & =\chi^{0}(x)
\end{array}\right\}
$$

The zero initial conditions for $w$ and $m$ are motivated by the fact that it is difficult to determine the initial degree of fatigue for a material with unknown loading history, and the most transparent hypothesis consists in assuming that no deformation (and therefore no fatigue) has taken place prior to the time $t=0$.

## CHAPTER 7

## Solvability of the problem

In this chapter we are going to state and prove the main result for problem (6.22)-(6.29). The data are required to fulfill the following hypotheses:

## Hypothesis 7.1.

(i) $P_{0}$ is a Prandtl-Ishlinskiĭ operator (6.2) with a measurable density function $\gamma:[0, \infty) \times[0,1] \times$ $(0, \infty) \rightarrow[0, \infty)$, which is locally Lipschitz continuous in the first two variables, with $\gamma_{m}$ and $\gamma_{\chi}$ locally Lipschitz continuous as well, and such that there exist $\tilde{\gamma}, \gamma^{*} \in L^{1}(0, \infty)$ with $\gamma(m, \chi, r) \leq \tilde{\gamma}(r), 0 \leq-\gamma_{m}(m, \chi, r) \leq \gamma^{*}(r),\left|\gamma_{\chi}(m, \chi, r)\right| \leq \gamma^{*}(r),\left|\gamma_{m m}(m, \chi, r)\right| \leq \gamma^{*}(r)$, $\left|\gamma_{\chi m}(m, \chi, r)\right| \leq \gamma^{*}(r),\left|\gamma_{\chi \chi}(m, \chi, r)\right| \leq \gamma^{*}(r)$ a. e. Moreover, $M:=\int_{0}^{\infty} r \tilde{\gamma}(r) \mathrm{d} r<\infty$ and also $\int_{0}^{\infty}\left(1+r^{2}\right) \gamma^{*}(r) \mathrm{d} r<2 L$, being $L$ the latent heat of the process.
(ii) $B, \nu, \beta, \theta_{\text {ref }}, \mu, \alpha, c, \kappa, L, \rho$ are given positive constants.
(iii) $\lambda: \mathbb{R} \rightarrow[0, \infty)$ is a $C^{1}$ function with compact support, and we set $\Lambda:=\max \left\{\lambda(x)+\left|\lambda^{\prime}(x)\right|, x \in\right.$ $\mathbb{R}\}$.
(iv) $f \in L^{2}\left(\Omega_{T}\right)$ is a given function for some fixed $T>0$, such that $f_{x}, f_{t t}, f_{x t} \in L^{2}\left(\Omega_{T}\right)$.
(v) $\theta^{0} \in L^{\infty}(0,1)$ and $\chi^{0} \in W^{1,2}(0,1)$ are such that $\theta^{0} \geq \theta_{*}$ with $0<\theta_{*}<1, \theta_{x}^{0} \in L^{2}(0,1)$, $\chi^{0}(x) \in[0,1]$ for all $x \in[0,1]$.
(vi) $h: \mathbb{R} \rightarrow[0, \infty)$ is a nondecreasing Lipschitz continuous function such that $0 \leq h^{\prime}(z) \leq a$ a.e. and $h(z) \leq b z^{2}$ for $z \in \mathbb{R}$, where $a, b$ are positive constants; in particular $b$ is such that $b L \leq \rho$, where $L$ is the latent heat of the process and $\rho$ is the relaxation coefficient from (6.26).
(vii) $g:[0, \infty) \times \Omega_{T} \rightarrow \mathbb{R}$ is a Carathéodory function such that $g_{0}(x, t):=g(0, x, t) \geq 0, g_{0} \in L^{2}\left(\Omega_{T}\right)$, and $\left|g_{\theta}(\theta, x, t)\right| \leq g_{1}$ a. e. with $g_{1}$ a constant.

Remark 7.2. In this remark we comment on some of the above hypotheses.
(i) The assumption that $\gamma(m, \chi, r)$ decreases with increasing fatigue $m$ corresponds to the observation that the stiffness of the material decreases with increasing fatigue. Moreover, the assumptions on $\gamma$ together with the definition of the stop operator in (B.14) implies

$$
\left|P_{0}[m, \chi, \varepsilon]\right|=\left|\int_{0}^{\infty} \gamma(m, \chi, r) \mathfrak{s}_{r}[\varepsilon] \mathrm{d} r\right| \leq \int_{0}^{\infty} \tilde{\gamma}(r) r \mathrm{~d} r \leq M,
$$

whereas the assumptions on $\gamma_{m}$ and $\gamma_{\chi}$ allow us to conclude that

$$
\begin{aligned}
& 0 \leq M[m, \chi, \varepsilon]=-\frac{1}{2} \int_{0}^{\infty} \gamma_{m}(m, \chi, \theta, r) \mathfrak{s}_{r}^{2}\left[\varepsilon_{k}\right] \mathrm{d} r \leq \frac{1}{2} \int_{0}^{\infty} \gamma^{*}(r) r^{2} \mathrm{~d} r \leq L, \\
& |K[m, \chi, \varepsilon]|=\left|-\frac{1}{2} \int_{0}^{\infty} \gamma_{\chi}(m, \chi, \theta, r) \mathfrak{s}_{r}^{2}\left[\varepsilon_{k}\right] \mathrm{d} r\right| \leq \frac{1}{2} \int_{0}^{\infty} \gamma^{*}(r) r^{2} \mathrm{~d} r \leq L .
\end{aligned}
$$

This means that hysteresis effects vanish far away from the equilibrium. Furthermore, estimate (B.35) yields the following upper bound for the dissipation in terms of the input velocity

$$
\begin{equation*}
D[m, \chi, \varepsilon](t) \leq M|\dot{\varepsilon}(t)| . \tag{7.1}
\end{equation*}
$$

(iv) In what follows we will frequently use the fact that $f_{t} \in L^{2}\left(\Omega_{T}\right)$, which is a direct consequence of the assumption $f, f_{t t} \in L^{2}\left(\Omega_{T}\right)$. This can be proved for example by comparing the Fourier series.
(vi) The assumptions on the function $h$ are needed for the proof of the thermodynamic consistency of the model. Coming back to (6.20), by the positivity of the dissipation operator and by the inclusion (6.8) for the fatigue, we infer

$$
\rho \chi_{t}^{2}+D[m, \chi, \varepsilon]-\frac{1}{2} m_{t} \int_{0}^{\infty} \gamma_{m}(m, \chi, r) \mathfrak{s}_{r}^{2}[\varepsilon] \mathrm{d} r \geq \rho \chi_{t}^{2}-L h\left(\chi_{t}\right) \geq \rho \chi_{t}^{2}-L b \chi_{t}^{2} \geq 0
$$

Hence the Clausius-Duhem inequality (6.13) holds, provided that the temperature stays positive. In particular the boundedness of $h^{\prime}$ is used to show the positivity of the temperature, see the first part of Subsection 7.2.
(vii) The assumption that $g_{0}(x, t) \geq 0$ makes sense since $g$ is the heat source density, so at zero temperature we cannot remove heat from the system.

The main result reads as follows.

Theorem 7.3. Let Hypothesis 7.1 hold. Then there exists a unique solution to the system (6.22)(6.29) in $\Omega_{T}$ such that $\theta(x, t)>0$ for all $(x, t) \in \Omega_{T}$, and with the regularity

- $w_{x x x t}, w_{x x t t}, \theta_{t}, \theta_{x x}, u_{t t}, u_{x x t} \in L^{2}\left(\Omega_{T}\right)$,
- $\theta, m_{t}, \chi_{t} \in L^{\infty}\left(\Omega_{T}\right)$.

The proof of the existence result is carried out in three steps: approximation, a priori estimates and passage to the limit.

### 7.1 Approximation

From now on the values of all physical constants are set to 1 for simplicity, with the exception of $\rho, L, \theta_{\mathrm{ref}}$ in order to emphasize the role of the phase transition.

Let us choose an integer $n \in \mathbb{N}$ and consider an equidistant partition of the interval $[0,1]$. Let us take the space discrete approximations of (6.22)-(6.27) for $k=1, \ldots, n-1$ :

$$
\begin{align*}
\dot{u}_{k} & =\varepsilon_{k}+P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]+\dot{\varepsilon}_{k}-\theta_{k}+\theta_{\text {ref }},  \tag{7.2}\\
\dot{w}_{k}-\dot{\varepsilon}_{k} & =-n^{2}\left(u_{k+1}-2 u_{k}+u_{k-1}\right)+f_{k},  \tag{7.3}\\
\varepsilon_{k} & =n^{2}\left(w_{k+1}-2 w_{k}+w_{k-1}\right),  \tag{7.4}\\
\dot{\theta}_{k} & =n^{2}\left(\theta_{k+1}-2 \theta_{k}+\theta_{k-1}\right)-\theta_{k} \dot{\varepsilon}_{k}+\dot{\varepsilon}_{k}^{2}+D_{k}+\dot{m}_{k} M_{k}+\dot{\chi}_{k}\left(K_{k}-L\right)+g_{k}\left(\theta_{k}, t\right),  \tag{7.5}\\
\rho \chi_{k} & =\mathfrak{s}_{[0,1]}\left[\chi_{k}^{0}, A_{k}\right], \quad A_{k}(t)=\int_{0}^{t}\left(\frac{L}{\theta_{\text {ref }}}\left(\theta_{k}-\theta_{\text {ref }}\right)+K_{k}\right)(\tau) \mathrm{d} \tau,  \tag{7.6}\\
m_{k} & =\mathfrak{s}_{[0, \infty)}\left[0, S_{k}\right], \quad S_{k}(t)=\int_{0}^{t}\left(-h\left(\dot{\chi}_{k}\right)+D_{k}^{*}\right)(\tau) \mathrm{d} \tau, \tag{7.7}
\end{align*}
$$

where

$$
\begin{aligned}
& M_{k}(t)=-\frac{1}{2} \int_{0}^{\infty} \gamma_{m}\left(m_{k}(t), \chi_{k}(t), r\right) \mathfrak{s}_{r}^{2}\left[\varepsilon_{k}\right](t) \mathrm{d} r, \\
& K_{k}(t)=-\frac{1}{2} \int_{0}^{\infty} \gamma_{\chi}\left(m_{k}(t), \chi_{k}(t), r\right) \mathfrak{s}_{r}^{2}\left[\varepsilon_{k}\right](t) \mathrm{d} r, \\
& D_{k}(t)=\int_{0}^{\infty} \gamma\left(m_{k}(t), \chi_{k}(t), r\right) \mathfrak{s}_{r}\left[\varepsilon_{k}\right](t)\left(\varepsilon_{k}-\mathfrak{s}_{r}\left[\varepsilon_{k}\right]\right)_{t}(t) \mathrm{d} r, \\
& D_{k}^{*}(t)=\frac{1}{n} \sum_{j=1}^{n-1} \lambda_{k-j} D_{j}(t), \\
& \lambda_{i}=\lambda(i / n), \\
& f_{k}(t)=n \int_{(k-1) / n}^{k / n} f(x, t) \mathrm{d} x, \\
& g_{k}(\theta, t)= \begin{cases}n \int_{(k-1) / n}^{k / n} g(\theta, x, t) \mathrm{d} x & \text { for } \theta \geq 0, \\
g_{k}(0, t) & \text { for } \theta<0 .\end{cases}
\end{aligned}
$$

Remark 7.4. By Hypothesis 7.1 (i) we have $M_{k}(t) \in[0, L],\left|K_{k}(t)\right| \leq L$ for a.e. $t \in[0, T]$. In addition, by (7.1) and Hypothesis 7.1 (i) we deduce $0 \leq D_{k}(t) \leq M\left|\dot{\varepsilon}_{k}(t)\right|$ for a.e. $t \in[0, T]$. This, together with Hypothesis 7.1 (iii), yields $0 \leq D_{k}^{*}(t) \leq \Lambda M\left(\frac{1}{n} \sum_{k=1}^{n-1}\left|\dot{\varepsilon}_{k}(t)\right|\right)$ for a. e. $t \in[0, T]$.

We prescribe initial conditions for $k=1, \ldots, n-1$

$$
\left.\begin{array}{l}
w_{k}(0)=u_{k}(0)=0, \\
\theta_{k}(0)=\theta_{k}^{0}:=\theta^{0}(k / n), \\
m_{k}(0)=0,  \tag{7.8}\\
\chi_{k}(0)=\chi_{k}^{0}:=n \int_{(k-1) / n}^{k / n} \chi^{0}(x) \mathrm{d} x,
\end{array}\right\}
$$

and "boundary conditions"

$$
\left.\begin{array}{l}
w_{0}=w_{n}=u_{0}=u_{n}=0  \tag{7.9}\\
\theta_{0}=\theta_{1}, \theta_{n}=\theta_{n-1}
\end{array}\right\}
$$

Remark 7.5. Note that by equation (7.4) and by the initial condition for $w_{k}$ we deduce also

$$
\varepsilon_{k}(0)=0 \text { for } k=1, \ldots, n-1 .
$$

By Remark B. 4 this implies $\mathfrak{s}_{r}\left[\varepsilon_{k}\right](0)=0$, which in turn gives

$$
P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right](0)=V\left[m_{k}, \chi_{k}, \varepsilon_{k}\right](0)=D_{k}(0)=M_{k}(0)=K_{k}(0)=0 \quad \text { for } k=1, \ldots, n-1 .
$$

Problem (7.2)-(7.7) turns out to be a system of ODEs for the unknowns $u_{k}, w_{k}, \theta_{k}, \chi_{k}, m_{k}$, which admits a $W^{1, \infty}$ solution in an interval $\left[0, T_{n}\right]$. Indeed, denoting by $\mathbf{w}$ the vector $\left(w_{1}, \ldots, w_{n-1}\right)$, and $\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{n-1}\right)$, we have by (7.4) $-\varepsilon=\mathcal{S} \mathbf{w}$ with a positive definite matrix $\mathcal{S}$, which has the form

$$
\mathcal{S}=n^{2}\left[\begin{array}{cccccccccc}
2 & -1 & 0 & 0 & 0 & \ldots & 0 & 0 & 0 & 0 \\
-1 & 2 & -1 & 0 & 0 & \ldots & 0 & 0 & 0 & 0 \\
0 & -1 & 2 & -1 & 0 & \ldots & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & 0 & \ldots & -1 & 2 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & \ldots & 0 & -1 & 2 & -1 \\
0 & 0 & 0 & 0 & 0 & \ldots & 0 & 0 & -1 & 2
\end{array}\right] .
$$

Hence the left-hand side of (7.3) reads $(I+\mathcal{S}) \dot{\mathbf{w}}$. Hence, by Proposition B. 7 together with Hypothesis 7.1 (i) and (vi), we see that (7.7) defines a locally Lipschitz continuous mapping that with $\varepsilon$, $\dot{\varepsilon}$ and $\dot{\chi}=\left(\dot{\chi}_{1}, \ldots, \dot{\chi}_{n-1}\right)$ (and therefore $\boldsymbol{\theta}=\left(\theta_{1}, \ldots, \theta_{n-1}\right)$ by (7.6)) associates the solution $m_{k}$. By (7.3), $\dot{\varepsilon}$ is itself a Lipschitz continuous mapping of $\mathbf{u}=\left(u_{1}, \ldots, u_{n-1}\right)$. Thus (7.2)-(7.5) can be considered as an ODE system in $u_{k}, w_{k}, \theta_{k}$ with a right-hand side which is locally Lipschitz in $L^{1}(0, t)$ for $t \in[0, T]$, and the existence and uniqueness of a local absolutely continuous solution in an interval $\left[0, T_{n}\right]$ follows from the standard theory of ODEs. Consequently, the right hand side is bounded, and we conclude that the solution belongs to $W^{1, \infty}\left(0, T_{n}\right)$. We will show in Subsection 7.2 .2 that the solution exists globally, and actually $T_{n}=T$.

### 7.2 A priori estimates

This subsection is divided into 4 parts:

- Positivity of the temperature: it is important for the thermodynamic consistency of the model;
- Discrete energy estimate: it constitutes the basic a priori estimate giving the first minimal regularity (which is not enough however to pass to the limit);
- Discrete Dafermos estimates: it provides additional regularity for the temperature, necessary to deduce further a priori estimates;
- Higher order estimates: this last part provides the necessary estimates in order to proceed with the passage to the limit.

In what follows the operation of "testing by a function" a discretized equation will consist in multiplying the equation by the function, summing up over $k=1, \ldots, n-1$ (or in some cases over $k=1, \ldots, n$ ) and then dividing by $n$.

Moreover, we will systematically use the "summation by parts formula"

$$
\begin{equation*}
\sum_{k=1}^{n-1} \xi_{k}\left(\eta_{k+1}-2 \eta_{k}+\eta_{k-1}\right)+\sum_{k=1}^{n}\left(\xi_{k}-\xi_{k-1}\right)\left(\eta_{k}-\eta_{k-1}\right)=\xi_{n}\left(\eta_{n}-\eta_{n-1}\right)-\xi_{0}\left(\eta_{1}-\eta_{0}\right) \tag{7.10}
\end{equation*}
$$

for all vectors $\left(\xi_{0}, \ldots, \xi_{n}\right),\left(\eta_{0}, \ldots, \eta_{n}\right)$.
We will denote by $C$ any generic positive constant independent of $n$.

### 7.2.1 Positivity of the temperature

First of all it is important to prove that $\theta_{k}$ remains positive in the whole range of existence. For this purpose we test (7.5) by $-\theta_{k}^{-}$, where $\theta_{k}^{-}$is the negative part of $\theta_{k}$, getting

$$
\begin{align*}
-\frac{1}{n} \sum_{k=1}^{n-1} \dot{\theta}_{k} \theta_{k}^{-}= & -n \sum_{k=1}^{n-1}\left(\theta_{k+1}-2 \theta_{k}+\theta_{k-1}\right) \theta_{k}^{-}-\frac{1}{n} \sum_{k=1}^{n-1}\left(D_{k}+\dot{\varepsilon}_{k}^{2}+g_{k}\left(\theta_{k}, t\right)\right) \theta_{k}^{-} \\
& -\frac{1}{n} \sum_{k=1}^{n-1} \dot{\chi}_{k}\left(K_{k}-L\right) \theta_{k}^{-}-\frac{1}{n} \sum_{k=1}^{n-1} \dot{m}_{k} M_{k} \theta_{k}^{-}+\frac{1}{n} \sum_{k=1}^{n-1} \theta_{k} \dot{\varepsilon}_{k} \theta_{k}^{-} \tag{7.11}
\end{align*}
$$

The left-hand side is such that

$$
-\frac{1}{n} \sum_{k=1}^{n-1} \dot{\theta}_{k} \theta_{k}^{-}=\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{1}{2 n} \sum_{k=1}^{n-1}\left(\theta_{k}^{-}\right)^{2}\right) .
$$

Let us now focus on the right-hand side of (7.11). By (7.10) with $\xi_{k}=\theta_{k}^{-}$and $\eta_{k}=\theta_{k}$ we also deduce

$$
-n \sum_{k=1}^{n-1} \theta_{k}^{-}\left(\theta_{k+1}-2 \theta_{k}+\theta_{k-1}\right)=n \sum_{k=1}^{n}\left(\theta_{k}^{-}-\theta_{k-1}^{-}\right)\left(\theta_{k}-\theta_{k-1}\right)-n\left[\theta_{n}^{-}\left(\theta_{n}-\theta_{n-1}\right)-\theta_{0}^{-}\left(\theta_{1}-\theta_{0}\right)\right]
$$

The second summand vanishes by (7.9), whereas the first is such that

$$
n \sum_{k=1}^{n}\left(\theta_{k}^{-}-\theta_{k-1}^{-}\right)\left(\theta_{k}-\theta_{k-1}\right)=n \sum_{k=1}^{n}\left(\theta_{k}^{-}-\theta_{k-1}^{-}\right)\left[\left(\theta_{k}^{+}-\theta_{k-1}^{+}\right)-\left(\theta_{k}^{-}-\theta_{k-1}^{-}\right)\right]=-n \sum_{k=1}^{n}\left(\theta_{k}^{-}-\theta_{k-1}^{-}\right)^{2} .
$$

Hence

$$
-n \sum_{k=1}^{n-1} \theta_{k}^{-}\left(\theta_{k+1}-2 \theta_{k}+\theta_{k-1}\right)=-n \sum_{n=1}^{n}\left(\theta_{k}^{-}-\theta_{k-1}^{-}\right)^{2} \leq 0 .
$$

Moreover, being $D_{k}(t) \geq 0$ by definition and $g_{k}(\theta, t) \geq 0$ for $\theta \leq 0$ by Hypothesis 7.1 (vii), it follows that

$$
-\left(D_{k}(t)+\dot{\varepsilon}_{k}^{2}(t)+g_{k}\left(\theta_{k}, t\right)\right) \theta_{k}^{-} \leq 0
$$

Now we deal with the phase term. By (7.6) and (B.21) (see also Remark B.2) we have

$$
\left.\begin{array}{ll}
\dot{\chi}_{k}(t) \theta_{k}^{-}(t)=0 & \text { if } \dot{\chi}_{k}(t)=0 \\
\dot{\chi}_{k}(t) \theta_{k}^{-}(t)=\frac{L}{\theta_{\text {ref }} \rho}\left(\theta_{k}(t)-\theta_{\text {ref }}\right) \theta_{k}^{-}(t)+\frac{K_{k}}{\rho} \theta_{k}^{-}(t) & \text { otherwise } \tag{7.12}
\end{array}\right\}
$$

Note that

$$
\frac{L}{\theta_{\mathrm{ref}} \rho}\left(\theta_{k}(t)-\theta_{\mathrm{ref}}\right) \theta_{k}^{-}(t)+\frac{K_{k}}{\rho} \theta_{k}^{-}(t)=-\frac{L}{\theta_{\mathrm{ref}} \rho}\left(\theta_{k}^{-}(t)\right)^{2}+\frac{1}{\rho}\left(K_{k}-L\right) \theta_{k}^{-}(t) \leq 0
$$

by Remark 7.4. Hence (7.12) entails

$$
\begin{equation*}
\dot{\chi}_{k}(t) \theta_{k}^{-}(t) \leq 0, \tag{7.13}
\end{equation*}
$$

and again by Remark 7.4 we deduce

$$
-\left(K_{k}-L\right) \dot{\chi}_{k}(t) \theta_{k}^{-}(t) \leq 0 .
$$

Finally, by (7.7) and (B.21) (see also Remark B.2) we have

$$
\left.\begin{array}{ll}
-\dot{m}_{k}(t) M_{k}(t) \theta_{k}^{-}(t)=0 & \text { if } \dot{m}_{k}(t)=0  \tag{7.14}\\
-\dot{m}_{k}(t) M_{k}(t) \theta_{k}^{-}(t)=\left(h\left(\dot{\chi}_{k}(t)\right)-D_{k}^{*}(t)\right) M_{k}(t) \theta_{k}^{-}(t) & \text { otherwise }
\end{array}\right\}
$$

Hypothesis 7.1 (vi) (in particular the Lipschitzianity of $h$ in 0 with Lipschitz constant $a$ ) and Remark 7.4 allow us to show that, by (7.13),

$$
\left(h\left(\dot{\chi}_{k}(t)\right)-D_{k}^{*}(t)\right) M_{k}(t) \theta_{k}^{-}(t) \leq h\left(\dot{\chi}_{k}(t)\right) M_{k}(t) \theta_{k}^{-}(t) \leq 0 .
$$

Hence (7.14) entails

$$
-\dot{m}_{k}(t) M_{k}(t) \theta_{k}^{-}(t) \leq 0 .
$$

The last term on the right-hand side of (7.11) is such that

$$
\frac{1}{n} \sum_{k=1}^{n-1} \theta_{k} \dot{\varepsilon}_{k} \theta_{k}^{-}=\frac{1}{n} \sum_{k=1}^{n-1}\left(\theta_{k}^{+}-\theta_{k}^{-}\right) \dot{\varepsilon}_{k} \theta_{k}^{-}=-\frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}\left(\theta_{k}^{-}\right)^{2}
$$

Summarizing the above computations we come to

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{1}{2 n} \sum_{k=1}^{n-1}\left(\theta_{k}^{-}\right)^{2}\right) \leq \frac{1}{n} \sum_{k=1}^{n-1}\left|\dot{\varepsilon}_{k}\right|\left(\theta_{k}^{-}\right)^{2} \leq \frac{C_{\varepsilon, n}}{n} \sum_{k=1}^{n-1}\left(\theta_{k}^{-}\right)^{2}
$$

where we set

$$
C_{\varepsilon, n}:=\max \left\{\left|\dot{\varepsilon}_{k}(t)\right|: k=1, \ldots, n-1, \quad t \in\left[0, T_{n}\right]\right\}
$$

Grönwall's lemma A. 1 now yields

$$
\left(\theta_{k}^{-}\right)^{2}(t) \leq \mathrm{e}^{\int_{0}^{t} 2 C_{\varepsilon, n} \mathrm{~d} \tau}\left(\theta_{k}^{-}\right)^{2}(0)
$$

and since by (7.8) and Hypothesis $7.1(\mathrm{v})$ it holds $\theta_{k}^{-}(0)=\left(\theta^{0}(k / n)\right)^{-}=0$, we finally obtain that $\theta_{k}^{-}(t)=0$ for all $k$ and $t \in\left[0, T_{n}\right]$.

At this point we prove that in addition $\theta_{k}(t)$ is bounded away from 0 for all $k$ and all $t \in\left[0, T_{n}\right]$. The idea is to compare the decay of $\theta_{k}$ with the solution to the differential equation

$$
\begin{equation*}
\dot{p}+\psi(p)=0, \quad p(0)=\theta_{*} \tag{7.15}
\end{equation*}
$$

with $\theta_{*}>0$ from Hypothesis $7.1(\mathrm{v})$ and $\psi$ suitable function of polynomial kind that we will choose later.

First of all, if $\dot{\chi}_{k} \neq 0$ then by Remark 7.4

$$
\begin{equation*}
-\rho \dot{\chi}_{k}=-\frac{L}{\theta_{\mathrm{ref}}}\left(\theta_{k}-\theta_{\mathrm{ref}}\right)-K_{k} \geq-\frac{L \theta_{k}}{\theta_{\mathrm{ref}}} \tag{7.16}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\dot{\chi}_{k}\left(K_{k}-L\right) \geq \frac{L \theta_{k}}{\theta_{\mathrm{ref}} \rho}\left(K_{k}-L\right) \geq-\frac{2 L^{2}}{\theta_{\mathrm{ref}} \rho} \theta_{k} \tag{7.17}
\end{equation*}
$$

where the second inequality follows again from Remark 7.4. On the other hand by Hypothesis 7.1 (vi) and (7.16)

$$
\dot{m}_{k} \geq-h\left(\dot{\chi}_{k}\right) \geq-a \dot{\chi}_{k} \geq-\frac{a L \theta_{k}}{\theta_{\mathrm{ref}} \rho}
$$

from which we deduce thanks to Remark 7.4

$$
\begin{equation*}
\dot{m}_{k} M_{k} \geq-\frac{a L^{2}}{\theta_{\mathrm{ref}} \rho} \theta_{k} \tag{7.18}
\end{equation*}
$$

Moreover, since we already proved that $\theta_{k}>0$, by Hypothesis 7.1 (vii) it follows

$$
\begin{align*}
g_{k}\left(\theta_{k}, t\right) & =n \int_{(k-1) / n}^{k / n} g\left(\theta_{k}, x, t\right) \mathrm{d} x \geq n \int_{(k-1) / n}^{k / n}\left(g\left(\theta_{k}, x, t\right)-g(0, x, t)\right) \mathrm{d} x \\
& =n \int_{(k-1) / n}^{k / n}\left(\int_{0}^{\theta_{k}} g_{\theta}(\theta, x, t) \mathrm{d} \theta\right) \mathrm{d} x \geq n \int_{(k-1) / n}^{k / n}\left(-g_{1}\right) \theta_{k} \mathrm{~d} x=-g_{1} \theta_{k} \tag{7.19}
\end{align*}
$$

By the elementary inequality $a^{2}-a b+\frac{b^{2}}{4} \geq 0 \forall a, b \in \mathbb{R}$ we additionally have

$$
\begin{equation*}
\dot{\varepsilon}_{k}^{2}-\theta_{k} \dot{\varepsilon}_{k} \geq-\frac{1}{4} \theta_{k}^{2} \tag{7.20}
\end{equation*}
$$

Inserting (7.17)-(7.20) in (7.5) we deduce

$$
\begin{equation*}
\dot{\theta}_{k}-n^{2}\left(\theta_{k+1}-2 \theta_{k}+\theta_{k-1}\right) \geq-\psi\left(\theta_{k}\right), \tag{7.21}
\end{equation*}
$$

where

$$
\psi(z):=-\frac{1}{4} z^{2}-\left[\frac{L^{2}}{\theta_{\operatorname{ref}} \rho}(2+a)+g_{1}\right] z .
$$

Coming back to (7.15), it is not difficult to check that for such a choice for $\psi$ we obtain

$$
p(t)=\frac{\mu \theta_{*} e^{-\mu t}}{\delta \theta_{*}\left(1-e^{-\mu t}\right)+\mu} \quad \text { with } \quad \delta=\frac{1}{4}, \quad \mu=\frac{L^{2}}{\theta_{\mathrm{ref}} \gamma}(2+a)+g_{1} .
$$

Note that $p$ is nonnegative and nonincreasing in $[0, \infty)$. We are going to show that $\theta_{k}(t) \geq p(t)>0$ for all $k$ and all $t \in\left[0, T_{n}\right]$. To this aim we compare $\theta_{k}$ and $p$. By (7.21) and (7.15) it holds

$$
\left(\dot{p}-\dot{\theta}_{k}\right)-n^{2}\left(\left(p-\theta_{k+1}\right)-2\left(p-\theta_{k}\right)+\left(p-\theta_{k-1}\right)\right)+\psi(p)-\psi\left(\theta_{k}\right) \leq 0
$$

We now test by $\left(p-\theta_{k}\right)^{+}$, getting

$$
\begin{aligned}
& \frac{1}{n} \sum_{k=1}^{n-1}\left(\dot{p}-\dot{\theta}_{k}\right)\left(p-\theta_{k}\right)^{+}-n \sum_{k=1}^{n-1}\left(\left(p-\theta_{k+1}\right)-2\left(p-\theta_{k}\right)+\left(p-\theta_{k-1}\right)\right)\left(p-\theta_{k}\right)^{+} \\
& +\frac{1}{n} \sum_{k=1}^{n-1}\left(\psi(p)-\psi\left(\theta_{k}\right)\right)\left(p-\theta_{k}\right)^{+} \leq 0 .
\end{aligned}
$$

It holds
$\diamond \frac{1}{n} \sum_{k=1}^{n-1}\left(\dot{p}-\dot{\theta}_{k}\right)\left(p-\theta_{k}\right)^{+}=\left\{\begin{array}{ll}\frac{1}{n} \sum_{k=1}^{n-1}\left(\dot{p}-\dot{\theta}_{k}\right)\left(p-\theta_{k}\right) & \text { if } p>\theta_{k} \\ 0 & \text { if } p \leq \theta_{k}\end{array}=\frac{\mathrm{d}}{\mathrm{d} t}\left(\frac{1}{2 n} \sum_{k=1}^{n-1}\left(\left(p-\theta_{k}\right)^{+}\right)^{2}\right) ;\right.$
$\diamond$ for the second term

$$
\begin{aligned}
& -n \sum_{k=1}^{n-1}\left(\left(p-\theta_{k+1}\right)-2\left(p-\theta_{k}\right)+\left(p-\theta_{k-1}\right)\right)\left(p-\theta_{k}\right)^{+} \\
& \stackrel{(7.10)}{=} n \sum_{k=1}^{n}\left(\left(p-\theta_{k}\right)^{+}-\left(p-\theta_{k-1}\right)^{+}\right)\left(\left(p-\theta_{k}\right)-\left(p-\theta_{k-1}\right)\right) \\
& \quad-n\left[\left(\left(p-\theta_{n}\right)-\left(p-\theta_{n-1}\right)\right)\left(p-\theta_{n}\right)^{+}-\left(\left(p-\theta_{1}\right)-\left(p-\theta_{0}\right)\right)\left(p-\theta_{0}\right)^{+}\right] \\
& \stackrel{(7.9)}{=} n \sum_{k=1}^{n}\left(\left(p-\theta_{k}\right)^{+}-\left(p-\theta_{k-1}\right)^{+}\right)\left(\left(p-\theta_{k}\right)-\left(p-\theta_{k-1}\right)\right) \\
& =n \sum_{k=1}^{n}\left(\left(p-\theta_{k}\right)^{+}-\left(p-\theta_{k-1}\right)^{+}\right)\left(\left(p-\theta_{k}\right)^{+}-\left(p-\theta_{k}\right)^{-}-\left(p-\theta_{k-1}\right)^{+}+\left(p-\theta_{k-1}\right)^{-}\right) \\
& \geq n \sum_{k=1}^{n}\left(\left(p-\theta_{k}\right)^{+}-\left(p-\theta_{k-1}\right)^{+}\right)^{2} ;
\end{aligned}
$$

$\diamond \frac{1}{n} \sum_{k=1}^{n-1}\left(\psi(p)-\psi\left(\theta_{k}\right)\right)\left(p-\theta_{k}\right)^{+}= \begin{cases}\frac{1}{n} \sum_{k=1}^{n-1}\left(\psi(p)-\psi\left(\theta_{k}\right)\right)\left(p-\theta_{k}\right) & \text { if } p>\theta_{k} \\ 0 & \text { if } p \leq \theta_{k}\end{cases}$
hence it is always nonnegative since $\psi$ is nondecreasing for positive arguments.

Thus

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{1}{2 n} \sum_{k=1}^{n-1}\left(\left(p-\theta_{k}\right)^{+}\right)^{2}\right) \leq 0
$$

from which we obtain

$$
\frac{1}{n} \sum_{k=1}^{n-1}\left(\left(p-\theta_{k}\right)^{+}\right)^{2}(t) \leq \frac{1}{n} \sum_{k=1}^{n-1}\left(\left(p-\theta_{k}\right)^{+}\right)^{2}(0)=\frac{1}{n} \sum_{k=1}^{n-1}\left(\left(\theta_{*}-\theta^{0}(k / n)\right)^{+}\right)^{2}=0
$$

since $\theta^{0} \geq \theta_{*}$ by Hypothesis $7.1(\mathrm{v})$. Hence $\left(p-\theta_{k}\right)^{+}(t)=0$ for all $k$ and all $t \in\left[0, T_{n}\right]$, so that $\theta_{k}(t) \geq p(t)>0$ for all $k$ and all $t \in\left[0, T_{n}\right]$, which is the desired result. Note that the positive lower bound is independent of the discretization parameter, and therefore is preserved in the limit and implies the positivity of the temperature.

### 7.2.2 Discrete energy estimate

We test (7.2) by $\dot{\varepsilon}_{k}$, then we differentiate (7.3) in time, test it by $\dot{w}_{k}$ and sum up the two equations. We start by testing (7.2) by $\dot{\varepsilon}_{k}$. We obtain

$$
\frac{1}{n} \sum_{k=1}^{n-1} \dot{u}_{k} \dot{\varepsilon}_{k}=\frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}\left(\varepsilon_{k}+P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]+\dot{\varepsilon}_{k}-\theta_{k}+\theta_{\mathrm{ref}}\right)
$$

Using (7.4) on the left-hand side this is equivalent to

$$
\begin{align*}
& \frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}\left(\varepsilon_{k}+P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]+\dot{\varepsilon}_{k}-\theta_{k}+\theta_{\text {ref }}\right)=n \sum_{k=1}^{n-1} \dot{u}_{k}\left(\dot{w}_{k+1}-2 \dot{w}_{k}+\dot{w}_{k-1}\right) \\
& \stackrel{(7.10)}{=}-n \sum_{k=1}^{n}\left(\dot{u}_{k}-\dot{u}_{k-1}\right)\left(\dot{w}_{k}-\dot{w}_{k-1}\right)+n\left[\dot{u}_{n}\left(\dot{w}_{n}-\dot{w}_{n-1}\right)-\dot{u}_{0}\left(\dot{w}_{1}-\dot{w}_{0}\right)\right] \\
& \stackrel{(7.9)}{=}-n \sum_{k=1}^{n}\left(\dot{u}_{k}-\dot{u}_{k-1}\right)\left(\dot{w}_{k}-\dot{w}_{k-1}\right) . \tag{7.22}
\end{align*}
$$

Then we differentiate (7.3) in time. This yields

$$
\ddot{w}_{k}-\ddot{\varepsilon}_{k}=-n^{2}\left(\dot{u}_{k+1}-2 \dot{u}_{k}+\dot{u}_{k-1}\right)+\dot{f}_{k} .
$$

Testing it by $\dot{w}_{k}$ we get

$$
\begin{align*}
& \frac{1}{n} \sum_{k=1}^{n-1} \ddot{w}_{k} \dot{w}_{k}-\frac{1}{n} \sum_{k=1}^{n-1} \ddot{\varepsilon}_{k} \dot{w}_{k}=-n \sum_{k=1}^{n-1}\left(\dot{u}_{k+1}-2 \dot{u}_{k}+\dot{u}_{k-1}\right) \dot{w}_{k}+\frac{1}{n} \sum_{k=1}^{n-1} \dot{f}_{k} \dot{w}_{k} \\
& \stackrel{(7.10)}{=} n \sum_{k=1}^{n}\left(\dot{u}_{k}-\dot{u}_{k-1}\right)\left(\dot{w}_{k}-\dot{w}_{k-1}\right)-n\left[\left(\dot{u}_{n}-\dot{u}_{n-1}\right) \dot{w}_{n}-\left(\dot{u}_{1}-\dot{u}_{0}\right) \dot{w}_{0}\right]+\frac{1}{n} \sum_{k=1}^{n-1} \dot{f}_{k} \dot{w}_{k} \\
& \stackrel{(7.9)}{=} n \sum_{k=1}^{n}\left(\dot{u}_{k}-\dot{u}_{k-1}\right)\left(\dot{w}_{k}-\dot{w}_{k-1}\right)+\frac{1}{n} \sum_{k=1}^{n-1} \dot{f}_{k} \dot{w}_{k} \tag{7.23}
\end{align*}
$$

Summing up (7.22) and (7.23) we obtain

$$
\frac{1}{n} \sum_{k=1}^{n-1}\left(\ddot{w}_{k} \dot{w}_{k}-\ddot{\varepsilon}_{k} \dot{w}_{k}\right)+\frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}\left(\varepsilon_{k}+P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]+\dot{\varepsilon}_{k}-\theta_{k}+\theta_{\mathrm{ref}}\right)=\frac{1}{n} \sum_{k=1}^{n-1} \dot{f}_{k} \dot{w}_{k}
$$

Note that by (7.4) we also have

$$
\begin{aligned}
& -\frac{1}{n} \sum_{k=1}^{n-1} \ddot{\varepsilon}_{k} \dot{w}_{k}=-n \sum_{k=1}^{n-1}\left(\ddot{w}_{k+1}-2 \ddot{w}_{k}+\ddot{w}_{k-1}\right) \dot{w}_{k} \\
& \stackrel{(7.10)}{=} n \sum_{k=1}^{n}\left(\ddot{w}_{k}-\ddot{w}_{k-1}\right)\left(\dot{w}_{k}-\dot{w}_{k-1}\right)-n\left[\left(\ddot{w}_{n}-\ddot{w}_{n-1}\right) \dot{w}_{n}-\left(\ddot{w}_{1}-\ddot{w}_{0}\right) \dot{w}_{0}\right] \\
& \stackrel{(7.9)}{=} n \sum_{k=1}^{n}\left(\ddot{w}_{k}-\ddot{w}_{k-1}\right)\left(\dot{w}_{k}-\dot{w}_{k-1}\right),
\end{aligned}
$$

hence we get

$$
\begin{aligned}
& \frac{1}{n} \sum_{k=1}^{n-1} \ddot{w}_{k} \dot{w}_{k}+n \sum_{k=1}^{n}\left(\ddot{w}_{k}-\ddot{w}_{k-1}\right)\left(\dot{w}_{k}-\dot{w}_{k-1}\right) \\
& +\frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}\left(\varepsilon_{k}+P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]+\dot{\varepsilon}_{k}-\theta_{k}+\theta_{\mathrm{ref}}\right)=\frac{1}{n} \sum_{k=1}^{n-1} \dot{f}_{k} \dot{w}_{k}
\end{aligned}
$$

This entails

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{1}{2 n} \sum_{k=1}^{n-1}\left(\dot{w}_{k}^{2}+\varepsilon_{k}^{2}\right)+\frac{1}{n} \sum_{k=1}^{n-1} \theta_{\mathrm{ref}} \varepsilon_{k}+\frac{n}{2} \sum_{k=1}^{n}\left(\dot{w}_{k}-\dot{w}_{k-1}\right)^{2}\right)  \tag{7.24}\\
& +\frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k} P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]=\frac{1}{n} \sum_{k=1}^{n-1}\left(-\dot{\varepsilon}_{k}^{2}+\theta_{k} \dot{\varepsilon}_{k}+\dot{f}_{k} \dot{w}_{k}\right) .
\end{align*}
$$

Now we test (7.5) by 1 obtaining

$$
\begin{align*}
\frac{1}{n} \sum_{k=1}^{n-1} \dot{\theta}_{k}= & n \sum_{k=1}^{n-1}\left(\theta_{k+1}-2 \theta_{k}+\theta_{k-1}\right) \\
& +\frac{1}{n} \sum_{k=1}^{n-1}\left(-\theta_{k} \dot{\varepsilon}_{k}+\dot{\varepsilon}_{k}^{2}+D_{k}+\dot{m}_{k} M_{k}+\dot{\chi}_{k}\left(K_{k}-L\right)+g_{k}\left(\theta_{k}, t\right)\right) \tag{7.25}
\end{align*}
$$

Adding (7.24) to (7.25) allows us to obtain

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{1}{2 n} \sum_{k=1}^{n-1}\left(\dot{w}_{k}^{2}+\varepsilon_{k}^{2}\right)+\frac{1}{n} \sum_{k=1}^{n-1} \theta_{\mathrm{ref}} \varepsilon_{k}+\frac{n}{2} \sum_{k=1}^{n}\left(\dot{w}_{k}-\dot{w}_{k-1}\right)^{2}+\frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}\right)+\frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k} P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right] \\
& =n \sum_{k=1}^{n-1}\left(\theta_{k+1}-2 \theta_{k}+\theta_{k-1}\right)+\frac{1}{n} \sum_{k=1}^{n-1}\left(D_{k}+\dot{m}_{k} M_{k}+\dot{\chi}_{k}\left(K_{k}-L\right)+g_{k}+\dot{f}_{k} \dot{w}_{k}\right)
\end{aligned}
$$

Then, by virtue of the discrete version of (B.34) it holds also

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{1}{2 n} \sum_{k=1}^{n-1}\left(\dot{w}_{k}^{2}+\varepsilon_{k}^{2}\right)+\frac{1}{n} \sum_{k=1}^{n-1} \theta_{\mathrm{ref}} \varepsilon_{k}+\frac{n}{2} \sum_{k=1}^{n}\left(\dot{w}_{k}-\dot{w}_{k-1}\right)^{2}+\sum_{k=1}^{n-1} \theta_{k}\right) \\
& +\frac{1}{n} \sum_{k=1}^{n-1}\left(V\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]_{t}+D_{k}+\dot{m}_{k} M_{k}+\dot{\chi}_{k} K_{k}\right) \\
& =n \sum_{k=1}^{n-1}\left(\theta_{k+1}-2 \theta_{k}+\theta_{k-1}\right)+\frac{1}{n} \sum_{k=1}^{n-1}\left(D_{k}+\dot{m}_{k} M_{k}+\dot{\chi}_{k}\left(K_{k}-L\right)+g_{k}+\dot{f}_{k} \dot{w}_{k}\right)
\end{aligned}
$$

that is,

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{1}{n} \sum_{k=1}^{n-1}\left(\frac{1}{2} \dot{w}_{k}^{2}+\frac{1}{2} \varepsilon_{k}^{2}+\theta_{\mathrm{ref}} \varepsilon_{k}+\theta_{k}+V\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]+L \chi_{k}\right)+\frac{n}{2} \sum_{k=1}^{n}\left(\dot{w}_{k}-\dot{w}_{k-1}\right)^{2}\right) \\
& =n \sum_{k=1}^{n-1}\left(\theta_{k+1}-2 \theta_{k}+\theta_{k-1}\right)+\frac{1}{n} \sum_{k=1}^{n-1}\left(g_{k}+\dot{f}_{k} \dot{w}_{k}\right) .
\end{aligned}
$$

Note that the summation by parts formula (7.10) with $\xi_{k} \equiv 1$ and $\eta_{k}=\theta_{k}$ implies

$$
n \sum_{k=1}^{n-1}\left(\theta_{k+1}-2 \theta_{k}+\theta_{k-1}\right)=\left(\theta_{n}-\theta_{n-1}\right)-\left(\theta_{1}-\theta_{0}\right) \stackrel{(7.9)}{=} 0
$$

Hence we get

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{1}{n} \sum_{k=1}^{n-1}\left(\frac{1}{2} \dot{w}_{k}^{2}+\frac{1}{2} \varepsilon_{k}^{2}+\theta_{\mathrm{ref}} \varepsilon_{k}+\theta_{k}+V\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]+L \chi_{k}\right)+\frac{n}{2} \sum_{k=1}^{n}\left(\dot{w}_{k}-\dot{w}_{k-1}\right)^{2}\right) \\
& =\frac{1}{n} \sum_{k=1}^{n-1}\left(g_{k}+\dot{f}_{k} \dot{w}_{k}\right) .
\end{aligned}
$$

We now integrate in time $\int_{0}^{\tau} \mathrm{d} t$ for some $\tau \in\left[0, T_{n}\right]$. Note that it holds

$$
\begin{equation*}
\theta_{\mathrm{ref}} \varepsilon_{k}=2 \theta_{\mathrm{ref}} \cdot \frac{1}{2} \varepsilon_{k} \geq-\frac{1}{2}\left(2 \theta_{\mathrm{ref}}\right)^{2}-\frac{1}{2}\left(\frac{1}{2} \varepsilon_{k}\right)^{2}=-2 \theta_{\mathrm{ref}}^{2}-\frac{1}{8} \varepsilon_{k}^{2} \tag{7.26}
\end{equation*}
$$

hence we obtain

$$
\begin{align*}
& \frac{1}{n} \sum_{k=1}^{n-1}\left(\frac{1}{2} \dot{w}_{k}^{2}(\tau)+\frac{3}{8} \varepsilon_{k}^{2}(\tau)+\theta_{k}(\tau)+V\left[m_{k}, \chi_{k}, \varepsilon_{k}\right](\tau)+L \chi_{k}(\tau)\right)+\frac{n}{2} \sum_{k=1}^{n}\left(\dot{w}_{k}-\dot{w}_{k-1}\right)^{2}(\tau) \\
& \leq \int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1}\left(g_{k}\left(\theta_{k}, t\right)+\dot{f}_{k}(t) \dot{w}_{k}(t)\right) \mathrm{d} t+2 \theta_{\mathrm{ref}}^{2}  \tag{7.27}\\
& +\frac{1}{n} \sum_{k=1}^{n-1}\left(\frac{1}{2} \dot{w}_{k}^{2}(0)+\frac{3}{8} \varepsilon_{k}^{2}(0)+\theta_{k}(0)+V\left[m_{k}, \chi_{k}, \varepsilon_{k}\right](0)+L \chi_{k}(0)\right)+\frac{n}{2} \sum_{k=1}^{n}\left(\dot{w}_{k}-\dot{w}_{k-1}\right)^{2}(0)
\end{align*}
$$

Since we have already proved that $\theta_{k}>0$ for all $k$, by Hypothesis 7.1 (vii) the first summand on the right-hand side is such that

$$
\begin{align*}
\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} g_{k}\left(\theta_{k}, t\right) \mathrm{d} t & =\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1}\left(n \int_{(k-1) / n}^{k / n} g(\theta, x, t) \mathrm{d} x\right) \mathrm{d} t \\
& =\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1}\left(n \int_{(k-1) / n}^{k / n}\left(\int_{0}^{\theta_{k}} g_{\theta}(\theta, x, t) \mathrm{d} \theta+g_{0}(x, t)\right) \mathrm{d} x\right) \mathrm{d} t \\
& \leq \int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1}\left(g_{1} \theta_{k}(t)+n \int_{(k-1) / n}^{k / n} g_{0}(x, t) \mathrm{d} x\right) \mathrm{d} t \\
& \leq \int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} g_{1} \theta_{k}(t) \mathrm{d} t+\iint_{\Omega_{T}} g_{0}(x, t) \mathrm{d} x \mathrm{~d} t \\
& \leq C\left(1+\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}(t) \mathrm{d} t\right) \tag{7.28}
\end{align*}
$$

We now estimate the second summand using the discrete Hölder's inequality (see Remark A.10) and then Young's inequality. It holds

$$
\begin{aligned}
\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \dot{f}_{k}(t) \dot{w}_{k}(t) \mathrm{d} t & \leq \int_{0}^{\tau}\left(\frac{1}{n} \sum_{k=1}^{n-1} \dot{f}_{k}^{2}(t)\right)^{1 / 2}\left(\frac{1}{n} \sum_{k=1}^{n-1} \dot{w}_{k}^{2}(t)\right)^{1 / 2} \mathrm{~d} t \\
& \leq \int_{0}^{\tau} \frac{1}{2 n} \sum_{k=1}^{n-1} \dot{f}_{k}^{2}(t) \mathrm{d} t+\int_{0}^{\tau} \frac{1}{2 n} \sum_{k=1}^{n-1} \dot{w}_{k}^{2}(t) \mathrm{d} t
\end{aligned}
$$

where

$$
\begin{align*}
\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \dot{f}_{k}^{2}(t) \mathrm{d} t & =\int_{0}^{\tau} n \sum_{k=1}^{n-1}\left(\int_{(k-1) / n}^{k / n} f_{t}(x, t) \mathrm{d} x\right)^{2} \mathrm{~d} t \\
& \leq \int_{0}^{\tau} n \sum_{k=1}^{n-1}\left(\left(\int_{(k-1) / n}^{k / n} f_{t}^{2}(x, t) \mathrm{d} x\right)^{1 / 2}\left(\int_{(k-1) / n}^{k / n} 1^{2} \mathrm{~d} x\right)^{1 / 2}\right)^{2} \mathrm{~d} t \\
& =\int_{0}^{\tau} n \sum_{k=1}^{n-1} \int_{(k-1) / n}^{k / n} f_{t}^{2}(x, t) \mathrm{d} x \cdot \frac{1}{n} \mathrm{~d} t \leq \iint_{\Omega_{T}} f_{t}^{2}(x, t) \mathrm{d} x \mathrm{~d} t \leq C \tag{7.29}
\end{align*}
$$

by Hypothesis 7.1 (iv) and Remark 7.2 (iv). Hence from (7.27) we obtain

$$
\begin{align*}
& \frac{1}{n} \sum_{k=1}^{n-1}\left(\frac{1}{2} \dot{w}_{k}^{2}(\tau)+\frac{3}{8} \varepsilon_{k}^{2}(\tau)+\theta_{k}(\tau)+V\left[m_{k}, \chi_{k}, \varepsilon_{k}\right](\tau)+L \chi_{k}(\tau)\right)+\frac{n}{2} \sum_{k=1}^{n}\left(\dot{w}_{k}-\dot{w}_{k-1}\right)^{2}(\tau) \\
& \leq C\left(1+\int_{0}^{\tau} \frac{1}{2 n} \sum_{k=1}^{n-1} \dot{w}_{k}^{2}(t) \mathrm{d} t+\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}(t) \mathrm{d} t\right)  \tag{7.30}\\
& +\frac{1}{n} \sum_{k=1}^{n-1}\left(\frac{1}{2} \dot{w}_{k}^{2}(0)+\frac{3}{8} \varepsilon_{k}^{2}(0)+\theta_{k}(0)+V\left[m_{k}, \chi_{k}, \varepsilon_{k}\right](0)+L \chi_{k}(0)\right)+\frac{n}{2} \sum_{k=1}^{n}\left(\dot{w}_{k}-\dot{w}_{k-1}\right)^{2}(0) .
\end{align*}
$$

We need to estimate the initial data. To bound the terms $\frac{1}{n} \sum_{k=1}^{n-1} \dot{w}_{k}^{2}(0)$ and $n \sum_{k=1}^{n}\left(\dot{w}_{k}-\dot{w}_{k-1}\right)^{2}(0)$ we write equation (7.3) for $t=0$

$$
\begin{equation*}
\dot{w}_{k}(0)-\dot{\varepsilon}_{k}(0)=f_{k}(0), \tag{7.31}
\end{equation*}
$$

where we exploited also the initial condition (7.8) for $u_{k}$. Then we test it by $\dot{w}_{k}(0)$ to get

$$
\begin{equation*}
\frac{1}{n} \sum_{k=1}^{n-1} \dot{w}_{k}^{2}(0)-\frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}(0) \dot{w}_{k}(0)=\frac{1}{n} \sum_{k=1}^{n-1} f_{k}(0) \dot{w}_{k}(0) . \tag{7.32}
\end{equation*}
$$

It holds

$$
\begin{equation*}
\frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}(0) \dot{w}_{k}(0) \stackrel{(7.4)}{=} n \sum_{k=1}^{n-1}\left(\dot{w}_{k+1}-2 \dot{w}_{k}+\dot{w}_{k-1}\right)(0) \dot{w}_{k}(0) \stackrel{(7.10)}{=}-n \sum_{k=1}^{n}\left(\dot{w}_{k}-\dot{w}_{k-1}\right)^{2}(0) \tag{7.33}
\end{equation*}
$$

where we used also the zero initial condition in (7.8) for $\dot{w}_{k}$. Thus we obtain, by Young's inequality,

$$
\begin{equation*}
\frac{1}{2 n} \sum_{k=1}^{n-1} \dot{w}_{k}^{2}(0)+n \sum_{k=1}^{n}\left(\dot{w}_{k}-\dot{w}_{k-1}\right)^{2}(0) \leq \frac{1}{2 n} \sum_{k=1}^{n-1} f_{k}^{2}(0) . \tag{7.34}
\end{equation*}
$$

We need to estimate the term on the right-hand side. It holds

$$
\begin{aligned}
\frac{1}{n} \sum_{k=1}^{n-1} f_{k}^{2}(0) & =\frac{1}{n} \sum_{k=1}^{n-1} f_{k}^{2}(\tau)-2 \int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} f_{k}(t) \dot{f}_{k}(t) \mathrm{d} t \\
& \leq \frac{1}{n} \sum_{k=1}^{n-1} f_{k}^{2}(\tau)+2 \int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1}\left|f_{k}(t)\right|\left|\dot{f}_{k}(t)\right| \mathrm{d} t
\end{aligned}
$$

Arguing as in (7.29) we get

$$
\begin{equation*}
\frac{1}{n} \sum_{k=1}^{n-1} f_{k}^{2}(\tau) \leq \int_{0}^{1} f^{2}(x, \tau) \mathrm{d} x \tag{7.35}
\end{equation*}
$$

Moreover, Hölder's inequality in space yields

$$
\begin{aligned}
\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1}\left|f_{k}(t)\right|\left|\dot{f}_{k}(t)\right| \mathrm{d} t & =\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1}\left|n \int_{(k-1) / n}^{k / n} f(x, t) \mathrm{d} x\right|\left|n \int_{(k-1) / n}^{k / n} f_{t}(x, t) \mathrm{d} x\right| \mathrm{d} t \\
& \leq n \int_{0}^{\tau} \sum_{k=1}^{n-1}\left(\int_{(k-1) / n}^{k / n}|f(x, t)| \mathrm{d} x\right)\left(\int_{(k-1) / n}^{k / n}\left|f_{t}(x, t)\right| \mathrm{d} x\right) \mathrm{d} t \\
& \leq n \int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1}\left(\int_{(k-1) / n}^{k / n} f^{2}(x, t) \mathrm{d} x\right)^{1 / 2}\left(\int_{(k-1) / n}^{k / n} f_{t}^{2}(x, t) \mathrm{d} x\right)^{1 / 2} \mathrm{~d} t
\end{aligned}
$$

which entails, applying first the discrete Hölder's inequality and then Hölder's inequality in time,

$$
\begin{aligned}
& \int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1}\left|f_{k}(t)\right|\left|\dot{f}_{k}(t)\right| \mathrm{d} t \\
& \leq n \int_{0}^{\tau}\left(\frac{1}{n} \sum_{k=1}^{n-1} \int_{(k-1) / n}^{k / n} f^{2}(x, t) \mathrm{d} x\right)^{1 / 2}\left(\frac{1}{n} \sum_{k=1}^{n-1} \int_{(k-1) / n}^{k / n} f_{t}^{2}(x, t) \mathrm{d} x\right)^{1 / 2} \mathrm{~d} t \\
& \leq\left(\int_{0}^{\tau} \int_{0}^{1} f^{2}(x, t) \mathrm{d} x \mathrm{~d} t\right)^{1 / 2}\left(\int_{0}^{\tau} \int_{0}^{1} f_{t}^{2}(x, t) \mathrm{d} x \mathrm{~d} t\right)^{1 / 2} .
\end{aligned}
$$

Hence we obtain

$$
\frac{1}{n} \sum_{k=1}^{n-1} f_{k}^{2}(0) \leq \int_{0}^{1} f^{2}(x, \tau) \mathrm{d} x+2\left(\int_{0}^{\tau} \int_{0}^{1} f^{2}(x, t) \mathrm{d} x \mathrm{~d} t\right)^{1 / 2}\left(\int_{0}^{\tau} \int_{0}^{1} f_{t}^{2}(x, t) \mathrm{d} x \mathrm{~d} t\right)^{1 / 2}
$$

Integrating now in time $\int_{0}^{T} \mathrm{~d} \tau$ we get

$$
\frac{T}{n} \sum_{k=1}^{n-1} f_{k}^{2}(0) \leq \iint_{\Omega_{T}} f^{2}(x, \tau) \mathrm{d} x \mathrm{~d} \tau+2 T\left(\iint_{\Omega_{T}} f^{2}(x, t) \mathrm{d} x \mathrm{~d} t\right)^{1 / 2}\left(\iint_{\Omega_{T}} f_{t}^{2}(x, t) \mathrm{d} x \mathrm{~d} t\right)^{1 / 2}
$$

that is, by Hypothesis 7.1 (iv),

$$
\begin{equation*}
\frac{1}{n} \sum_{k=1}^{n-1} f_{k}^{2}(0) \leq C \tag{7.36}
\end{equation*}
$$

Coming back to (7.34) this implies

$$
\begin{equation*}
\frac{1}{n} \sum_{k=1}^{n-1} \dot{w}_{k}^{2}(0)+n \sum_{k=1}^{n}\left(\dot{w}_{k}-\dot{w}_{k-1}\right)^{2}(0) \leq C . \tag{7.37}
\end{equation*}
$$

From Remark 7.5 we deduce

$$
\begin{equation*}
\varepsilon_{k}^{2}(0)=V\left[m_{k}, \chi_{k}, \varepsilon_{k}\right](0)=0 \tag{7.38}
\end{equation*}
$$

whereas by (7.8) and Hypothesis 7.1 (v)

$$
\begin{align*}
& \theta_{k}(0)=\theta^{0}(k / n) \leq \sup _{(0,1)} \operatorname{ess} \theta^{0} \leq C  \tag{7.39}\\
& L \chi_{k}(0)=L n \int_{(k-1) / n}^{k / n} \chi^{0}(x) \mathrm{d} x \leq L \tag{7.40}
\end{align*}
$$

for all $k=1, \ldots, n-1$. Hence, exploiting also the positivity of $V\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]$ (see (6.3) and Hypothesis 7.1 (i)) and of $L \chi_{k}$, from (7.30) we deduce

$$
\frac{1}{n} \sum_{k=1}^{n-1}\left(\dot{w}_{k}^{2}(\tau)+\varepsilon_{k}^{2}(\tau)+\theta_{k}(\tau)\right)+\frac{n}{2} \sum_{k=1}^{n}\left(\dot{w}_{k}-\dot{w}_{k-1}\right)^{2}(\tau) \leq C\left(1+\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1}\left(\dot{w}_{k}^{2}(t)+\theta_{k}(t)\right) \mathrm{d} t\right)
$$

Using Grönwall's lemma A.2, we see that the approximate solution remains bounded in the maximal interval of existence $\left[0, T_{n}\right]$. Hence the solution exists globally, and for every $n \in \mathbb{N}$ we have $T_{n}=T$. We thus have obtained

$$
\begin{equation*}
\frac{1}{n} \sum_{k=1}^{n-1}\left(\dot{w}_{k}^{2}+\varepsilon_{k}^{2}+\theta_{k}\right)(\tau)+\frac{n}{2} \sum_{k=1}^{n}\left(\dot{w}_{k}-\dot{w}_{k-1}\right)^{2}(\tau) \leq C \tag{7.41}
\end{equation*}
$$

for all $\tau \in[0, T]$. In particular the approximate solutions exist globally, and $T_{n}=T$.

### 7.2.3 Discrete Dafermos estimate

We test (7.5) by $\theta_{k}^{-1 / 3}$ and obtain

$$
\begin{aligned}
0 & =\frac{1}{n} \sum_{k=1}^{n-1}\left(-\dot{\theta}_{k} \theta_{k}^{-1 / 3}\right)+n \sum_{k=1}^{n-1}\left(\theta_{k-1}-2 \theta_{k}+\theta_{k-1}\right) \theta_{k}^{-1 / 3}+\frac{1}{n} \sum_{k=1}^{n-1} \dot{m}_{k} M_{k} \theta_{k}^{-1 / 3}+\frac{1}{n} \sum_{k=1}^{n-1} D_{k} \theta_{k}^{-1 / 3} \\
& +\frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2} \theta_{k}^{-1 / 3}-\frac{1}{n} \sum_{k=1}^{n-1} \theta_{k} \dot{\varepsilon}_{k} \theta_{k}^{-1 / 3}+\frac{1}{n} \sum_{k=1}^{n-1} \dot{\chi}_{k}\left(K_{k}-L\right) \theta_{k}^{-1 / 3}+\frac{1}{n} \sum_{k=1}^{n-1} g_{k} \theta_{k}^{-1 / 3} \\
& =: T_{1}+T_{2}+T_{3}+T_{4}+T_{5}+T_{6}+T_{7}+T_{8}
\end{aligned}
$$

Observe that $T_{4} \geq 0$ since $D_{k} \geq 0$, and we already proved that the temperature stays positive. Hence we can rewrite the previous equality as an inequality of the form

$$
\begin{equation*}
T_{1}+T_{2}+T_{3}+T_{5}+T_{6}+T_{7}+T_{8} \leq 0 \tag{7.42}
\end{equation*}
$$

We estimate the remaining terms. The term $T_{1}$ can be rewritten as

$$
T_{1}:=\frac{1}{n} \sum_{k=1}^{n-1}\left(-\dot{\theta}_{k} \theta_{k}^{-1 / 3}\right)=-\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{3}{2 n} \sum_{k=1}^{n-1} \theta_{k}^{2 / 3}\right)
$$

Concerning the term $T_{2}$, using the summation by parts formula (7.10) and the elementary inequality

$$
-(x-y)\left(x^{-1 / 3}-y^{-1 / 3}\right) \geq 3\left(x^{1 / 3}-y^{1 / 3}\right)^{2} \quad \forall x, y>0
$$

with the choice $x=\theta_{k}, y=\theta_{k-1}$, we deduce

$$
\begin{aligned}
T_{2} & :=n \sum_{k=1}^{n-1}\left(\theta_{k-1}-2 \theta_{k}+\theta_{k-1}\right) \theta_{k}^{-1 / 3} \\
& =-n \sum_{k=1}^{n}\left(\theta_{k}-\theta_{k-1}\right)\left(\theta_{k}^{-1 / 3}-\theta_{k-1}^{-1 / 3}\right)+n\left[\left(\theta_{n}-\theta_{n-1}\right) \theta_{n}^{-1 / 3}-\left(\theta_{1}-\theta_{0}\right) \theta_{0}^{-1 / 3}\right] \\
& \geq 3 n \sum_{k=1}^{n}\left(\theta_{k}^{1 / 3}-\theta_{k-1}^{1 / 3}\right)^{2}
\end{aligned}
$$

where the term $n\left[\theta_{n}^{-1 / 3}\left(\theta_{n}-\theta_{n-1}\right)-\theta_{0}^{-1 / 3}\left(\theta_{1}-\theta_{0}\right)\right]$ vanishes due to (7.9).
Concerning the term $T_{3}$, we observe that by (7.18)

$$
T_{3}:=\frac{1}{n} \sum_{k=1}^{n-1} \dot{m}_{k} M_{k} \theta_{k}^{-1 / 3} \geq-\frac{a L^{2}}{\theta_{\mathrm{ref}} \rho} \frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{2 / 3}
$$

The same happens for the term $T_{7}$ noticing that, by (7.17),

$$
T_{7}:=\frac{1}{n} \sum_{k=1}^{n-1} \dot{\chi}_{k}\left(K_{k}-L\right) \theta_{k}^{-1 / 3} \geq-\frac{2 L^{2}}{\theta_{\mathrm{ref}} \rho} \frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{2 / 3}
$$

Concerning the term $T_{8}$, by (7.19) we have

$$
T_{8}:=\frac{1}{n} \sum_{k=1}^{n-1} g_{k} \theta_{k}^{-1 / 3} \geq-g_{1} \frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{2 / 3}
$$

Hence from (7.42) we deduce

$$
3 n \sum_{k=1}^{n}\left(\theta_{k}^{1 / 3}-\theta_{k-1}^{1 / 3}\right)^{2}+\frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2} \theta_{k}^{-1 / 3} \leq C_{1} \frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{2 / 3}+\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{3}{2 n} \sum_{k=1}^{n-1} \theta_{k}^{2 / 3}\right)+\frac{1}{n} \sum_{k=1}^{n-1}\left|\dot{\varepsilon}_{k}\right| \theta_{k}^{2 / 3}
$$

where we set

$$
C_{1}:=\frac{L^{2}}{\theta_{\mathrm{ref}} \rho}(2+a)+g_{1}
$$

Integrating in time we obtain for all $\tau \in[0, T]$

$$
\begin{align*}
& \int_{0}^{\tau}\left(3 n \sum_{k=1}^{n}\left(\theta_{k}^{1 / 3}-\theta_{k-1}^{1 / 3}\right)^{2}+\frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2} \theta_{k}^{-1 / 3}\right) \mathrm{d} t+\frac{3}{2 n} \sum_{k=1}^{n-1}\left(\theta_{k}^{0}\right)^{2 / 3}  \tag{7.43}\\
& \leq C_{1} \int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{2 / 3} \mathrm{~d} t+\frac{3}{2 n} \sum_{k=1}^{n-1} \theta_{k}^{2 / 3}(\tau)+\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1}\left|\dot{\varepsilon}_{k}\right| \theta_{k}^{2 / 3} \mathrm{~d} t
\end{align*}
$$

The first two terms on the right-hand side of (7.43) are bounded due to (7.41). We estimate third term by the discrete Hölder's inequality (see Remark A.10) as follows. We have

$$
\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1}\left|\dot{\varepsilon}_{k}\right| \theta_{k}^{2 / 3} \mathrm{~d} t=\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1}\left|\dot{\varepsilon}_{k}\right| \theta_{k}^{5 / 6} \theta_{k}^{-1 / 6} \mathrm{~d} t \leq\left(\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{5 / 3} \mathrm{~d} t\right)^{1 / 2}\left(\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{-1 / 3} \dot{\varepsilon}_{k}^{2} \mathrm{~d} t\right)^{1 / 2}
$$

thus Young's inequality and (7.43) yield

$$
\begin{equation*}
\int_{0}^{\tau}\left(n \sum_{k=1}^{n}\left(\theta_{k}^{1 / 3}-\theta_{k-1}^{1 / 3}\right)^{2}+\frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2} \theta_{k}^{-1 / 3}\right) \mathrm{d} t \leq C\left(1+\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{5 / 3} \mathrm{~d} t\right) \tag{7.44}
\end{equation*}
$$

We now apply the discrete Gagliardo-Nirenberg inequality (see Remark A.11) with $v=\theta_{k}^{1 / 3}, s=3$, $q=5, p=2, \varrho=4 / 25$. By (7.9) we have

$$
\begin{aligned}
\left(\frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{5 / 3}\right)^{1 / 5} & \leq C\left[\left(\frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}\right)^{1 / 3}+\left(\frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}\right)^{21 / 75}\left(n \sum_{k=1}^{n}\left(\theta_{k}^{1 / 3}-\theta_{k-1}^{1 / 3}\right)^{2}\right)^{2 / 25}\right] \\
& \leq C\left[1+\left(n \sum_{k=1}^{n}\left(\theta_{k}^{1 / 3}-\theta_{k-1}^{1 / 3}\right)^{2}\right)^{2 / 25}\right]
\end{aligned}
$$

where the second inequality follows from (7.41). Raising to the power 5 , integrating in time and inserting the resulting inequality into (7.44) we obtain

$$
\begin{aligned}
\int_{0}^{\tau}\left(n \sum_{k=1}^{n}\left(\theta_{k}^{1 / 3}-\theta_{k-1}^{1 / 3}\right)^{2}+\frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2} \theta_{k}^{-1 / 3}\right) \mathrm{d} t & \leq C\left[1+\int_{0}^{\tau}\left(n \sum_{k=1}^{n}\left(\theta_{k}^{1 / 3}-\theta_{k-1}^{1 / 3}\right)^{2}\right)^{2 / 5} \mathrm{~d} t\right] \\
& \leq C+\frac{3}{5} C^{5 / 3}+\frac{2}{5} \int_{0}^{\tau} n \sum_{k=1}^{n}\left(\theta_{k}^{1 / 3}-\theta_{k-1}^{1 / 3}\right)^{2} \mathrm{~d} t
\end{aligned}
$$

where in the last inequality we used Young's inequality with conjugate exponents $(5 / 3,5 / 2)$. This gives

$$
\begin{equation*}
\int_{0}^{\tau}\left(n \sum_{k=1}^{n}\left(\theta_{k}^{1 / 3}-\theta_{k-1}^{1 / 3}\right)^{2}+\frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2} \theta_{k}^{-1 / 3}\right) \mathrm{d} t \leq C \tag{7.45}
\end{equation*}
$$

Applying again the discrete Gagliardo-Nirenberg inequality with the choices $v=\theta_{k}^{1 / 3}, s=3, q=8$, $p=2, N=1, \varrho=1 / 4$, by (7.9) we obtain that

$$
\left(\frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{8 / 3}\right)^{1 / 8} \leq C\left[\left(\frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}\right)^{1 / 3}+\left(\frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}\right)^{1 / 4}\left(n \sum_{k=1}^{n}\left(\theta_{k}^{1 / 3}-\theta_{k-1}^{1 / 3}\right)^{2}\right)^{1 / 8}\right]
$$

This, after a time integration, together with (7.41) and (7.45) brings the estimate

$$
\begin{equation*}
\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{8 / 3}(t) \mathrm{d} t \leq C \tag{7.46}
\end{equation*}
$$

Now that we have more regularity for the temperature, we come back to (7.24) and derive a further estimate. We start by rewriting it as

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{1}{2 n} \sum_{k=1}^{n-1}\left(\dot{w}_{k}^{2}+\varepsilon_{k}^{2}\right)+\frac{1}{n} \sum_{k=1}^{n-1} \theta_{\mathrm{ref}} \varepsilon_{k}+\frac{n}{2} \sum_{k=1}^{n}\left(\dot{w}_{k}-\dot{w}_{k-1}\right)^{2}\right)+\frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2} \\
& =\frac{1}{n} \sum_{k=1}^{n-1}\left(\left(\theta_{k}-P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]\right) \dot{\varepsilon}_{k}+\dot{f}_{k} \dot{w}_{k}\right)
\end{aligned}
$$

We now integrate in time $\int_{0}^{\tau} \mathrm{d} t$ for some $\tau \in[0, T]$. Concerning the initial conditions, we have already pointed out in (7.38) that the term containing $\varepsilon_{k}(0)$ vanishes, whereas the other two terms involving the initial data are bounded thanks to (7.37). Hence Young's inequality and (7.26) give

$$
\begin{aligned}
& \frac{1}{2 n} \sum_{k=1}^{n-1}\left(\dot{w}_{k}^{2}(\tau)+\frac{3}{4} \varepsilon_{k}^{2}(\tau)\right)+\frac{n}{2} \sum_{k=1}^{n}\left(\dot{w}_{k}-\dot{w}_{k-1}\right)^{2}(\tau)+\int_{0}^{\tau} \frac{1}{2 n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2} \mathrm{~d} t \\
& \leq C\left(1+\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1}\left(\theta_{k}^{2}+\left|P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]\right|^{2}+\dot{f}_{k}^{2}+\dot{w}_{k}^{2}\right) \mathrm{d} t\right) .
\end{aligned}
$$

Then, by Remark 7.2 (i) and estimates (7.29), (7.41) and (7.46) we infer

$$
\begin{equation*}
\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2}(t) \mathrm{d} t \leq C, \tag{7.47}
\end{equation*}
$$

where we neglected the first two terms on the left-hand side since they were estimated in (7.41).

### 7.2.4 Higher order estimates

Before continuing, we need to extend the validity of (7.2), (7.6), (7.7) to $k=0$ and $k=n$. For this purpose for $k=0$ we solve the system of these three equations in the unknowns $\varepsilon_{0}, \chi_{0}, m_{0}$, and for $k=n$ in the unknowns $\varepsilon_{n}, \chi_{n}, m_{n}$. Let us deal with the case $k=0$, for $k=n$ the argument is the same. By (7.9) we have

$$
\begin{array}{rlrl}
0 & =\varepsilon_{0}+P_{0}\left[m_{0}, \chi_{0}, \varepsilon_{0}\right]+\dot{\varepsilon}_{0}-\theta_{0}+\theta_{\text {ref }}, \\
\rho \chi_{0} & =\mathfrak{s}_{[0,1]}\left[\chi_{0}^{0}, A_{0}\right], & A_{0}(t) & =\int_{0}^{t}\left(\frac{L}{\theta_{\text {ref }}}\left(\theta_{0}-\theta_{\text {ref }}\right)+M_{0}\right)(\tau) \mathrm{d} \tau, \\
m_{0} & =\mathfrak{s}_{[0, \infty)}\left[0, S_{0}\right], & S_{0}(t)=\int_{0}^{t}\left(-h\left(\dot{\chi}_{0}\right)+D_{0}^{*}\right)(\tau) \mathrm{d} \tau, \tag{7.50}
\end{array}
$$

where

$$
\begin{aligned}
& M_{0}(t)=-\frac{1}{2} \int_{0}^{\infty} \gamma_{\chi}\left(m_{0}(t), \chi_{0}(t), r\right) \mathfrak{s}_{r}^{2}\left[\varepsilon_{0}\right](t) \mathrm{d} r, \\
& D_{0}(t)=\int_{0}^{\infty} \gamma\left(m_{0}(t), \chi_{0}(t), r\right) \mathfrak{s}_{r}\left[\varepsilon_{0}\right](t)\left(\varepsilon_{0}-\mathfrak{s}_{r}\left[\varepsilon_{0}\right]\right)_{t}(t) \mathrm{d} r, \\
& D_{0}^{*}(t)=\frac{1}{n} \sum_{j=1}^{n-1} \lambda_{-j} D_{j}(t), \\
& \lambda_{i}=\lambda(i / n),
\end{aligned}
$$

and with initial conditions

$$
\left.\begin{array}{l}
\varepsilon_{0}(0)=0  \tag{7.51}\\
m_{0}(0)=0, \\
\chi_{0}(0)=\chi_{0}^{0}:=\chi^{0}(0)
\end{array}\right\}
$$

By Proposition B. 5 system (7.48)-(7.50) admits a Lipschitz continuous right-hand side, which implies that $\varepsilon_{0}, \chi_{0}, m_{0}$ are determined uniquely. The same holds for $\varepsilon_{n}, \chi_{n}, m_{n}$.
In this way (7.2) makes sense for all $k=0, \ldots, n$, so that we can take space increments as follows

$$
n\left(\dot{u}_{k}-\dot{u}_{k-1}\right)=n\left(\varepsilon_{k}-\varepsilon_{k-1}+P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]-P_{0}\left[m_{k-1}, \chi_{k-1}, \varepsilon_{k-1}\right]+\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}-\theta_{k}+\theta_{k-1}\right)
$$

for all $k=1, \ldots, n$. We now take the square of both sides and test by 1 , obtaining

$$
\begin{aligned}
& n \sum_{k=1}^{n}\left(\dot{u}_{k}-\dot{u}_{k-1}\right)^{2} \\
& =n \sum_{k=1}^{n}\left(\varepsilon_{k}-\varepsilon_{k-1}+P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]-P_{0}\left[m_{k-1}, \chi_{k-1}, \varepsilon_{k-1}\right]+\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}-\theta_{k}+\theta_{k-1}\right)^{2}
\end{aligned}
$$

The summation by parts formula (7.10) and the boundary conditions (7.9) give on the left-hand side

$$
n \sum_{k=1}^{n}\left(\dot{u}_{k}-\dot{u}_{k-1}\right)^{2}=-n \sum_{k=1}^{n-1} \dot{u}_{k}\left(\dot{u}_{k+1}-2 \dot{u}_{k}+\dot{u}_{k-1}\right),
$$

and equations (7.2)-(7.3) imply

$$
-n \sum_{k=1}^{n-1} \dot{u}_{k}\left(\dot{u}_{k+1}-2 \dot{u}_{k}+\dot{u}_{k-1}\right)=\frac{1}{n} \sum_{k=1}^{n-1}\left(\varepsilon_{k}+P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]+\dot{\varepsilon}_{k}-\theta_{k}+\theta_{\text {ref }}\right)\left(\ddot{w}_{k}-\ddot{\varepsilon}_{k}-\dot{f}_{k}\right) .
$$

Then we get

$$
\begin{aligned}
& n \sum_{k=1}^{n}\left(\varepsilon_{k}-\varepsilon_{k-1}+P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]-P_{0}\left[m_{k-1}, \chi_{k-1}, \varepsilon_{k-1}\right]+\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}-\theta_{k}+\theta_{k-1}\right)^{2} \\
& =\frac{1}{n} \sum_{k=1}^{n-1}\left(\ddot{w}_{k}-\ddot{\varepsilon}_{k}-\dot{f}_{k}\right)\left(\varepsilon_{k}+P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]+\dot{\varepsilon}_{k}-\theta_{k}+\theta_{\text {ref }}\right) .
\end{aligned}
$$

By the elementary inequality $(a+b)^{2} \geq \frac{a^{2}}{2}-b^{2} \forall a, b \in \mathbb{R}$ we obtain

$$
\begin{aligned}
& \frac{n}{2} \sum_{k=1}^{n}\left(\left(\varepsilon_{k}-\varepsilon_{k-1}\right)+\left(\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}\right)\right)^{2} \\
& \leq n \sum_{k=1}^{n}\left(\left(P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]-P_{0}\left[m_{k-1}, \chi_{k-1}, \varepsilon_{k-1}\right]\right)^{2}+\left(\theta_{k}-\theta_{k-1}\right)^{2}\right) \\
& +\frac{1}{n} \sum_{k=1}^{n-1}\left(\ddot{w}_{k}-\ddot{\varepsilon}_{k}-\dot{f}_{k}\right)\left(\varepsilon_{k}+P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]+\dot{\varepsilon}_{k}-\theta_{k}+\theta_{\text {ref }}\right)
\end{aligned}
$$

or, equivalently,

$$
\begin{align*}
& \frac{n}{2} \sum_{k=1}^{n}\left(\left(\varepsilon_{k}-\varepsilon_{k-1}\right)^{2}+\left(\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}\right)^{2}\right)+\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{n}{2} \sum_{k=1}^{n}\left(\varepsilon_{k}-\varepsilon_{k-1}\right)^{2}\right) \\
& \leq n \sum_{k=1}^{n}\left(\left(P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]-P_{0}\left[m_{k-1}, \chi_{k-1}, \varepsilon_{k-1}\right]\right)^{2}+\left(\theta_{k}-\theta_{k-1}\right)^{2}\right)  \tag{7.52}\\
& +\frac{1}{n} \sum_{k=1}^{n-1}\left(\ddot{w}_{k}-\ddot{\varepsilon}_{k}-\dot{f}_{k}\right)\left(\varepsilon_{k}+P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]+\dot{\varepsilon}_{k}-\theta_{k}+\theta_{\text {ref }}\right) .
\end{align*}
$$

We briefly focus on the last summand. We have

$$
\begin{align*}
& \frac{1}{n} \sum_{k=1}^{n-1}\left(\ddot{w}_{k}-\ddot{\varepsilon}_{k}-\dot{f}_{k}\right)\left(\varepsilon_{k}+P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]+\dot{\varepsilon}_{k}-\theta_{k}+\theta_{\mathrm{ref}}\right) \\
& =\frac{1}{n} \sum_{k=1}^{n-1}\left(\ddot{w}_{k}-\ddot{\varepsilon}_{k}\right) \dot{\varepsilon}_{k}+\frac{1}{n} \sum_{k=1}^{n-1}\left(\ddot{w}_{k}-\ddot{\varepsilon}_{k}\right)\left(\varepsilon_{k}+P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]-\theta_{k}+\theta_{\mathrm{ref}}\right)  \tag{7.53}\\
& -\frac{1}{n} \sum_{k=1}^{n-1} \dot{f}_{k}\left(\varepsilon_{k}+P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]+\dot{\varepsilon}_{k}-\theta_{k}+\theta_{\mathrm{ref}}\right)
\end{align*}
$$

Concerning the first term on the right-hand side, using (7.4) and (7.10) we deduce

$$
\begin{align*}
\frac{1}{n} \sum_{k=1}^{n-1}\left(\ddot{w}_{k}-\ddot{\varepsilon}_{k}\right) \dot{\varepsilon}_{k} & =n \sum_{k=1}^{n-1} \ddot{w}_{k}\left(\dot{w}_{k+1}-2 \dot{w}_{k}+\dot{w}_{k-1}\right)-\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{1}{2 n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2}\right) \\
& =-\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{n}{2} \sum_{k=1}^{n}\left(\dot{w}_{k}-\dot{w}_{k-1}\right)^{2}+\frac{1}{2 n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2}\right) \tag{7.54}
\end{align*}
$$

whereas the second term is such that

$$
\begin{align*}
& \frac{1}{n} \sum_{k=1}^{n-1}\left(\ddot{w}_{k}-\ddot{\varepsilon}_{k}\right)\left(\varepsilon_{k}+P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]-\theta_{k}+\theta_{\mathrm{ref}}\right) \\
& =\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{1}{n} \sum_{k=1}^{n-1}\left(\dot{w}_{k}-\dot{\varepsilon}_{k}\right)\left(\varepsilon_{k}+P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]-\theta_{k}+\theta_{\mathrm{ref}}\right)\right)  \tag{7.55}\\
& -\frac{1}{n} \sum_{k=1}^{n-1}\left(\dot{w}_{k}-\dot{\varepsilon}_{k}\right)\left(\dot{\varepsilon}_{k}+P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]_{t}-\dot{\theta}_{k}\right)
\end{align*}
$$

Inserting (7.54) and (7.55) in (7.53), from (7.52) we obtain

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{n}{2} \sum_{k=1}^{n}\left(\dot{w}_{k}-\dot{w}_{k-1}\right)^{2}+\frac{1}{2 n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2}+\frac{n}{2} \sum_{k=1}^{n}\left(\varepsilon_{k}-\varepsilon_{k-1}\right)^{2}\right)+\frac{n}{2} \sum_{k=1}^{n}\left(\left(\varepsilon_{k}-\varepsilon_{k-1}\right)^{2}+\left(\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}\right)^{2}\right) \\
& \leq n \sum_{k=1}^{n}\left(\left(P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]-P_{0}\left[m_{k-1}, \chi_{k-1}, \varepsilon_{k-1}\right]\right)^{2}+\left(\theta_{k}-\theta_{k-1}\right)^{2}\right) \\
& +\frac{1}{n} \sum_{k=1}^{n-1}\left|\dot{f}_{k}\right|\left|\varepsilon_{k}+P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]+\dot{\varepsilon}_{k}-\theta_{k}+\theta_{\text {ref }}\right| \\
& +\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{1}{n} \sum_{k=1}^{n-1}\left(\dot{w}_{k}-\dot{\varepsilon}_{k}\right)\left(\varepsilon_{k}+P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]-\theta_{k}+\theta_{\text {ref }}\right)\right)+\frac{1}{n} \sum_{k=1}^{n-1}\left|\dot{w}_{k}-\dot{\varepsilon}_{k}\right|\left|\dot{\varepsilon}_{k}+P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]_{t}-\dot{\theta}_{k}\right| \tag{7.56}
\end{align*}
$$

We now integrate in time $\int_{0}^{\tau}$ for some $\tau \in[0, T]$. The initial conditions

$$
\frac{n}{2} \sum_{k=1}^{n}\left(\dot{w}_{k}-\dot{w}_{k-1}\right)^{2}(0)+\frac{1}{2 n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2}(0)+\frac{n}{2} \sum_{k=1}^{n}\left(\varepsilon_{k}-\varepsilon_{k-1}\right)^{2}(0)
$$

can be controlled in the following way. For the first term we use (7.37), whereas the third term vanishes by Remark 7.5. It remains to derive a bound for the second term. To this aim we test (7.31) by $\dot{\varepsilon}_{k}(0)$, getting

$$
\frac{1}{n} \sum_{k=1}^{n-1} \dot{w}_{k}(0) \dot{\varepsilon}_{k}(0)-\frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2}(0)=\frac{1}{n} \sum_{k=1}^{n-1} f_{k}(0) \dot{\varepsilon}_{k}(0)
$$

By (7.33) and Young's inequality it holds

$$
n \sum_{k=1}^{n}\left(\dot{w}_{k}-\dot{w}_{k-1}\right)^{2}(0)+\frac{1}{2 n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2}(0) \leq \frac{1}{2 n} \sum_{k=1}^{n-1} f_{k}^{2}(0)
$$

hence by (7.36) we finally get

$$
\begin{equation*}
\frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2}(0) \leq C \tag{7.57}
\end{equation*}
$$

Concerning the initial conditions coming from the right-hand side of (7.56), by (7.37), (7.39) and (7.57) we obtain the bound

$$
\left|\frac{1}{n} \sum_{k=1}^{n-1}\left(\dot{w}_{k}-\dot{\varepsilon}_{k}\right)(0)\left(\varepsilon_{k}+P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]-\theta_{k}+\theta_{\mathrm{ref}}\right)(0)\right| \leq C
$$

recalling that $\varepsilon_{k}(0)=P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right](0)=0$ by Remark 7.5. Thus we get

$$
\begin{align*}
& \frac{n}{2} \sum_{k=1}^{n}\left(\dot{w}_{k}-\dot{w}_{k-1}\right)^{2}(\tau)+\frac{1}{2 n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2}(t \tau)+\frac{n}{2} \sum_{k=1}^{n}\left(\varepsilon_{k}-\varepsilon_{k-1}\right)^{2}(\tau) \\
& +\int_{0}^{\tau} \frac{n}{2} \sum_{k=1}^{n}\left(\left(\varepsilon_{k}-\varepsilon_{k-1}\right)^{2}(t)+\left(\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}\right)^{2}(t)\right) \mathrm{d} t \\
& \leq \int_{0}^{\tau} n \sum_{k=1}^{n}\left(\left(P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]-P_{0}\left[m_{k-1}, \chi_{k-1}, \varepsilon_{k-1}\right]\right)^{2}(t)+\left(\theta_{k}-\theta_{k-1}\right)^{2}(t)\right) \mathrm{d} t \\
& +\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1}\left|\dot{f}_{k}(t)\right|\left|\varepsilon_{k}+P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]+\dot{\varepsilon}_{k}-\theta_{k}+\theta_{\text {ref }}\right|(t) \mathrm{d} t \\
& +\frac{1}{n} \sum_{k=1}^{n-1}\left(\dot{w}_{k}-\dot{\varepsilon}_{k}\right)(t)\left(\varepsilon_{k}+P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]-\theta_{k}+\theta_{\text {ref }}\right)(\tau) \\
& +\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1}\left|\dot{w}_{k}-\dot{\varepsilon}_{k}\right|(t)\left|\dot{\varepsilon}_{k}+P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]_{t}-\dot{\theta}_{k}\right|(t) \mathrm{d} t+C \\
& =: H_{1}+H_{2}+H_{3}+H_{4}+C . \tag{7.58}
\end{align*}
$$

Let us deal first with the last three terms. By the discrete Hölder's inequality (see Remark A.10) and by Hölder's inequality in time it holds

$$
\begin{align*}
H_{2} & :=\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1}\left|\dot{f}_{k}\right|\left|\varepsilon_{k}+P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]+\dot{\varepsilon}_{k}-\theta_{k}+\theta_{\mathrm{ref}}\right| \mathrm{d} t \\
& \leq \int_{0}^{\tau}\left(\frac{1}{n} \sum_{k=1}^{n-1} \dot{f}_{k}^{2}\right)^{1 / 2}\left(\frac{1}{n} \sum_{k=1}^{n-1}\left|\varepsilon_{k}+P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]+\dot{\varepsilon}_{k}-\theta_{k}+\theta_{\mathrm{ref}}\right|^{2}\right)^{1 / 2} \mathrm{~d} t \\
& \leq\left(\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \dot{f}_{k}^{2} \mathrm{~d} t\right)^{1 / 2}\left(\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1}\left|\varepsilon_{k}+P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]+\dot{\varepsilon}_{k}-\theta_{k}+\theta_{\mathrm{ref}}\right|^{2} \mathrm{~d} t\right)^{1 / 2} \leq C \tag{7.59}
\end{align*}
$$

where for the final bound we used (7.29), Remark 7.2 (i) and the previous a priori estimates (7.41),
(7.46), (7.47). Arguing analogously we also obtain

$$
\begin{aligned}
H_{3} & :=\frac{1}{n} \sum_{k=1}^{n-1}\left(\dot{w}_{k}-\dot{\varepsilon}_{k}\right)\left(\varepsilon_{k}+P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]-\theta_{k}+\theta_{\mathrm{ref}}\right) \\
& \leq\left(\frac{1}{n} \sum_{k=1}^{n-1}\left(\dot{w}_{k}-\dot{\varepsilon}_{k}\right)^{2}\right)^{1 / 2}\left(\frac{1}{n} \sum_{k=1}^{n-1}\left(\varepsilon_{k}+P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]-\theta_{k}+\theta_{\mathrm{ref}}\right)^{2}\right)^{1 / 2} \\
& \leq C\left(1+\frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2}\right)^{1 / 2}\left(1+\frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{2}\right)^{1 / 2}=2 C\left(\frac{1}{4}+\frac{1}{4 n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2}\right)^{1 / 2}\left(1+\frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{2}\right)^{1 / 2} \\
& \leq \frac{1}{8 n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2}+C\left(1+\frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{2}\right)
\end{aligned}
$$

where in the last line we used Young's inequality. Note that applying first the discrete Hölder's inequality and then Hölder's inequality in time we obtain

$$
\begin{aligned}
\frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{2}(\tau) & =\frac{1}{n} \sum_{k=1}^{n-1}\left(\theta_{k}(0)\right)^{2}+2 \int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \theta_{k} \dot{\theta}_{k} \mathrm{~d} t \\
& \leq C\left(1+\left(\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{2} \mathrm{~d} t\right)^{1 / 2}\left(\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \dot{\theta}_{k}^{2} \mathrm{~d} t\right)^{1 / 2}\right)
\end{aligned}
$$

where we used also (7.39). Then estimate (7.47) yields

$$
\begin{equation*}
H_{3} \leq \frac{1}{8 n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2}+C\left(1+\left(\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \dot{\theta}_{k}^{2} \mathrm{~d} t\right)^{1 / 2}\right) \tag{7.60}
\end{equation*}
$$

Concerning the term $H_{4}$, note that

$$
\begin{aligned}
\left|P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]_{t}\right| & \leq\left|\dot{m}_{k} \int_{0}^{\infty} \gamma_{m}\left(m_{k}, \chi_{k}, r\right) \mathfrak{s}_{r}\left[\varepsilon_{k}\right] \mathrm{d} r\right| \\
& +\left|\dot{\chi}_{k} \int_{0}^{\infty} \gamma_{\chi}\left(m_{k}, \chi_{k}, r\right) \mathfrak{s}_{r}\left[\varepsilon_{k}\right] \mathrm{d} r\right|+\left|\int_{0}^{\infty} \gamma\left(m_{k}, \chi_{k}, r\right)\left(\mathfrak{s}_{r}\left[\varepsilon_{k}\right]\right)_{t} \mathrm{~d} r\right|
\end{aligned}
$$

Then

- by (B.14) we have $\left|\mathfrak{s}_{r}\left[\varepsilon_{k}\right]\right| \leq r$;
- by (B.21) we have $\left|\mathfrak{s}_{r}\left[\varepsilon_{k}\right]_{t}\right| \leq\left|\dot{\varepsilon}_{k}\right|$;
- equation (7.6) and identity (B.21) (see also Remark B.2) yield

$$
\left|\dot{\chi}_{k}\right| \leq\left|\frac{L}{\theta_{\mathrm{ref}}}\left(\theta_{k}-\theta_{\mathrm{ref}}\right)+K_{k}\right|,
$$

from which by Remark 7.4

$$
\begin{equation*}
\left|\dot{\chi}_{k}\right| \leq C\left(1+\theta_{k}\right) ; \tag{7.61}
\end{equation*}
$$

- equation (7.7), Hypothesis 7.1 (vi) and Remark 7.4 yield

$$
\left|\dot{m}_{k}\right| \leq\left|-h\left(\dot{\chi}_{k}\right)+D_{k}^{*}\right| \leq C\left(\left|\dot{\chi}_{k}\right|+\frac{1}{n} \sum_{k=1}^{n-1}\left|\dot{\varepsilon}_{k}\right|\right),
$$

from which by (7.61)

$$
\begin{equation*}
\left|\dot{m}_{k}\right| \leq C\left(1+\theta_{k}+\frac{1}{n} \sum_{j=1}^{n-1}\left|\dot{\varepsilon}_{j}\right|\right) \tag{7.62}
\end{equation*}
$$

From Hypothesis 7.1 (i) we thus obtain the bound

$$
\begin{equation*}
\left|P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]_{t}\right| \leq C\left(1+\theta_{k}+\left|\dot{\varepsilon}_{k}\right|+\frac{1}{n} \sum_{j=1}^{n-1}\left|\dot{\varepsilon}_{j}\right|\right) \quad \text { a.e. } \tag{7.63}
\end{equation*}
$$

and this, together with the discrete Hölder's inequality and Hölder's inequality in time employed as above, enables us to get

$$
\begin{align*}
H_{4} & :=\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1}\left|\dot{w}_{k}-\dot{\varepsilon}_{k}\right|\left|\dot{\varepsilon}_{k}+P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]_{t}-\dot{\theta}_{k}\right| \mathrm{d} t \\
& \leq C\left(1+\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2} \mathrm{~d} t\right)^{1 / 2}\left(\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1}\left(1+\dot{\varepsilon}_{k}^{2}+\theta_{k}^{2}+\frac{1}{n} \sum_{j=1}^{n-1} \dot{\varepsilon}_{j}^{2}+\dot{\theta}_{k}^{2}\right) \mathrm{d} t\right)^{1 / 2} \\
& \leq C\left(1+\left(\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \dot{\theta}_{k}^{2} \mathrm{~d} t\right)^{1 / 2}\right) \tag{7.64}
\end{align*}
$$

where we used also the previous a priori estimates (7.41), (7.46) and (7.47). It is a bit more complicated to deal with the term $H_{1}$. First of all we have by Hypothesis 7.1 (i) and (B.14)

$$
\begin{aligned}
& \left|P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]-P_{0}\left[m_{k-1}, \chi_{k-1}, \varepsilon_{k-1}\right]\right| \\
& =\left|\int_{0}^{\infty}\left(\gamma\left(m_{k}, \chi_{k}, r\right) \mathfrak{s}_{r}\left[\varepsilon_{k}\right]-\gamma\left(m_{k-1}, \chi_{k-1}, r\right) \mathfrak{s}_{r}\left[\varepsilon_{k-1}\right]\right) \mathrm{d} r\right| \\
& \leq \int_{0}^{\infty}\left(\left|\gamma\left(m_{k}, \chi_{k}, r\right)-\gamma\left(m_{k-1}, \chi_{k}, r\right)\right|\left|\mathfrak{s}_{r}\left[\varepsilon_{k}\right]\right|+\left|\gamma\left(m_{k-1}, \chi_{k}, r\right)-\gamma\left(m_{k-1}, \chi_{k-1}, r\right)\right|\left|\mathfrak{s}_{r}\left[\varepsilon_{k}\right]\right| \mathrm{d} r\right) \\
& +\int_{0}^{\infty}\left|\gamma\left(m_{k-1}, \chi_{k-1}, r\right)\right|\left|\mathfrak{s}_{r}\left[\varepsilon_{k}\right]-\mathfrak{s}_{r}\left[\varepsilon_{k-1}\right]\right| \mathrm{d} r \\
& \leq \int_{0}^{\infty}\left(\gamma^{*}(r)\left|m_{k}-m_{k-1}\right| r+\gamma^{*}(r)\left|\chi_{k}-\chi_{k-1}\right| r \mathrm{~d} r\right)+\int_{0}^{\infty}\left|\gamma\left(m_{k-1}, \chi_{k-1}, r\right)\right|\left|\mathfrak{s}_{r}\left[\varepsilon_{k}\right]-\mathfrak{s}_{r}\left[\varepsilon_{k-1}\right]\right| \mathrm{d} r .
\end{aligned}
$$

Then by Hypothesis 7.1 (i) and Proposition B. 5 (note that $\mathfrak{s}_{r}\left[\varepsilon_{k}\right](0)=\mathfrak{s}_{r}\left[\varepsilon_{k-1}\right](0)=0$, see Remark 7.5)

$$
\begin{align*}
& \left|P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]-P_{0}\left[m_{k-1}, \chi_{k-1}, \varepsilon_{k-1}\right]\right|(t) \\
& \leq C\left(\left|m_{k}-m_{k-1}\right|(t)+\left|\chi_{k}-\chi_{k-1}\right|(t)+\int_{0}^{t}\left|\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}\right|(s) \mathrm{d} s\right) \tag{7.65}
\end{align*}
$$

By (7.7) and again Proposition B. 5 (note that $m_{k}(0)=m_{k-1}(0)=0$ by (7.8)), it holds

$$
\begin{aligned}
\int_{0}^{t}\left|\dot{m}_{k}-\dot{m}_{k-1}\right|(s) \mathrm{d} s & \leq \int_{0}^{t}\left|\dot{S}_{k}-\dot{S}_{k-1}\right|(s) \mathrm{d} s \\
& \leq \int_{0}^{t}\left(\left|h\left(\dot{\chi}_{k-1}\right)-h\left(\dot{\chi}_{k}\right)\right|+\left|D_{k}^{*}-D_{k-1}^{*}\right|\right) \mathrm{d} s \\
& \leq \int_{0}^{t}\left(a\left|\dot{\chi}_{k}-\dot{\chi}_{k-1}\right|+\frac{1}{n} \sum_{j=1}^{n-1}\left|\lambda_{k-j}-\lambda_{k-j-1}\right| D_{j}(s)\right) \mathrm{d} s \\
& \leq \int_{0}^{t}\left(a\left|\dot{\chi}_{k}-\dot{\chi}_{k-1}\right|+\frac{1}{n} \sum_{j=1}^{n-1} \frac{\Lambda}{n} M\left|\dot{\varepsilon}_{j}\right|\right) \mathrm{d} s
\end{aligned}
$$

where we used the lipschitzianity of $h$ (see Hypothesis 7.1 (vi)), Remark 7.4 and Hypothesis 7.1 (iii) together with Lagrange's theorem. Thus, by the discrete Hölder's inequality and estimate (7.47), we obtain

$$
\begin{align*}
\int_{0}^{t}\left|\dot{m}_{k}-\dot{m}_{k-1}\right| \mathrm{d} s & \leq C\left(\int_{0}^{t}\left|\dot{\chi}_{k}-\dot{\chi}_{k-1}\right| \mathrm{d} s+\frac{1}{n} \int_{0}^{t}\left(\frac{1}{n} \sum_{j=1}^{n-1} \dot{\varepsilon}_{j}^{2}\right)^{1 / 2}\left(\frac{1}{n} \sum_{j=1}^{n-1} 1^{2}\right)^{1 / 2} \mathrm{~d} s\right) \\
& \leq C\left(\int_{0}^{t}\left|\dot{\chi}_{k}-\dot{\chi}_{k-1}\right| \mathrm{d} s+\frac{1}{n}\right) \tag{7.66}
\end{align*}
$$

We now estimate the terms $\left|\chi_{k}-\chi_{k-1}\right|$ in (7.65) and $\int_{0}^{t}\left|\dot{\chi}_{k}-\dot{\chi}_{k-1}\right| \mathrm{d} s$ in (7.66). By (7.6) and Proposition B. 5 we obtain

$$
\begin{aligned}
\int_{0}^{t}\left|\dot{\chi}_{k}-\dot{\chi}_{k-1}\right| \mathrm{d} s & \leq 2\left(\left|\chi_{k}^{0}-\chi_{k-1}^{0}\right|+\int_{0}^{t}\left|\dot{A}_{k}-\dot{A}_{k-1}\right| \mathrm{d} s\right) \\
& \leq C\left(\left|\chi_{k}^{0}-\chi_{k-1}^{0}\right|+\int_{0}^{t}\left(\left|\theta_{k}-\theta_{k-1}\right|+\left|K_{k}-K_{k-1}\right|\right) \mathrm{d} s\right)
\end{aligned}
$$

where by Hypothesis 7.1 (i)

$$
\begin{aligned}
\left|K_{k}-K_{k-1}\right| & \leq \int_{0}^{\infty}\left(\left|\gamma_{\chi}\left(m_{k}, \chi_{k}, r\right)-\gamma_{\chi}\left(m_{k-1}, \chi_{k}, r\right)\right| \mathfrak{s}_{r}^{2}\left[\varepsilon_{k}\right]\right. \\
& \left.+\left|\gamma_{\chi}\left(m_{k-1}, \chi_{k}, r\right)-\gamma_{\chi}\left(m_{k-1}, \chi_{k-1}, r\right)\right| \mathfrak{s}_{r}^{2}\left[\varepsilon_{k}\right]+\left|\gamma_{\chi}\left(m_{k-1}, \chi_{k-1}, r\right)\right|\left|\mathfrak{s}_{r}^{2}\left[\varepsilon_{k}\right]-\mathfrak{s}_{r}^{2}\left[\varepsilon_{k-1}\right]\right|\right) \mathrm{d} r \\
& \leq \int_{0}^{\infty}\left(\gamma^{*}(r)\left|m_{k}-m_{k-1}\right| r^{2}+\gamma^{*}(r)\left|\chi_{k}-\chi_{k-1}\right| r^{2}+\gamma^{*}(r)\left|\mathfrak{s}_{r}^{2}\left[\varepsilon_{k}\right]-\mathfrak{s}_{r}^{2}\left[\varepsilon_{k-1}\right]\right|\right) \mathrm{d} r .
\end{aligned}
$$

Note that by (B.14) and Proposition B. 5 (recall that $\mathfrak{s}_{r}\left[\varepsilon_{k}\right](0)=\mathfrak{s}_{r}\left[\varepsilon_{k-1}\right](0)=0$, see Remark 7.5) it follows

$$
\left|\mathfrak{s}_{r}^{2}\left[\varepsilon_{k}\right]-\mathfrak{s}_{r}^{2}\left[\varepsilon_{k-1}\right]\right|=\left|\mathfrak{s}_{r}\left[\varepsilon_{k}\right]+\mathfrak{s}_{r}\left[\varepsilon_{k-1}\right]\right|\left|\mathfrak{s}_{r}\left[\varepsilon_{k}\right]-\mathfrak{s}_{r}\left[\varepsilon_{k-1}\right]\right| \leq 2 r \cdot 2 \int_{0}^{s}\left|\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}\right|\left(s^{\prime}\right) \mathrm{d} s^{\prime}
$$

Hence by Hypothesis 7.1 (i) we infer

$$
\begin{aligned}
& \int_{0}^{t}\left|\dot{\chi}_{k}-\dot{\chi}_{k-1}\right| \mathrm{d} s \\
& \leq C\left(\left|\chi_{k}^{0}-\chi_{k-1}^{0}\right|+\int_{0}^{t}\left(\left|\theta_{k}-\theta_{k-1}\right|+\left|m_{k}-m_{k-1}\right|+\left|\chi_{k}-\chi_{k-1}\right|+\int_{0}^{s}\left|\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}\right| \mathrm{d} s^{\prime}\right) \mathrm{d} s\right) \\
& \leq C\left(\left|\chi_{k}^{0}-\chi_{k-1}^{0}\right|+\int_{0}^{t}\left(\left|\theta_{k}-\theta_{k-1}\right|+\int_{0}^{s}\left(\left|\dot{m}_{k}-\dot{m}_{k-1}\right|+\left|\dot{\chi}_{k}-\dot{\chi}_{k-1}\right|+\left|\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}\right|\right) \mathrm{d} s^{\prime}\right) \mathrm{d} s\right) .
\end{aligned}
$$

Grönwall's lemma A. 2 then yields

$$
\begin{align*}
& \int_{0}^{t}\left|\dot{\chi}_{k}-\dot{\chi}_{k-1}\right| \mathrm{d} s \\
& \leq C\left(\left|\chi_{k}^{0}-\chi_{k-1}^{0}\right|+\int_{0}^{t}\left(\left|\theta_{k}-\theta_{k-1}\right|+\int_{0}^{s}\left(\left|\dot{m}_{k}-\dot{m}_{k-1}\right|+\left|\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}\right|\right) \mathrm{d} s^{\prime}\right) \mathrm{d} s\right) \tag{7.67}
\end{align*}
$$

Plugging this back into (7.66) we obtain, using Grönwall's lemma A. 2 again together with Fubini Theorem,

$$
\begin{aligned}
& \left|m_{k}-m_{k-1}\right|(t)+\left|\chi_{k}-\chi_{k-1}\right|(t) \leq \int_{0}^{t}\left(\left|\dot{m}_{k}-\dot{m}_{k-1}\right|+\left|\dot{\chi}_{k}-\dot{\chi}_{k-1}\right|\right) \mathrm{d} s \\
& \leq C\left(\left|\chi_{k}^{0}-\chi_{k-1}^{0}\right|+\int_{0}^{t}\left(\left|\theta_{k}-\theta_{k-1}\right|+\left|\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}\right|\right) \mathrm{d} s+\frac{1}{n}\right)
\end{aligned}
$$

Coming back to (7.65) we get

$$
\begin{aligned}
& \left|P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]-P_{0}\left[m_{k-1}, \chi_{k-1}, \varepsilon_{k-1}\right]\right|(t) \\
& \leq C\left(\left|\chi_{k}^{0}-\chi_{k-1}^{0}\right|+\int_{0}^{t}\left(\left|\theta_{k}-\theta_{k-1}\right|+\left|\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}\right|^{2}\right) \mathrm{d} s+\frac{1}{n}\right)
\end{aligned}
$$

thus

$$
\begin{aligned}
H_{1} & :=\int_{0}^{\tau} n \sum_{k=1}^{n}\left(\left(P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]-P_{0}\left[m_{k-1}, \chi_{k-1}, \varepsilon_{k-1}\right]\right)^{2}(t)+\left(\theta_{k}-\theta_{k-1}\right)^{2}(t)\right) \mathrm{d} t \\
& \leq C\left(1+n \sum_{k=1}^{n}\left(\chi_{k}^{0}-\chi_{k-1}^{0}\right)^{2}+\int_{0}^{\tau} n \sum_{k=1}^{n}\left(\theta_{k}-\theta_{k-1}\right)^{2} \mathrm{~d} t+\int_{0}^{\tau} \int_{0}^{t} n \sum_{k=1}^{n}\left(\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}\right)^{2} \mathrm{~d} s \mathrm{~d} t\right)
\end{aligned}
$$

Note that the term $n \sum_{k=1}^{n}\left(\chi_{k}^{0}-\chi_{k-1}^{0}\right)^{2}$ is nothing but the $L^{2}$-norm (squared) of the discrete space derivative of term $\chi_{k}^{0}$, see Remarks A. 10 and A.11. We are going to show that this term is bounded, provided that $\chi_{x}^{0} \in L^{2}(0,1)$ (as stated in Hypothesis $7.1(\mathrm{v})$ ). Indeed by definition in (7.8)

$$
n \sum_{k=1}^{n}\left(\chi_{k}^{0}-\chi_{k-1}^{0}\right)^{2}=n \sum_{k=1}^{n}\left(n \int_{(k-1) / n}^{k / n} \chi^{0}(x) \mathrm{d} x-n \int_{(k-2) / n}^{(k-1) / n} \chi^{0}(x) \mathrm{d} x\right)^{2}
$$

Performing the change of variable $\xi=x+1 / n$ in the second integral we get

$$
\begin{aligned}
& n \sum_{k=1}^{n}\left(n \int_{(k-1) / n}^{k / n} \chi^{0}(x) \mathrm{d} x-n \int_{(k-1) / n}^{k / n} \chi^{0}(\xi-1 / n) \mathrm{d} \xi\right)^{2} \\
& =n^{3} \sum_{k=1}^{n}\left(\int_{(k-1) / n}^{k / n}\left(\chi^{0}(x)-\chi^{0}(x-1 / n)\right) \mathrm{d} x\right)^{2} \\
& =n^{3} \sum_{k=1}^{n}\left(\int_{(k-1) / n}^{k / n} \int_{x-1 / n}^{x} \chi_{x}^{0}(\xi) \mathrm{d} \xi \mathrm{~d} x\right)^{2}
\end{aligned}
$$

Since $x \in[(k-1) / n, k / n]$ it holds $x-1 / n \geq(k-2) / n$ and $x \leq k / n$, thus

$$
\begin{align*}
n \sum_{k=1}^{n}\left(\chi_{k}^{0}-\chi_{k-1}^{0}\right)^{2} & =n^{3} \sum_{k=1}^{n}\left(\int_{(k-1) / n}^{k / n} \int_{x-1 / n}^{x} \chi_{x}^{0}(\xi) \mathrm{d} \xi \mathrm{~d} x\right)^{2} \\
& \leq n^{3} \sum_{k=1}^{n}\left(\int_{(k-1) / n}^{k / n} \int_{(k-2) / n}^{k / n} \chi_{x}^{0}(\xi) \mathrm{d} \xi \mathrm{~d} x\right)^{2} \\
& =n^{3} \sum_{k=2}^{n}\left(\frac{1}{n} \int_{(k-2) / n}^{k / n} \chi_{x}^{0}(\xi) \mathrm{d} \xi\right)^{2} \\
& \leq n \sum_{k=2}^{n}\left[\left(\frac{2}{n}\right)^{1 / 2}\left(\int_{(k-2) / n}^{k / n}\left|\chi_{x}^{0}(\xi)\right|^{2} \mathrm{~d} \xi\right)^{1 / 2}\right]^{2} \\
& =2 \sum_{k=2}^{n} \int_{(k-2) / n}^{k / n}\left|\chi_{x}^{0}(\xi)\right|^{2} \mathrm{~d} \xi \leq 2 \cdot 2 \int_{0}^{1}\left|\chi_{x}^{0}(\xi)\right|^{2} \mathrm{~d} \xi \leq C \tag{7.68}
\end{align*}
$$

by Hypothesis 7.1 (v), and where we used also Hölder's inequality in space. Then it holds

$$
\begin{equation*}
H_{1} \leq C\left(1+\int_{0}^{\tau} n \sum_{k=1}^{n}\left(\theta_{k}-\theta_{k-1}\right)^{2} \mathrm{~d} t+\int_{0}^{\tau} \int_{0}^{t} n \sum_{k=1}^{n}\left(\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}\right)^{2} \mathrm{~d} s \mathrm{~d} t\right) \tag{7.69}
\end{equation*}
$$

Inserting (7.59), (7.60), (7.64) and (7.69) in (7.58) we obtain

$$
\begin{aligned}
& \frac{n}{2} \sum_{k=1}^{n}\left(\dot{w}_{k}-\dot{w}_{k-1}\right)^{2}(\tau)+\frac{3}{8 n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2}(\tau)+\frac{n}{2} \sum_{k=1}^{n}\left(\varepsilon_{k}-\varepsilon_{k-1}\right)^{2}(\tau) \\
& +\int_{0}^{\tau} \frac{n}{2} \sum_{k=1}^{n}\left(\varepsilon_{k}-\varepsilon_{k-1}\right)^{2}(t) \mathrm{d} t+\int_{0}^{\tau} \frac{n}{2} \sum_{k=1}^{n}\left(\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}\right)^{2}(t) \mathrm{d} t \\
& \leq C\left(1+\left(\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \dot{\theta}_{k}^{2}(t) \mathrm{d} t\right)^{1 / 2}+\int_{0}^{\tau} n \sum_{k=1}^{n}\left(\theta_{k}-\theta_{k-1}\right)^{2}(t) \mathrm{d} t\right. \\
& \left.+\int_{0}^{\tau} \int_{0}^{t} n \sum_{k=1}^{n}\left(\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}\right)^{2}(s) \mathrm{d} s \mathrm{~d} t\right)
\end{aligned}
$$

Grönwall's lemma A. 2 yields

$$
\begin{align*}
& \frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2}(\tau)+\int_{0}^{\tau} n \sum_{k=1}^{n}\left(\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}\right)^{2}(t) \mathrm{d} t \\
& \leq C\left(1+\left(\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \dot{\theta}_{k}^{2}(t) \mathrm{d} t\right)^{1 / 2}+\int_{0}^{\tau} n \sum_{k=1}^{n}\left(\theta_{k}-\theta_{k-1}\right)^{2}(t) \mathrm{d} t\right) \tag{7.70}
\end{align*}
$$

where we neglected the terms $\frac{n}{2} \sum_{k=1}^{n}\left(\dot{w}_{k}-\dot{w}_{k-1}\right)^{2}$ because we already have the estimate (7.41), and $n \sum_{k=1}^{n}\left(\varepsilon_{k}-\varepsilon_{k-1}\right)^{2}, \int_{0}^{\tau} n \sum_{k=1}^{n}\left(\varepsilon_{k}-\varepsilon_{k-1}\right)^{2} \mathrm{~d} t$ because the term $\int_{0}^{\tau} n \sum_{k=1}^{n}\left(\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}\right)^{2} \mathrm{~d} t$ is dominant. We need now more regularity for the temperature, since we have to estimate the $W^{1,2}$-norm of $\theta_{k}$ in
both space and time. To this aim we now test (7.5) by $\theta_{k}$ and obtain

$$
\begin{aligned}
\frac{1}{n} \sum_{k=1}^{n-1} \dot{\theta}_{k} \theta_{k} & =n \sum_{k=1}^{n-1}\left(\theta_{k+1}-2 \theta_{k}+\theta_{k-1}\right) \theta_{k} \\
& +\frac{1}{n} \sum_{k=1}^{n-1}\left(-\theta_{k} \dot{\varepsilon}_{k}+\dot{\varepsilon}_{k}^{2}+D_{k}+\dot{m}_{k} M_{k}+\dot{\chi}_{k}\left(K_{k}-L\right)+g_{k}\right) \theta_{k}
\end{aligned}
$$

By (7.9) and (7.10) it holds

$$
n \sum_{k=1}^{n-1}\left(\theta_{k+1}-2 \theta_{k}+\theta_{k-1}\right) \theta_{k}=-n \sum_{k=1}^{n}\left(\theta_{k}-\theta_{k-1}\right)^{2},
$$

then we get

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{2}\right)+n \sum_{k=1}^{n}\left(\theta_{k}-\theta_{k-1}\right)^{2} \leq \frac{1}{n} \sum_{k=1}^{n-1}\left(\theta_{k}\left|\dot{\varepsilon}_{k}\right|+\dot{\varepsilon}_{k}^{2}+D_{k}+\left|\dot{m}_{k}\right| M_{k}+\left|\dot{\chi}_{k}\right|\left|K_{k}-L\right|+\left|g_{k}\right|\right) \theta_{k}
$$

We now estimate the right-hand side. By Remark 7.4 and estimates (7.61)-(7.62) for $\left|\dot{\chi}_{k}\right|$ and $\left|\dot{m}_{k}\right|$ we infer

$$
\begin{aligned}
& \frac{1}{n} \sum_{k=1}^{n-1}\left(\theta_{k}\left|\dot{\varepsilon}_{k}\right|+\dot{\varepsilon}_{k}^{2}+D_{k}+\left|\dot{m}_{k}\right| M_{k}+\left|\dot{\chi}_{k}\right|\left|K_{k}-L\right|+\left|g_{k}\right|\right) \theta_{k} \\
& \leq C\left(1+\frac{1}{n} \sum_{k=1}^{n-1}\left(\theta_{k}\left|\dot{\varepsilon}_{k}\right|+\dot{\varepsilon}_{k}^{2}+\left|\dot{\varepsilon}_{k}\right|+\theta_{k}+\frac{1}{n} \sum_{j=1}^{n-1}\left|\dot{\varepsilon}_{j}\right|+\left|g_{k}\right|\right) \theta_{k}\right)
\end{aligned}
$$

Note that

$$
\frac{1}{n} \sum_{k=1}^{n-1}\left(\frac{1}{n} \sum_{j=1}^{n-1}\left|\dot{\varepsilon}_{j}\right|\right) \theta_{k}=\left(\frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}\right)\left(\frac{1}{n} \sum_{j=1}^{n-1}\left|\dot{\varepsilon}_{j}\right|\right) \leq C\left(\frac{1}{n} \sum_{k=1}^{n-1}\left|\dot{\varepsilon}_{k}\right|\right)
$$

by estimate (7.41). Hence we get

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{2}\right)+n \sum_{k=1}^{n}\left(\theta_{k}-\theta_{k-1}\right)^{2} \leq C\left(1+\frac{1}{n} \sum_{k=1}^{n-1}\left(\dot{\varepsilon}_{k}^{2} \theta_{k}+\theta_{k}^{2}+\left|\dot{\varepsilon}_{k}\right| \theta_{k}+\left|\dot{\varepsilon}_{k}\right| \theta_{k}^{2}+\left|\dot{\varepsilon}_{k}\right|+\left|g_{k}\right| \theta_{k}\right)\right) .
$$

Integrating in time $\int_{0}^{\tau} \mathrm{d} t$ and using the discrete Hölder's inequality yields

$$
\begin{aligned}
& \frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{2}+\int_{0}^{\tau} n \sum_{k=1}^{n}\left(\theta_{k}-\theta_{k-1}\right)^{2} \mathrm{~d} t \\
& \leq C\left(1+\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2} \theta_{k} \mathrm{~d} t+\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{2} \mathrm{~d} t+\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2} \mathrm{~d} t+\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1}\left|\dot{\varepsilon}_{k}\right| \theta_{k}^{2} \mathrm{~d} t+\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} g_{k}^{2} \mathrm{~d} t\right),
\end{aligned}
$$

where the initial condition can be controlled as in (7.39). Arguing as for (7.28) and using Hölder's
inequality in space we deduce

$$
\begin{align*}
\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} g_{k}^{2}\left(\theta_{k}, \tau\right) \mathrm{d} \tau & =\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1}\left(n \int_{(k-1) / n}^{k / n} g(\theta, x, t) \mathrm{d} x\right)^{2} \mathrm{~d} t \\
& \leq C\left(\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} g_{1}^{2} \theta_{k}^{2}(t)+\left(n \int_{(k-1) / n}^{k / n} g_{0}(x, t) \mathrm{d} x\right)^{2} \mathrm{~d} t\right) \\
& \leq C\left(\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} g_{1}^{2} \theta_{k}^{2}(t) \mathrm{d} t+\iint_{\Omega_{T}}\left|g_{0}(x, t)\right|^{2} \mathrm{~d} x \mathrm{~d} t\right) \\
& \leq C\left(1+\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{2}(t) \mathrm{d} t\right) \tag{7.71}
\end{align*}
$$

Hence by (7.46)-(7.47) we obtain

$$
\begin{equation*}
\frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{2}+\int_{0}^{\tau} n \sum_{k=1}^{n}\left(\theta_{k}-\theta_{k-1}\right)^{2} \mathrm{~d} t \leq C\left(1+\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2} \theta_{k} \mathrm{~d} t+\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1}\left|\dot{\varepsilon}_{k}\right| \theta_{k}^{2} \mathrm{~d} t\right) \tag{7.72}
\end{equation*}
$$

Now, by (7.46)

$$
\begin{aligned}
\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2} \theta_{k} \mathrm{~d} t & \leq \int_{0}^{\tau}\left(\frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{4}\right)^{1 / 2}\left(\frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{2}\right)^{1 / 2} \mathrm{~d} t \\
& \leq\left(\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{4} \mathrm{~d} t\right)^{1 / 2}\left(\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{2} \mathrm{~d} t\right)^{1 / 2} \leq C\left(\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{4} \mathrm{~d} t\right)^{1 / 2} \\
\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1}\left|\dot{\varepsilon}_{k}\right| \theta_{k}^{2} \mathrm{~d} t & \leq \int_{0}^{\tau}\left(\frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{4}\right)^{1 / 4}\left(\frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{8 / 3}\right)^{3 / 4} \mathrm{~d} t \\
& \leq\left(\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{4} \mathrm{~d} t\right)^{1 / 4}\left(\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{8 / 3} \mathrm{~d} t\right)^{3 / 4} \leq C\left(1+\left(\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{4} \mathrm{~d} t\right)^{1 / 2}\right)
\end{aligned}
$$

Plugging these two estimates into (7.72) we get

$$
\begin{equation*}
\frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{2}+\int_{0}^{\tau} n \sum_{k=1}^{n}\left(\theta_{k}-\theta_{k-1}\right)^{2} \mathrm{~d} t \leq C\left(1+\left(\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{4} \mathrm{~d} t\right)^{1 / 2}\right) \tag{7.73}
\end{equation*}
$$

We need to estimate the term on the right-hand side. To this aim we test (7.5) by $\dot{\theta}_{k}$, and obtain

$$
\frac{1}{n} \sum_{k=1}^{n-1} \dot{\theta}_{k}^{2}=n \sum_{k=1}^{n-1}\left(\theta_{k+1}-2 \theta_{k}+\theta_{k-1}\right) \dot{\theta}_{k}+\frac{1}{n} \sum_{k=1}^{n-1}\left(-\theta_{k} \dot{\varepsilon}_{k}+\dot{\varepsilon}_{k}^{2}+D_{k}+\dot{m}_{k} M_{k}+\dot{\chi}_{k}\left(K_{k}-L\right)+g_{k}\right) \dot{\theta}_{k}
$$

By (7.9) and (7.10) we infer

$$
n \sum_{k=1}^{n-1}\left(\theta_{k+1}-2 \theta_{k}+\theta_{k-1}\right) \dot{\theta}_{k}=-n \sum_{k=1}^{n}\left(\theta_{k}-\theta_{k-1}\right)\left(\dot{\theta}_{k}-\dot{\theta}_{k-1}\right)=-\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(n \sum_{k=1}^{n}\left(\theta_{k}-\theta_{k-1}\right)^{2}\right)
$$

then by Young's inequality
$\frac{1}{2 n} \sum_{k=1}^{n-1} \dot{\theta}_{k}^{2}+\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(n \sum_{k=1}^{n}\left(\theta_{k}-\theta_{k-1}\right)^{2}\right) \leq \frac{1}{2 n} \sum_{k=1}^{n-1}\left(\theta_{k}\left|\dot{\varepsilon}_{k}\right|+\dot{\varepsilon}_{k}^{2}+D_{k}+\left|\dot{m}_{k}\right| K_{k}+\left|\dot{\chi}_{k}\right|\left|M_{k}-L\right|+\left|g_{k}\right|\right)^{2}$.

Integrating in time $\int_{0}^{\tau^{\prime}} \mathrm{d} t$ for some $\tau^{\prime}<\tau$ gives

$$
\begin{aligned}
& \int_{0}^{\tau^{\prime}} \frac{1}{n} \sum_{k=1}^{n-1} \dot{\theta}_{k}^{2} \mathrm{~d} t+n \sum_{k=1}^{n}\left(\theta_{k}-\theta_{k-1}\right)^{2}\left(\tau^{\prime}\right) \\
& \leq C\left(\int_{0}^{\tau^{\prime}} \frac{1}{n} \sum_{k=1}^{n-1}\left(\theta_{k}\left|\dot{\varepsilon}_{k}\right|+\dot{\varepsilon}_{k}^{2}+D_{k}+\left|\dot{m}_{k}\right| M_{k}+\left|\dot{\chi}_{k}\right|\left|K_{k}-L\right|+\left|g_{k}\right|\right)^{2} \mathrm{~d} t\right)+n \sum_{k=1}^{n}\left(\theta_{k}^{0}-\theta_{k-1}^{0}\right)^{2}
\end{aligned}
$$

Concerning the initial condition, arguing as for (7.68) we see that it holds

$$
\begin{align*}
n \sum_{k=1}^{n}\left(\theta_{k}^{0}-\theta_{k-1}^{0}\right)^{2} & =n \sum_{k=1}^{n}\left(\theta^{0}\left(\frac{k}{n}\right)-\theta^{0}\left(\frac{k-1}{n}\right)\right)^{2} \\
& =n \sum_{k=1}^{n}\left(\int_{(k-1) / n}^{k / n} \theta_{x}^{0}(\xi) \mathrm{d} x\right)^{2} \leq \int_{0}^{1}\left|\theta_{x}^{0}(\xi)\right|^{2} \mathrm{~d} \xi \leq C \tag{7.74}
\end{align*}
$$

thanks to Hypothesis 7.1 (v). We estimate the first term on the right-hand side similarly as we did to obtain (7.72), getting

$$
\begin{align*}
& \int_{0}^{\tau^{\prime}} \frac{1}{n} \sum_{k=1}^{n-1}\left(\theta_{k}\left|\dot{\varepsilon}_{k}\right|+\dot{\varepsilon}_{k}^{2}+D_{k}+\left|\dot{m}_{k}\right| M_{k}+\left|\dot{\chi}_{k}\right|\left|K_{k}-L\right|+\left|g_{k}\right|\right)^{2} \mathrm{~d} t \\
& \leq C\left(1+\int_{0}^{\tau^{\prime}} \frac{1}{n} \sum_{k=1}^{n-1}\left(\theta_{k}^{2} \dot{\varepsilon}_{k}^{2}+\dot{\varepsilon}_{k}^{4}+\theta_{k}^{2}+\left(\frac{1}{n} \sum_{k=1}^{n-1}\left|\dot{\varepsilon}_{k}\right|\right)^{2}+g_{k}^{2}\right) \mathrm{d} t\right) \\
& \leq C\left(1+\int_{0}^{\tau^{\prime}} \frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{4} \mathrm{~d} t+\int_{0}^{\tau^{\prime}} \frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{4} \mathrm{~d} t\right) \tag{7.75}
\end{align*}
$$

thanks to estimates (7.46), (7.47) and (7.71). Hence

$$
\int_{0}^{\tau^{\prime}} \frac{1}{n} \sum_{k=1}^{n-1} \dot{\theta}_{k}^{2} \mathrm{~d} t+n \sum_{k=1}^{n}\left(\theta_{k}-\theta_{k-1}\right)^{2}\left(\tau^{\prime}\right) \leq C\left(1+\int_{0}^{\tau^{\prime}} \frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{4} \mathrm{~d} t+\int_{0}^{\tau^{\prime}} \frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{4} \mathrm{~d} t\right)
$$

for some $\tau^{\prime} \in[0, \tau]$. Passing to the $\max _{\tau^{\prime} \in[0, \tau]}$ yields

$$
\begin{equation*}
\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \dot{\theta}_{k}^{2} \mathrm{~d} t+\max _{\tau^{\prime} \in[0, \tau]}\left(n \sum_{k=1}^{n}\left(\theta_{k}-\theta_{k-1}\right)^{2}\left(\tau^{\prime}\right)\right) \leq C\left(1+\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{4} \mathrm{~d} t+\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{4} \mathrm{~d} t\right) \tag{7.76}
\end{equation*}
$$

The last term on the right-hand side can be estimated using Hölder's inequality and estimate (7.46) as follows

$$
\begin{align*}
\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{4} \mathrm{~d} t & =\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{4 / 3} \theta_{k}^{8 / 3} \mathrm{~d} t \leq \int_{0}^{\tau}\left(\max _{k=1, \ldots, n-1} \theta_{k}^{4 / 3}\right)\left(\frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{8 / 3}\right) \mathrm{d} t \\
& \leq\left(\max _{t \in[0, \tau]} \max _{k=1, \ldots, n-1} \theta_{k}^{4 / 3}(t)\right) \int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{8 / 3} \mathrm{~d} t \leq C \max _{t \in[0, \tau]} \max _{k=1, \ldots, n-1} \theta_{k}^{4 / 3}(t) \tag{7.77}
\end{align*}
$$

Moreover the discrete Gagliardo-Nirenberg inequality (see Remark A.11) with the choices $v=\theta_{k}$,
$s=1, q=\infty, p=2, N=1, \varrho=2 / 3$ yields, taking into account (7.9),

$$
\begin{align*}
\max _{k=1, \ldots, n-1} \theta_{k}(t) & \leq C\left(\frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}+\left(\frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}\right)^{1 / 3}\left(n \sum_{k=1}^{n}\left(\theta_{k}-\theta_{k-1}\right)^{2}\right)^{1 / 3}\right) \\
& \leq C\left(1+\left(n \sum_{k=1}^{n}\left(\theta_{k}-\theta_{k-1}\right)^{2}(t)\right)^{1 / 3}\right) \tag{7.78}
\end{align*}
$$

where the last inequality follows from estimate (7.41) and Hypothesis 7.1 (vii). Hence it holds also

$$
\max _{k=1, \ldots, n-1} \theta_{k}^{4 / 3}(t)=\left(\max _{k=1, \ldots, n-1} \theta_{k}(t)\right)^{4 / 3} \leq C\left(1+\left(n \sum_{k=1}^{n}\left(\theta_{k}-\theta_{k-1}\right)^{2}(t)\right)^{4 / 9}\right)
$$

Substituting in (7.77) we deduce

$$
\begin{equation*}
\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{4} \mathrm{~d} t \leq C\left(1+\max _{t \in[0, \tau]}\left(n \sum_{k=1}^{n}\left(\theta_{k}-\theta_{k-1}\right)^{2}(t)\right)^{4 / 9}\right) \tag{7.79}
\end{equation*}
$$

Inserting the previous inequality in (7.76) we get

$$
\begin{aligned}
& \int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \dot{\theta}_{k}^{2} \mathrm{~d} t+\max _{t \in[0, \tau]}\left(n \sum_{k=1}^{n}\left(\theta_{k}-\theta_{k-1}\right)^{2}(t)\right) \\
& \leq C\left(1+\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{4} \mathrm{~d} t+\max _{t \in[0, \tau]}\left(n \sum_{k=1}^{n}\left(\theta_{k}-\theta_{k-1}\right)^{2}(t)\right)^{4 / 9}\right)
\end{aligned}
$$

Young's inequality with conjugate exponents $(9 / 5,9 / 4)$ gives

$$
\begin{equation*}
\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \dot{\theta}_{k}^{2} \mathrm{~d} t+n \sum_{k=1}^{n}\left(\theta_{k}-\theta_{k-1}\right)^{2}(\tau) \leq C\left(1+\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{4} \mathrm{~d} t\right) \tag{7.80}
\end{equation*}
$$

This and (7.73) in turn give, substituting in (7.70),

$$
\begin{equation*}
\frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2}(\tau)+\int_{0}^{\tau} n \sum_{k=1}^{n}\left(\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}\right)^{2}(t) \mathrm{d} t \leq C\left(1+\left(\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{4} \mathrm{~d} t\right)^{1 / 2}\right) \tag{7.81}
\end{equation*}
$$

The term on the right-hand side can be estimated using once more the discrete Gagliardo-Nirenberg inequality (see Remark A.11). Note that, however, the "Neumann boundary conditions" (7.9) for $\theta_{k}$ made the previous applications of Gagliardo-Nirenberg inequality easier. This time, instead, we have to consider the whole vectors $\dot{\varepsilon}$ and $\mathbf{D} \dot{\varepsilon}$ (see the vector notation in Remark A.11). Using equation (7.48) and the "boundary condition" (7.9) we see that it holds

$$
\begin{aligned}
|\dot{\varepsilon}(\tau)|_{2}^{2} & =\frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2}(\tau)+\frac{C}{n}\left(1+\dot{\varepsilon}_{0}^{2}(\tau)+\dot{\varepsilon}_{n}^{2}(\tau)\right) \leq \frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2}(\tau)+\frac{C}{n}\left(1+\int_{0}^{\tau} \sum_{k=1}^{n-1} \theta_{k}^{2}(t) \mathrm{d} t\right) \\
& \leq C+\frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2}(\tau)
\end{aligned}
$$

where in the last line we used (7.46). Thus (7.81) for the whole vector reads

$$
\begin{equation*}
\max _{\tau \in\left[0, \tau^{\prime}\right]}|\dot{\varepsilon}(\tau)|_{2}^{2}+\int_{0}^{\tau}|\mathbf{D} \dot{\varepsilon}(t)|_{2}^{2} \mathrm{~d} t \leq C\left(1+\left(\int_{0}^{\tau}|\dot{\varepsilon}(t)|_{4}^{4} \mathrm{~d} t\right)^{1 / 2}\right) \tag{7.82}
\end{equation*}
$$

form some $\tau^{\prime}>\tau$. We are now ready to estimate the right-hand side by using the discrete GagliardoNirenberg inequality with the choices $v=\dot{\varepsilon}_{k}, q=4, p=s=2, N=1 \varrho=1 / 4$. This yields

$$
|\dot{\varepsilon}(t)|_{4} \leq C\left(|\dot{\varepsilon}(t)|_{2}+|\dot{\varepsilon}(t)|_{2}^{3 / 4}|\mathbf{D} \dot{\varepsilon}(t)|_{2}^{1 / 4}\right)
$$

The above computations and estimates (7.46)-(7.47) entail

$$
\int_{0}^{\tau}|\dot{\varepsilon}(t)|_{2}^{2} \mathrm{~d} t \leq \int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2}(t) \mathrm{d} t+C\left(1+\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{2}(t) \mathrm{d} t\right) \leq C
$$

Hence, applying twice Hölder's inequality in time,

$$
\begin{aligned}
\int_{0}^{\tau}|\dot{\varepsilon}(t)|_{4}^{4} \mathrm{~d} t & \leq C \int_{0}^{\tau}|\dot{\varepsilon}(t)|_{2}^{2}\left(|\dot{\varepsilon}(t)|_{2}^{2}+|\dot{\varepsilon}(t)|_{2}|\mathbf{D} \dot{\varepsilon}(t)|_{2}\right) \mathrm{d} t \\
& \leq C \max _{t \in[0, \tau]}|\dot{\varepsilon}(t)|_{2}^{2}\left(\int_{0}^{\tau}\left(|\dot{\varepsilon}(t)|_{2}^{2}+|\dot{\varepsilon}(t)|_{2}|\mathbf{D} \dot{\varepsilon}(t)|_{2}\right) \mathrm{d} \tau\right) \\
& \leq C \max _{t \in[0, \tau]}|\dot{\varepsilon}(t)|_{2}^{2}\left(\int_{0}^{\tau}|\dot{\varepsilon}(t)|_{2}^{2} \mathrm{~d} t+\left(\int_{0}^{\tau}|\dot{\varepsilon}(t)|_{2}^{2} \mathrm{~d} t\right)^{1 / 2}\left(\int_{0}^{\tau}|\mathbf{D} \dot{\varepsilon}(t)|_{2}^{2} \mathrm{~d} t\right)^{1 / 2}\right) \\
& \leq C \max _{t \in[0, \tau]}|\dot{\varepsilon}(t)|_{2}^{2}\left(1+\int_{0}^{\tau}|\mathbf{D} \dot{\varepsilon}(t)|_{2}^{2} \mathrm{~d} t\right)^{1 / 2}
\end{aligned}
$$

which combined with (7.82) by Young's inequality yields

$$
\max _{t \in[0, \tau]}|\dot{\varepsilon}(t)|_{2}^{2}+\int_{0}^{\tau}|\mathbf{D} \dot{\boldsymbol{\varepsilon}}(t)|_{2}^{2} \mathrm{~d} t \leq C
$$

Therefore there exists a constant $C>0$ such that

$$
\begin{equation*}
\frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2}(\tau)+\int_{0}^{\tau} n \sum_{k=1}^{n}\left(\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}\right)^{2}(t) \mathrm{d} t+\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1}\left(\dot{\varepsilon}_{k}^{4}+\varepsilon_{k}^{4}\right)(t) \mathrm{d} t \leq C \tag{7.83}
\end{equation*}
$$

and substituting in (7.80) also

$$
\begin{equation*}
\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \dot{\theta}_{k}^{2}(t) \mathrm{d} t+n \sum_{k=1}^{n}\left(\theta_{k}-\theta_{k-1}\right)^{2}(\tau) \leq C \tag{7.84}
\end{equation*}
$$

Then (7.78) and (7.79) yield

$$
\begin{align*}
& \int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{4} \mathrm{~d} t \leq C  \tag{7.85}\\
& \max _{t \in[0, \tau]} \max _{k=1, \ldots, n-1} \theta_{k}(t) \leq C . \tag{7.86}
\end{align*}
$$

This last estimate together with (7.61) gives

$$
\begin{equation*}
\max _{t \in[0, \tau]} \max _{k=1, \ldots, n-1}\left|\dot{\chi}_{k}(t)\right| \leq C \tag{7.87}
\end{equation*}
$$

whereas together with (7.62) and (7.83) gives

$$
\begin{equation*}
\max _{t \in[0, \tau]} \max _{k=1, \ldots, n-1}\left|\dot{m}_{k}(t)\right| \leq C \tag{7.88}
\end{equation*}
$$

We now derive a higher order estimate for the temperature. Note now that by (7.5), arguing as in (7.75) we also have

$$
\begin{aligned}
& \int_{0}^{\tau} n^{3} \sum_{k=1}^{n-1}\left(\theta_{k+1}-2 \theta_{k}+\theta_{k-1}\right)^{2}(t) \mathrm{d} t \\
& =\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1}\left(\dot{\theta}_{k}-\dot{m}_{k} M_{k}-D_{k}-\dot{\varepsilon}_{k}^{2}+\theta_{k} \dot{\varepsilon}_{k}+\dot{\chi}_{k}\left(K_{k}-L\right)-g_{k}\right)^{2} \mathrm{~d} t \\
& \leq C\left(1+\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \dot{\theta}_{k}^{2} \mathrm{~d} t+\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{4} \mathrm{~d} t+\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \theta_{k}^{4} \mathrm{~d} t\right)
\end{aligned}
$$

thus it holds by (7.83), (7.84) and (7.86)

$$
\begin{equation*}
\int_{0}^{\tau} n^{3} \sum_{k=1}^{n-1}\left(\theta_{k+1}-2 \theta_{k}+\theta_{k-1}\right)^{2}(t) \mathrm{d} t \leq C \tag{7.89}
\end{equation*}
$$

Finally, we differentiate (7.2) once in $t$ and test by $\ddot{\varepsilon}_{k},(7.3)$ twice in $t$ and test by $\ddot{w}_{k}$, and sum up the two equations. We obtain

$$
\frac{1}{n} \sum_{k=1}^{n-1} \ddot{u}_{k} \ddot{\varepsilon}_{k}=\frac{1}{n} \sum_{k=1}^{n-1}\left(\dot{\varepsilon}_{k}+P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]_{t}+\ddot{\varepsilon}_{k}-\dot{\theta}_{k}\right) \ddot{\varepsilon}_{k}
$$

added to

$$
\frac{1}{n} \sum_{k=1}^{n-1} \dddot{w}_{k} \ddot{w}_{k}-\frac{1}{n} \sum_{k=1}^{n-1} \dddot{\varepsilon}_{k} \ddot{w}_{k}=-n \sum_{k=1}^{n-1}\left(\ddot{u}_{k+1}-2 \ddot{u}_{k}+\ddot{u}_{k-1}\right) \ddot{w}_{k}+\frac{1}{n} \sum_{k=1}^{n-1} \ddot{f}_{k} \ddot{w}_{k}
$$

which gives

$$
\begin{align*}
& \frac{1}{n} \sum_{k=1}^{n-1} \ddot{w}_{k} \ddot{w}_{k}-\frac{1}{n} \sum_{k=1}^{n-1} \dddot{\varepsilon}_{k} \ddot{w}_{k}+\frac{1}{n} \sum_{k=1}^{n-1}\left(\dot{\varepsilon}_{k}+P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]_{t}+\ddot{\varepsilon}_{k}-\dot{\theta}_{k}\right) \ddot{\varepsilon}_{k} \\
& =\frac{1}{n} \sum_{k=1}^{n-1} \ddot{u}_{k} \ddot{\varepsilon}_{k}-n \sum_{k=1}^{n-1}\left(\ddot{u}_{k+1}-2 \ddot{u}_{k}+\ddot{u}_{k-1}\right) \ddot{w}_{k}+\frac{1}{n} \sum_{k=1}^{n-1} \ddot{f}_{k} \ddot{w}_{k} \tag{7.90}
\end{align*}
$$

Note that

$$
\begin{aligned}
& \frac{1}{n} \sum_{k=1}^{n-1} \ddot{u}_{k} \ddot{\varepsilon}_{k}-n \sum_{k=1}^{n-1}\left(\ddot{u}_{k+1}-2 \ddot{u}_{k}+\ddot{u}_{k-1}\right) \ddot{w}_{k} \\
& \stackrel{(7.4)}{=} n \sum_{k=1}^{n-1} \ddot{u}_{k}\left(\ddot{w}_{k+1}-2 \ddot{w}_{k}+\ddot{w}_{k-1}\right)-n \sum_{k=1}^{n-1}\left(\ddot{u}_{k+1}-2 \ddot{u}_{k}+\ddot{u}_{k-1}\right) \ddot{w}_{k} \stackrel{(7.10)}{=} 0 .
\end{aligned}
$$

Moreover

$$
\begin{aligned}
\frac{1}{n} \sum_{k=1}^{n-1} \dddot{\varepsilon}_{k} \ddot{w}_{k} & \stackrel{(7.4)}{=} n \sum_{k=1}^{n-1}\left(\dddot{w}_{k+1}-2 \ddot{w}_{k}+\ddot{w}_{k-1}\right) \ddot{w}_{k} \\
& \stackrel{(7.10)}{=}-n \sum_{k=1}^{n}\left(\dddot{w}_{k}-\dddot{w}_{k-1}\right)\left(\ddot{w}_{k}-\ddot{w}_{k-1}\right)=-\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(n \sum_{k=1}^{n}\left(\ddot{w}_{k}-\ddot{w}_{k-1}\right)^{2}\right)
\end{aligned}
$$

Hence (7.90) becomes

$$
\begin{aligned}
& \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\frac{1}{n} \sum_{k=1}^{n-1} \ddot{w}_{k}^{2}+n \sum_{k=1}^{n}\left(\ddot{w}_{k}-\ddot{w}_{k-1}\right)^{2}\right)+\frac{1}{n} \sum_{k=1}^{n-1} \ddot{\varepsilon}_{k}^{2} \\
& =-\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\frac{1}{n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2}\right)-\frac{1}{n} \sum_{k=1}^{n-1}\left(P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]_{t}-\dot{\theta}_{k}\right) \ddot{\varepsilon}_{k}+\frac{1}{n} \sum_{k=1}^{n-1} \ddot{f}_{k} \ddot{w}_{k}
\end{aligned}
$$

Integrating in time $\int_{0}^{\tau} \mathrm{d} t$ yields

$$
\begin{aligned}
& \frac{1}{2 n} \sum_{k=1}^{n-1} \ddot{w}_{k}^{2}(\tau)+\frac{n}{2} \sum_{k=1}^{n}\left(\ddot{w}_{k}-\ddot{w}_{k-1}\right)^{2}(\tau)+\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \ddot{\varepsilon}_{k}^{2} \mathrm{~d} t \\
& =-\frac{1}{2 n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2}(\tau)+\frac{1}{2 n} \sum_{k=1}^{n-1} \dot{\varepsilon}_{k}^{2}(0)-\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1}\left(P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]_{t}-\dot{\theta}_{k}\right) \ddot{\varepsilon}_{k} \mathrm{~d} t \\
& +\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \ddot{f}_{k} \ddot{w}_{k} \mathrm{~d} t+\frac{1}{2 n} \sum_{k=1}^{n-1} \ddot{w}_{k}^{2}(0)+\frac{n}{2} \sum_{k=1}^{n}\left(\ddot{w}_{k}-\ddot{w}_{k-1}\right)^{2}(0)
\end{aligned}
$$

We now use Young's inequality on the right-hand side. To estimate the term $P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right]_{t}$ we employ (7.63), whereas for the term $\ddot{f}_{k}$ we argue as in (7.29) obtaining

$$
\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \ddot{f}_{k}^{2}(t) \mathrm{d} t \leq \iint_{\Omega_{T}} f_{t t}^{2}(x, t) \mathrm{d} x \mathrm{~d} t \leq C
$$

by Hypothesis 7.1 (iv). Employing estimates (7.46)-(7.47), (7.57) and (7.83)-(7.84) we get

$$
\begin{align*}
& \frac{1}{n} \sum_{k=1}^{n-1} \ddot{w}_{k}^{2}(\tau)+n \sum_{k=1}^{n}\left(\ddot{w}_{k}-\ddot{w}_{k-1}\right)^{2}(\tau)+\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \ddot{\varepsilon}_{k}^{2}(t) \mathrm{d} t \\
& \leq C\left(1+\frac{1}{n} \sum_{k=1}^{n-1} \ddot{w}_{k}^{2}(0)+n \sum_{k=1}^{n}\left(\ddot{w}_{k}-\ddot{w}_{k-1}\right)^{2}(0)+\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \ddot{w}_{k}^{2}(t) \mathrm{d} t\right) \tag{7.91}
\end{align*}
$$

We need to estimate the initial values

$$
\frac{1}{n} \sum_{k=1}^{n-1} \ddot{w}_{k}^{2}(0)+n \sum_{k=1}^{n}\left(\ddot{w}_{k}-\ddot{w}_{k-1}\right)^{2}(0)
$$

To this aim we consider equation (7.2) for $t=0$, where $\varepsilon_{k}(0)=P_{0}\left[m_{k}, \chi_{k}, \varepsilon_{k}\right](0)=0$ by Remark 7.5. Hence we have

$$
\dot{u}_{k}(0)=\dot{\varepsilon}_{k}(0)-\theta_{k}(0)+\theta_{\mathrm{ref}}
$$

from which also

$$
\begin{equation*}
n\left(\dot{u}_{k}-\dot{u}_{k-1}\right)(0)=n\left(\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}\right)(0)-n\left(\theta_{k}-\theta_{k-1}\right)(0) \tag{7.92}
\end{equation*}
$$

On the other hand by equation (7.3) and (7.8) it holds

$$
\begin{equation*}
n\left(\dot{w}_{k}-\dot{w}_{k-1}\right)(0)-n\left(\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}\right)(0)=n\left(f_{k}-f_{k-1}\right)(0) \tag{7.93}
\end{equation*}
$$

and also

$$
\begin{equation*}
\ddot{w}_{k}(0)-\ddot{\varepsilon}_{k}(0)=-n^{2}\left(\dot{u}_{k+1}-2 \dot{u}_{k}+\dot{u}_{k-1}\right)(0)+\dot{f}_{k}(0) . \tag{7.94}
\end{equation*}
$$

We now test (7.93) by $n\left(\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}\right)(0)$ obtaining

$$
n \sum_{k=1}^{n}\left(\dot{w}_{k}-\dot{w}_{k-1}\right)\left(\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}\right)(0)-n \sum_{k=1}^{n}\left(\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}\right)^{2}(0)=n \sum_{k=1}^{n}\left(f_{k}-f_{k-1}\right)\left(\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}\right)(0)
$$

By Young's inequality we infer

$$
\begin{equation*}
\frac{n}{2} \sum_{k=1}^{n}\left(\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}\right)^{2}(0) \leq n \sum_{k=1}^{n}\left(\dot{w}_{k}-\dot{w}_{k-1}\right)^{2}(0)+n \sum_{k=1}^{n}\left(f_{k}-f_{k-1}\right)^{2}(0) \tag{7.95}
\end{equation*}
$$

The first term on the right-hand side is bounded thanks to (7.37). We are going to derive a bound for the second term. Note that it holds

$$
\begin{aligned}
& n \sum_{k=1}^{n}\left(f_{k}-f_{k-1}\right)^{2}(0)=n \sum_{k=1}^{n}\left(f_{k}-f_{k-1}\right)^{2}(\tau)-2 \int_{0}^{\tau} n \sum_{k=1}^{n}\left(f_{k}-f_{k-1}\right)\left(\dot{f}_{k}-\dot{f}_{k-1}\right) \mathrm{d} t \\
&= n \sum_{k=1}^{n}\left(n \int_{(k-1) / n}^{k / n} f(x, \tau) \mathrm{d} x-n \int_{(k-2) / n}^{(k-1) / n} f(x, \tau) \mathrm{d} x\right)^{2} \\
&- 2 \int_{0}^{\tau} n \sum_{k=1}^{n}\left(n \int_{(k-1) / n}^{k / n} f(x, t) \mathrm{d} x-n \int_{(k-2) / n}^{(k-1) / n} f(x, t) \mathrm{d} x\right) \\
& \cdot\left(n \int_{(k-1) / n}^{k / n} f_{t}(x, t) \mathrm{d} x-n \int_{(k-2) / n}^{(k-1) / n} f_{t}(x, t) \mathrm{d} x\right) \mathrm{d} t \\
&= n \sum_{k=1}^{n}\left(n \int_{(k-1) / n}^{k / n}(f(x, \tau)-f(x-1 / n, \tau)) \mathrm{d} x\right)^{2} \\
&-2 \int_{0}^{\tau} n \sum_{k=1}^{n}\left(n \int_{(k-1) / n}^{k / n}(f(x, t)-f(x-1 / n, t)) \mathrm{d} x\right)\left(n \int_{(k-1) / n}^{k / n}\left(f_{t}(x, t)-f_{t}(x-1 / n, t)\right) \mathrm{d} x\right) \mathrm{d} t \\
&= n^{3} \sum_{k=1}^{n}\left(\int_{(k-1) / n}^{k / n} \int_{x-1 / n}^{x} f_{x}(y, \tau) \mathrm{d} y \mathrm{~d} x\right)^{2} \\
&-2 \int_{0}^{\tau} n^{3} \sum_{k=1}^{n}\left(\int_{(k-1) / n}^{k / n} \int_{x-1 / n}^{x} f_{x}(y, t) \mathrm{d} y \mathrm{~d} x\right)\left(\int_{(k-1) / n}^{k / n} \int_{x-1 / n}^{x} f_{x t}(y, t) \mathrm{d} y \mathrm{~d} x\right) \mathrm{d} t .
\end{aligned}
$$

Following the same steps leading to (7.68) and using Hölder's inequality in time in the last summand, what we eventually get is

$$
n \sum_{k=1}^{n}\left(f_{k}-f_{k-1}\right)^{2}(0) \leq C\left(\int_{0}^{1} f_{x}^{2}(y, \tau) \mathrm{d} y+\left(\int_{0}^{\tau} \int_{0}^{1} f_{x}^{2}(y, t) \mathrm{d} y \mathrm{~d} t\right)^{1 / 2}\left(\int_{0}^{\tau} \int_{0}^{1} f_{x t}^{2}(y, t) \mathrm{d} y \mathrm{~d} t\right)^{1 / 2}\right)
$$

Integrating in time $\int_{0}^{T} \mathrm{~d} \tau$ and using Hypothesis 7.1 (iv) then yield

$$
n \sum_{k=1}^{n}\left(f_{k}-f_{k-1}\right)^{2}(0) \leq C
$$

Coming back to (7.95) we thus obtain

$$
\begin{equation*}
\frac{n}{2} \sum_{k=1}^{n}\left(\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}\right)^{2}(0) \leq C \tag{7.96}
\end{equation*}
$$

Testing now (7.92) by $n\left(\dot{u}_{k}-\dot{u}_{k-1}\right)(0)$ and using Young's inequality we get

$$
\frac{n}{2} \sum_{k=1}^{n}\left(\dot{u}_{k}-\dot{u}_{k-1}\right)^{2}(0) \leq n \sum_{k=1}^{n}\left(\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}\right)^{2}(0)+n \sum_{k=1}^{n}\left(\theta_{k}-\theta_{k-1}\right)^{2}(0)
$$

hence by (7.74) and (7.96)

$$
\begin{equation*}
n \sum_{k=1}^{n}\left(\dot{u}_{k}-\dot{u}_{k-1}\right)^{2}(0) \leq C . \tag{7.97}
\end{equation*}
$$

We finally test (7.94) by $\ddot{w}_{k}(0)$ obtaining

$$
\frac{1}{n} \sum_{k=1}^{n-1} \ddot{w}_{k}^{2}(0)-\frac{1}{n} \sum_{k=1}^{n-1} \ddot{\varepsilon}_{k} \ddot{w}_{k}(0)=-n \sum_{k=1}^{n-1}\left(\dot{u}_{k+1}-2 \dot{u}_{k}+\dot{u}_{k-1}\right) \ddot{w}_{k}(0)+\frac{1}{n} \sum_{k=1}^{n-1} \dot{f}_{k} \ddot{w}_{k}(0) .
$$

Note that formula (7.10) entails

$$
\begin{aligned}
& -\frac{1}{n} \sum_{k=1}^{n-1} \ddot{\varepsilon}_{k} \ddot{w}_{k}(0) \stackrel{(7.4)}{=}-n \sum_{k=1}^{n-1}\left(\ddot{w}_{k+1}-2 \ddot{w}_{k}+\ddot{w}_{k-1}\right) \ddot{w}_{k}(0)=n \sum_{k=1}^{n}\left(\ddot{w}_{k}-\ddot{w}_{k-1}\right)^{2}(0), \\
& -n \sum_{k=1}^{n-1}\left(\dot{u}_{k+1}-2 \dot{u}_{k}+\dot{u}_{k-1}\right) \ddot{w}_{k}(0)=n \sum_{k=1}^{n}\left(\dot{u}_{k}-\dot{u}_{k-1}\right)\left(\ddot{w}_{k}-\ddot{w}_{k-1}\right)(0) .
\end{aligned}
$$

Hence we obtain

$$
\frac{1}{n} \sum_{k=1}^{n-1} \ddot{w}_{k}^{2}(0)+n \sum_{k=1}^{n}\left(\ddot{w}_{k}-\ddot{w}_{k-1}\right)^{2}(0)=n \sum_{k=1}^{n}\left(\dot{u}_{k}-\dot{u}_{k-1}\right)\left(\ddot{w}_{k}-\ddot{w}_{k-1}\right)(0)+\frac{1}{n} \sum_{k=1}^{n-1} \dot{f}_{k} \ddot{w}_{k}(0),
$$

and by Young's inequality

$$
\frac{1}{2 n} \sum_{k=1}^{n-1} \ddot{w}_{k}^{2}(0)+\frac{n}{2} \sum_{k=1}^{n}\left(\ddot{w}_{k}-\ddot{w}_{k-1}\right)^{2}(0) \leq \frac{n}{2} \sum_{k=1}^{n}\left(\dot{u}_{k}-\dot{u}_{k-1}\right)^{2}(0)+\frac{1}{2 n} \sum_{k=1}^{n-1} \dot{f}_{k}^{2}(0) .
$$

Arguing as for (7.36) we obtain

$$
\frac{1}{n} \sum_{k=1}^{n-1} \dot{f}_{k}^{2}(0) \leq \frac{1}{T} \iint_{\Omega_{T}} f_{t}^{2}(x, t) \mathrm{d} x \mathrm{~d} t+2\left(\iint_{\Omega_{T}} f_{t}^{2}(x, t) \mathrm{d} x \mathrm{~d} t\right)^{1 / 2}\left(\iint_{\Omega_{T}} f_{t t}^{2}(x, t) \mathrm{d} x \mathrm{~d} t\right)^{1 / 2} \leq C
$$

thanks to Hypothesis 7.1 (iv) and Remark 7.2 (iv). This, together with estimate (7.97), finally gives

$$
\frac{1}{n} \sum_{k=1}^{n-1} \ddot{w}_{k}^{2}(0)+n \sum_{k=1}^{n}\left(\ddot{w}_{k}-\ddot{w}_{k-1}\right)^{2}(0) \leq C .
$$

Coming back to (7.91), by Grönwall's lemma A. 2 we obtain the estimate

$$
\begin{equation*}
\frac{1}{n} \sum_{k=1}^{n-1} \ddot{w}_{k}^{2}(\tau)+n \sum_{k=1}^{n}\left(\ddot{w}_{k}-\ddot{w}_{k-1}\right)^{2}(\tau)+\int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n-1} \ddot{\varepsilon}_{k}^{2}(t) \mathrm{d} t \leq C \tag{7.98}
\end{equation*}
$$

which, combined with (7.29) by comparison in (7.3) gives

$$
\begin{equation*}
\int_{0}^{\tau} n^{3} \sum_{k=1}^{n-1}\left(\dot{u}_{k+1}-2 \dot{u}_{k}+\dot{u}_{k-1}\right)^{2}(t) \mathrm{d} t \leq C \tag{7.99}
\end{equation*}
$$

Another higher order estimate can be deduced by (7.47) and by comparison in equation 7.4, namely

$$
\begin{equation*}
\int_{0}^{\tau} n^{3} \sum_{k=1}^{n-1}\left(w_{k+1}-2 w_{k}+w_{k-1}\right)^{2}(t) \mathrm{d} t \leq C . \tag{7.100}
\end{equation*}
$$

### 7.3 Proof of the existence

We are now ready to prove our main Theorem 7.3. The existence part will be carried out by passing to the limit in the approximating system (7.2)-(7.7), whose solutions satisfy the a priori estimates we have derived in the previous subsection.
Here and in the next section we will denote by $|\cdot|_{p}$ the norm in $L^{p}(0,1)$, and by $\|\cdot\|_{p}$ the norm in $L^{p}\left(\Omega_{T}\right)$.

For a generic sequence $\left\{\varphi_{k}: k=0,1, \ldots, n\right\}$ we set $\Delta_{k} \varphi=n\left(\varphi_{k}-\varphi_{k-1}\right)$ and $\Delta_{k}^{2} \varphi=n^{2}\left(\varphi_{k+1}-2 \varphi_{k}+\right.$ $\varphi_{k-1}$ ), with the aim to define correspondingly piecewise constant, piecewise linear and piecewise quadratic interpolations

$$
\begin{align*}
& \bar{\varphi}^{(n)}(x)= \begin{cases}\varphi_{k} & \text { for } x \in\left[\frac{k-1}{n}, \frac{k}{n}\right), k=1, \ldots, n-1, \\
\varphi_{n-1} & \text { for } x \in\left[\frac{n-1}{n}, 1\right],\end{cases}  \tag{7.101}\\
& \hat{\varphi}^{(n)}(x)=\varphi_{k-1}+\left(x-\frac{k-1}{n}\right) \Delta_{k} \varphi \quad \text { for } x \in\left[\frac{k-1}{n}, \frac{k}{n}\right), \quad k=1, \ldots, n,  \tag{7.102}\\
& \tilde{\varphi}^{(n)}(x)=\left\{\begin{array}{l}
\frac{1}{2}\left(\varphi_{k-1}+\varphi_{k}\right)+\left(x-\frac{k-1}{n}\right) \Delta_{k} \varphi+\frac{1}{2}\left(x-\frac{k-1}{n}\right)^{2} \Delta_{k}^{2} \varphi \\
\text { for } x \in\left[\frac{k-1}{n}, \frac{k}{n}\right), \quad k=1, \ldots, n-1, \\
\frac{1}{2}\left(\varphi_{n-1}+\varphi_{n}\right)+\left(x-\frac{n-1}{n}\right) \Delta_{n} \varphi+\frac{1}{2}\left(x-\frac{n-1}{n}\right)^{2} \Delta_{n-1}^{2} \varphi \\
\text { for } x \in\left[\frac{n-1}{n}, 1\right] .
\end{array}\right. \tag{7.103}
\end{align*}
$$

We also define

$$
\begin{equation*}
\lambda^{(n)}(x, y)=\lambda_{k-j} \quad \text { for }(x, y) \in\left[\frac{k-1}{n}, \frac{k}{n}\right) \times\left[\frac{j-1}{n}, \frac{j}{n}\right) . \tag{7.104}
\end{equation*}
$$

The estimates we have derived in the previous section can be rewritten by using this notation for functions $\bar{\varepsilon}^{(n)}, \bar{\theta}^{(n)}, \bar{u}^{(n)}, \bar{w}^{(n)}, \bar{\chi}^{(n)}, \bar{m}^{(n)}, \hat{\varepsilon}^{(n)}, \hat{\theta}^{(n)}, \hat{w}^{(n)}, \tilde{\theta}^{(n)}, \tilde{u}^{(n)}, \tilde{w}^{(n)}$. In particular

- by (7.83)

$$
\begin{equation*}
\left|\bar{\varepsilon}_{t}^{(n)}(\tau)\right|_{2}^{2}+\int_{0}^{\tau}\left|\hat{\varepsilon}_{x t}^{(n)}(t)\right|_{2}^{2} \mathrm{~d} t+\int_{0}^{\tau}\left(\left|\bar{\varepsilon}_{t}^{(n)}(t)\right|_{4}^{4}+\left|\bar{\varepsilon}^{(n)}(t)\right|_{4}^{4}\right) \mathrm{d} t \leq C \tag{7.105}
\end{equation*}
$$

- by (7.84)-(7.85)

$$
\begin{equation*}
\int_{0}^{\tau}\left(\left|\bar{\theta}_{t}^{(n)}(t)\right|_{2}^{2}+\left|\bar{\theta}^{(n)}(t)\right|_{4}^{4}\right) \mathrm{d} t+\left|\hat{\theta}_{x}^{(n)}(\tau)\right|_{2}^{2} \leq C \tag{7.106}
\end{equation*}
$$

- by (7.89)

$$
\begin{equation*}
\int_{0}^{\tau}\left|\tilde{\theta}_{x x}^{(n)}(t)\right|_{2}^{2} \mathrm{~d} t \leq C \tag{7.107}
\end{equation*}
$$

- by (7.98)

$$
\begin{equation*}
\left|\bar{w}_{t t}^{(n)}(\tau)\right|_{2}^{2}+\left|\hat{w}_{x t t}^{(n)}(\tau)\right|_{2}^{2}+\int_{0}^{\tau}\left|\bar{\varepsilon}_{t t}^{(n)}(t)\right|_{2}^{2} \mathrm{~d} t \leq C \tag{7.108}
\end{equation*}
$$

- by (7.86)-(7.88)

$$
\begin{equation*}
\left|\bar{\theta}^{(n)}(\tau)\right|_{\infty}+\left|\bar{\chi}_{t}^{(n)}(\tau)\right|_{\infty}+\left|\bar{m}_{t}^{(n)}(\tau)\right|_{\infty} \leq C, \tag{7.109}
\end{equation*}
$$

- by (7.99)-(7.100)

$$
\begin{equation*}
\int_{0}^{\tau}\left(\left|\tilde{w}_{x x t}^{(n)}(t)\right|_{2}^{2}+\left|\tilde{u}_{x x t}^{(n)}(t)\right|_{2}^{2}\right) \mathrm{d} t \leq C \tag{7.110}
\end{equation*}
$$

With the above notation system (7.2)-(7.7) can be expressed in the form

$$
\begin{align*}
\bar{u}_{t}^{(n)} & =\bar{\varepsilon}^{(n)}+P_{0}\left[\bar{m}^{(n)}, \bar{\chi}^{(n)}, \bar{\varepsilon}^{(n)}\right]+\bar{\varepsilon}_{t}^{(n)}-\left(\bar{\theta}^{(n)}-\theta_{\mathrm{ref}}\right)  \tag{7.111}\\
\bar{w}_{t}^{(n)}-\bar{\varepsilon}_{t}^{(n)} & =-\tilde{u}_{x x}^{(n)}+\bar{f}^{(n)}  \tag{7.112}\\
\bar{\varepsilon}^{(n)} & =\tilde{w}_{x x}^{(n)}  \tag{7.113}\\
\bar{\theta}_{t}^{(n)} & =\tilde{\theta}_{x x}^{(n)}+\bar{m}_{t}^{(n)} \bar{K}^{(n)}+\bar{\chi}_{t}^{(n)} \bar{M}^{(n)}+\bar{D}^{(n)}+\left(\bar{\varepsilon}_{t}^{(n)}\right)^{2}-\bar{\theta}^{(n)} \bar{\varepsilon}_{t}^{(n)}+\bar{g}^{(n)}\left(\bar{\theta}^{(n)}\right)-L \bar{\chi}_{t}^{(n)}  \tag{7.114}\\
\bar{\chi}^{(n)}(x, t) & =\mathfrak{s}_{[0,1]}\left[\bar{\chi}^{(n)}(0), \bar{A}^{(n)}(x, \cdot)\right](t),  \tag{7.115}\\
\bar{m}^{(n)}(x, t) & =\mathfrak{s}_{[0, \infty)}\left[0, \bar{S}^{(n)}(x, \cdot)\right](t) \tag{7.116}
\end{align*}
$$

with $\bar{\chi}^{(n)}(0)$ chosen according to (7.8) and where

$$
\begin{aligned}
\bar{A}^{(n)}(x, t) & =\int_{0}^{t} \frac{1}{\gamma}\left(\frac{L}{\theta_{\text {ref }}}\left(\bar{\theta}^{(n)}-\theta_{\mathrm{ref}}\right)+\bar{M}^{(n)}\right)(x, \tau) \mathrm{d} \tau \\
\bar{S}^{(n)}(x, t) & =\int_{0}^{t}\left(-h\left(\bar{\chi}_{t}^{(n)}(x, \tau)\right)+\int_{0}^{1} \lambda^{(n)}(x, y) \bar{D}^{(n)}(y, \tau) \mathrm{d} y\right) \mathrm{d} \tau \\
\bar{K}^{(n)}(x, t) & =-\frac{1}{2} \int_{0}^{\infty} \gamma_{m}\left(\bar{m}^{(n)}, \bar{\chi}^{(n)}, r\right) \mathfrak{s}_{r}^{2}\left[\bar{\varepsilon}^{(n)}\right] \mathrm{d} r \\
\bar{M}^{(n)}(x, t) & =-\frac{1}{2} \int_{0}^{\infty} \gamma_{\chi}\left(\bar{m}^{(n)}, \bar{\chi}^{(n)}, r\right) \mathfrak{s}_{r}^{2}\left[\bar{\varepsilon}^{(n)}\right](x, t) \mathrm{d} r \\
\bar{D}^{(n)}(x, t) & =\int_{0}^{\infty} \gamma\left(\bar{m}^{(n)}, \bar{\chi}^{(n)}, r\right) \mathfrak{s}_{r}\left[\bar{\varepsilon}^{(n)}\right]\left(\bar{\varepsilon}^{(n)}-\mathfrak{s}_{r}\left[\bar{\varepsilon}^{(n)}\right]\right)_{t}(x, t) \mathrm{d} r
\end{aligned}
$$

It holds

$$
\begin{aligned}
\left|\hat{\varepsilon}_{t t}^{(n)}(t)\right|_{2}^{2} & =\int_{0}^{1}\left|\hat{\varepsilon}_{t t}^{(n)}(x, t)\right|^{2} \mathrm{~d} x \\
& =\sum_{k=1}^{n} \int_{(k-1) / n}^{k / n}\left|\ddot{\varepsilon}_{k-1}(t)+\left(x-\frac{k-1}{n}\right) n\left(\ddot{\varepsilon}_{k}-\ddot{\varepsilon}_{k-1}\right)(t)\right|^{2} \mathrm{~d} x \\
& =\sum_{k=1}^{n} \int_{(k-1) / n}^{k / n}\left|\left(x-\frac{k-1}{n}\right) n \ddot{\varepsilon}_{k}(t)-\left(x-\frac{k}{n}\right) n \ddot{\varepsilon}_{k-1}(t)\right|^{2} \mathrm{~d} x \\
& \leq \sum_{k=1}^{n} \int_{(k-1) / n}^{k / n}\left|\frac{1}{n} \cdot n\right| \ddot{\varepsilon}_{k}(t)\left|+\frac{1}{n} \cdot n\right| \ddot{\varepsilon}_{k-1}(t)| |^{2} \mathrm{~d} x \\
& \leq \frac{1}{n} \sum_{k=1}^{n} \ddot{\varepsilon}_{k}^{2}(t)+\frac{1}{n} \sum_{k=1}^{n} \ddot{\varepsilon}_{k-1}^{2}(t) \leq \frac{2}{n} \sum_{k=0}^{n} \ddot{\varepsilon}_{k}^{2}(t)
\end{aligned}
$$

hence employing equation (7.48) and (7.9) we further have

$$
\begin{aligned}
\int_{0}^{\tau}\left|\hat{\varepsilon}_{t t}^{(n)}(t)\right|_{2}^{2} \mathrm{~d} t & \leq \int_{0}^{\tau} \frac{2}{n} \sum_{k=0}^{n} \ddot{\varepsilon}_{k}^{2}(t) \mathrm{d} t \leq \int_{0}^{\tau}\left(\frac{2}{n} \sum_{k=1}^{n-1} \ddot{\varepsilon}_{k}^{2}(t)+\frac{2}{n}\left(\ddot{\varepsilon}_{0}^{2}(t)+\ddot{\varepsilon}_{n}^{2}(t)\right)\right) \mathrm{d} t \\
& \leq C\left(1+\int_{0}^{\tau} \frac{2}{n} \sum_{k=1}^{n-1}\left(\ddot{\varepsilon}_{k}^{2}+\dot{\theta}_{k}^{2}\right)(t) \mathrm{d} t\right)
\end{aligned}
$$

From (7.84) and (7.98) we finally get

$$
\begin{equation*}
\int_{0}^{\tau}\left|\hat{\varepsilon}_{t t}^{(n)}(t)\right|_{2}^{2} \mathrm{~d} t \leq C \tag{7.117}
\end{equation*}
$$

Now, looking at estimates (7.105) and (7.117), we see that we can apply the embedding theorem A. 3 with $p_{0}^{\prime}=q_{0}=q_{1}=2, p_{1}=\infty, N=1$ and Rellich-Kondrakov theorem, getting the existence of $\varepsilon \in W^{1,2}\left(\Omega_{T}\right)$ such that $\varepsilon_{x t}, \varepsilon_{t t} \in L^{2}\left(\Omega_{T}\right)$, and a subsequence of $\left\{\hat{\varepsilon}^{(n)}\right\}$, still indexed by $n$, such that

$$
\begin{array}{lll}
\hat{\varepsilon}^{(n)} \rightarrow \varepsilon & \text { strongly in } C\left(\bar{\Omega}_{T}\right) \\
\hat{\varepsilon}_{t}^{(n)} \rightarrow \varepsilon_{t} & \text { strongly in } L^{p}\left(\Omega_{T}\right) \text { for all } p \in[1, \infty) .
\end{array}
$$

Furthermore

$$
\begin{aligned}
\left|\bar{\varepsilon}_{t}^{(n)}-\hat{\varepsilon}_{t}^{(n)}\right|^{2}(x, t) & \leq\left|\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}-\left(x-\frac{k-1}{n}\right) n\left(\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}\right)\right|^{2}(t) \\
& =\left|(k-n x)\left(\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}\right)\right|^{2}(t) \leq\left|\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}\right|^{2}(t)
\end{aligned}
$$

for $x \in[(k-1) / n, k / n]$, so that from estimate (7.83)

$$
\int_{0}^{\tau} \int_{0}^{1}\left|\bar{\varepsilon}_{t}^{(n)}-\hat{\varepsilon}_{t}^{(n)}\right|^{2}(x, t) \mathrm{d} x \mathrm{~d} t \leq \int_{0}^{\tau} \frac{1}{n} \sum_{k=1}^{n}\left(\dot{\varepsilon}_{k}-\dot{\varepsilon}_{k-1}\right)^{2}(t) \mathrm{d} t \leq \frac{C}{n^{2}} .
$$

This yields, together with (7.3),

$$
\begin{equation*}
\bar{\varepsilon}_{t}^{(n)} \rightarrow \varepsilon_{t} \text { strongly in } L^{2}\left(\Omega_{T}\right) . \tag{7.118}
\end{equation*}
$$

Similarly, from estimate (7.83)

$$
\begin{aligned}
\left|\bar{\varepsilon}^{(n)}-\hat{\varepsilon}^{(n)}\right|^{2}(x, t) & \leq\left|\varepsilon_{k}-\varepsilon_{k-1}-\left(x-\frac{k-1}{n}\right) n\left(\varepsilon_{k}-\varepsilon_{k-1}\right)\right|^{2}(t)=\left|(k-n x)\left(\varepsilon_{k}-\varepsilon_{k-1}\right)\right|^{2}(t) \\
& \leq \max _{k=1, \ldots, n}\left|\varepsilon_{k}-\varepsilon_{k-1}\right|^{2}(t) \leq \sum_{k=1}^{n}\left(\varepsilon_{k}-\varepsilon_{k-1}\right)^{2}(t) \leq \frac{C}{n}
\end{aligned}
$$

hence by (7.3)

$$
\begin{equation*}
\bar{\varepsilon}^{(n)} \rightarrow \varepsilon \text { strongly in } L^{\infty}\left(\Omega_{T}\right) \tag{7.119}
\end{equation*}
$$

Using (7.113), (7.118) we find that

$$
\tilde{w}_{x x t}^{(n)}=\bar{\varepsilon}_{t}^{(n)} \rightarrow \varepsilon_{t}=w_{x x t} \text { strongly in } L^{2}\left(\Omega_{T}\right)
$$

Arguing as above, we deduce the existence of $w \in C\left(\bar{\Omega}_{T}\right)$ such that

$$
\begin{array}{lll}
\hat{w}_{t}^{(n)} & \rightarrow w_{t} & \text { strongly in } C\left(\bar{\Omega}_{T}\right) \\
\bar{w}_{t}^{(n)} & \rightarrow w_{t} & \text { strongly in } L^{\infty}\left(\Omega_{T}\right)
\end{array}
$$

This, together with Hypothesis 7.1 (iv), equation (7.112) and (7.118), entails

$$
\tilde{u}_{x x}^{(n)}=\bar{\varepsilon}_{t}^{(n)}-\bar{w}_{t}^{(n)}+\bar{f}^{(n)} \rightarrow \varepsilon_{t}-w_{t}+f=u_{x x} \text { strongly in } L^{2}\left(\Omega_{T}\right)
$$

where $u \in C\left(\bar{\Omega}_{T}\right)$. From estimates (7.106) and (7.107) we immediately obtain

$$
\bar{\theta}_{t}^{(n)} \rightarrow \theta_{t}, \hat{\theta}_{x}^{(n)} \rightarrow \theta_{x}, \tilde{\theta}_{x x}^{(n)} \rightarrow \theta_{x x} \text { weakly in } L^{2}\left(\Omega_{T}\right)
$$

from which $\theta \in C\left(\bar{\Omega}_{T}\right)$ and, arguing as above,

$$
\begin{equation*}
\bar{\theta}^{(n)} \rightarrow \theta \text { strongly in } L^{\infty}\left(\Omega_{T}\right) . \tag{7.120}
\end{equation*}
$$

The main complications come when dealing with the phase term. Using Proposition B. 5 as for (7.67) we obtain for all $n, l \in \mathbb{N}$

$$
\begin{align*}
& \left|\bar{\chi}^{(n)}-\bar{\chi}^{(l)}\right|(x, \tau) \leq \int_{0}^{\tau}\left|\bar{\chi}_{t}^{(n)}-\bar{\chi}_{t}^{(l)}\right|(x, t) \mathrm{d} t \\
& \leq C\left(\left|\bar{\chi}^{(n)}-\bar{\chi}^{(l)}\right|(x, 0)+\int_{0}^{\tau}\left(\left|\bar{\theta}^{(n)}-\bar{\theta}^{(l)}\right|+\left|\bar{m}^{(n)}-\bar{m}^{(l)}\right|\right)(x, t) \mathrm{d} t+\max _{t \in[0, \tau]}\left|\bar{\varepsilon}^{(n)}-\bar{\varepsilon}^{(l)}\right|(x, t)\right) . \tag{7.121}
\end{align*}
$$

In an analogous way, with $\bar{A}^{(n)}$ replaced by $\bar{S}^{(n)}$, we also get

$$
\begin{align*}
& \left|\bar{m}^{(n)}-\bar{m}^{(l)}\right|(x, \tau) \leq \int_{0}^{\tau}\left|\bar{m}_{t}^{(n)}-\bar{m}_{t}^{(l)}\right|(x, t) \mathrm{d} t \\
& \leq C \int_{0}^{\tau}\left|\bar{\chi}_{t}^{(n)}-\bar{\chi}_{t}^{(l)}\right|(x, t) \mathrm{d} t  \tag{7.122}\\
& +\int_{0}^{\tau} \int_{0}^{1} \int_{0}^{\infty}\left|\lambda^{(n)}(x, y) \gamma\left(\bar{m}^{(n)}, \bar{\chi}^{(n)}, r\right) \delta^{(n)}(y, t, r)-\lambda^{(l)}(x, y) \gamma\left(\bar{m}^{(l)}, \bar{\chi}^{(l)}, r\right) \delta^{(l)}(y, t, r)\right| \mathrm{d} r \mathrm{~d} y \mathrm{~d} t
\end{align*}
$$

where we denote

$$
\delta^{(n)}=\delta^{(n)}(y, t, r)=\mathfrak{s}_{r}\left[\bar{\varepsilon}^{(n)}\right]\left(\bar{\varepsilon}^{(n)}-\mathfrak{s}_{r}\left[\bar{\varepsilon}^{(n)}\right]\right)_{t}(y, t) \stackrel{(\mathrm{B} .18)}{=} r\left|\mathfrak{p}_{r}\left[\bar{\varepsilon}^{(n)}\right]_{t}(y, t)\right| .
$$

Now (7.122) implies

$$
\begin{align*}
& \left|\bar{m}^{(n)}-\bar{m}^{(l)}\right|(x, \tau) \leq C \int_{0}^{\tau}\left|\bar{m}_{t}^{(n)}-\bar{m}_{t}^{(l)}\right|(x, t) \mathrm{d} t \\
& \leq C\left(\int_{0}^{\tau}\left(\left|\bar{\theta}^{(n)}-\bar{\theta}^{(l)}\right|+\left|\bar{m}^{(n)}-\bar{m}^{(l)}\right|\right)(x, t) \mathrm{d} t+\max _{t \in[0, \tau]}\left|\bar{\varepsilon}^{(n)}-\bar{\varepsilon}^{(l)}\right|(x, t)\right)+\left|\bar{\chi}^{(n)}-\bar{\chi}^{(l)}\right|(x, 0) \\
& +\int_{0}^{\tau} \int_{0}^{1} \int_{0}^{\infty} \lambda^{(n)}(x, y) \gamma\left(\bar{m}^{(n)}, \bar{\chi}^{(n)}, r\right)\left|\delta^{(n)}-\delta^{(l)}\right|(y, t, r) \mathrm{d} r \mathrm{~d} y \mathrm{~d} t  \tag{7.123}\\
& +\int_{0}^{\tau} \int_{0}^{1} \int_{0}^{\infty} \lambda^{(n)}(x, y)\left|\gamma\left(\bar{m}^{(n)}, \bar{\chi}^{(n)}, r\right)-\gamma\left(\bar{m}^{(l)}, \bar{\chi}^{(l)}, r\right)\right| \delta^{(l)}(y, t, r) \mathrm{d} r \mathrm{~d} y \mathrm{~d} t \\
& +\int_{0}^{\tau} \int_{0}^{1} \int_{0}^{\infty}\left|\lambda^{(n)}(x, y)-\lambda^{(l)}(x, y)\right| \gamma\left(\bar{m}^{(l)}, \bar{\chi}^{(l)}, r\right) \mid \delta^{(l)}(y, t, r) \mathrm{d} r \mathrm{~d} y \mathrm{~d} t .
\end{align*}
$$

Proposition B. 7 allows us to conclude that

$$
\int_{0}^{\tau}\left|\delta^{(n)}-\delta^{(l)}\right|(y, t) \mathrm{d} t \leq r \int_{0}^{\tau}\left|\overline{\varepsilon_{t}^{(n)}}-\bar{\varepsilon}_{t}^{(l)}\right|(y, t) \mathrm{d} t
$$

hence

$$
\begin{align*}
\int_{0}^{\tau} \int_{0}^{1} \int_{0}^{\infty} \lambda^{(n)}(x, y) \gamma\left(\bar{m}^{(n)}, \bar{\chi}^{(n)}, r\right)\left|\delta^{(n)}-\delta^{(l)}\right| \mathrm{d} r \mathrm{~d} y \mathrm{~d} t & \leq \Lambda \int_{0}^{\tau} \int_{0}^{1} \int_{0}^{\infty} \tilde{\gamma}(r)\left|\delta^{(n)}-\delta^{(l)}\right| \mathrm{d} r \mathrm{~d} y \mathrm{~d} t \\
& \leq C \int_{0}^{\tau} \int_{0}^{1}\left|\bar{\varepsilon}_{t}^{(n)}-\bar{\varepsilon}_{t}^{(l)}\right|(y, t) \mathrm{d} y \mathrm{~d} t \tag{7.124}
\end{align*}
$$

by Hypothesis 7.1 (i), (iii). In a similar way, exploiting (B.21) and Hypothesis 7.1 (i) we have

$$
\begin{aligned}
& \int_{0}^{\tau} \int_{0}^{1} \int_{0}^{\infty} \delta^{(l)} \lambda^{(n)}(x, y)\left|\gamma\left(\bar{m}^{(n)}, \bar{\chi}^{(n)}, r\right)-\gamma\left(\bar{m}^{(l)}, \bar{\chi}^{(l)}, r\right)\right| \mathrm{d} r \mathrm{~d} y \mathrm{~d} t \\
& \leq \Lambda \int_{0}^{\tau} \int_{0}^{1} \int_{0}^{\infty} r\left|\bar{\varepsilon}_{t}^{(l)}(y, t)\right|\left(\left|\gamma\left(\bar{m}^{(n)}, \bar{\chi}^{(n)}, r\right)-\gamma\left(\bar{m}^{(l)}, \bar{\chi}^{(n)}, r\right)\right|\right. \\
& \left.\quad+\left|\gamma\left(\bar{m}^{(l)}, \bar{\chi}^{(n)}, r\right)-\gamma\left(\bar{m}^{(l)}, \bar{\chi}^{(l)}, r\right)\right|\right) \mathrm{d} r \mathrm{~d} y \mathrm{~d} t \\
& \leq \Lambda \int_{0}^{\tau} \int_{0}^{1} \int_{0}^{\infty} r\left|\bar{\varepsilon}_{t}^{(l)}(y, t)\right|\left(\gamma^{*}(r)\left|\bar{m}^{(n)}-\bar{m}^{(l)}\right|+\gamma^{*}(r)\left|\bar{\chi}^{(n)}-\bar{\chi}^{(l)}\right|\right) \mathrm{d} r \mathrm{~d} y \mathrm{~d} t
\end{aligned}
$$

thus employing Hypothesis 7.1 (i) again we end up with

$$
\begin{align*}
& \int_{0}^{\tau} \int_{0}^{1} \int_{0}^{\infty} \delta^{(l)} \lambda^{(n)}(x, y)\left|\gamma\left(\bar{m}^{(n)}, \bar{\chi}^{(n)}, r\right)-\gamma\left(\bar{m}^{(l)}, \bar{\chi}^{(l)}, r\right)\right| \mathrm{d} r \mathrm{~d} y \mathrm{~d} t \\
& \leq C \int_{0}^{\tau}\left(\int_{0}^{1}\left|\bar{\varepsilon}_{t}^{(l)}(y, t)\right| \mathrm{d} y\right) \max _{x \in(0,1)}\left(\left|m^{(n)}-m^{(l)}\right|(x, t)+\left|\chi^{(n)}-\chi^{(l)}\right|(x, t)\right) \mathrm{d} t . \tag{7.125}
\end{align*}
$$

Finally, for every $(x, y) \in([(k-1) / n, k / n) \times[(j-1) / n, j / n)) \cap([(w-1) / l, w / l) \times[(v-1) / l, v / l))$ by Hypothesis 7.1 (iii) we have the pointwise upper bound

$$
\begin{align*}
\left|\lambda^{(n)}(x, y)-\lambda^{(l)}(x, y)\right| & =\left|\lambda_{k-j}-\lambda_{w-v}\right|=\left|\lambda\left(\frac{k-j}{n}\right)-\lambda\left(\frac{w-v}{l}\right)\right| \\
& \leq \Lambda\left(\left|\frac{k}{n}-\frac{w}{l}\right|+\left|\frac{j}{n}-\frac{v}{l}\right|\right) \leq \frac{4 \Lambda}{\min \{n, l\}} . \tag{7.126}
\end{align*}
$$

Combining (7.121)-(7.126) gives the inequality

$$
\begin{align*}
& \max _{x \in(0,1)}\left(\left|\bar{m}^{(n)}-\bar{m}^{(l)}\right|(x, \tau)+\left|\bar{\chi}^{(n)}-\bar{\chi}^{(l)}\right|(x, \tau)\right) \\
& \leq \max _{x \in(0,1)} \int_{0}^{\tau}\left(\left|\bar{m}_{t}^{(n)}-\bar{m}_{t}^{(l)}\right|(x, t)+\left|\bar{\chi}_{t}^{(n)}-\bar{\chi}_{t}^{(l)}\right|(x, t)\right) \mathrm{d} t \\
& \leq q_{n l}+C \int_{0}^{\tau}\left(\int_{0}^{1}\left|\bar{\varepsilon}_{t}^{(l)}(y, t)\right| \mathrm{d} y\right) \max _{x \in(0,1)}\left(\left|\bar{m}^{(n)}-\bar{m}^{(l)}\right|(x, t)+\left|\bar{\chi}^{(n)}-\bar{\chi}^{(l)}\right|(x, t)\right) \mathrm{d} t, \tag{7.127}
\end{align*}
$$

with

$$
q_{n l}=C\left(\frac{1}{\min \{n, l\}}+\left|\bar{\chi}^{(n)}(\cdot, 0)-\bar{\chi}^{(l)}(\cdot, 0)\right|_{\infty}+\left\|\bar{\theta}^{(n)}-\bar{\theta}^{(l)}\right\|_{\infty}+\left\|\bar{\varepsilon}_{t}^{(n)}-\bar{\varepsilon}_{t}^{(l)}\right\|_{1}+\left\|\bar{\varepsilon}^{(n)}-\bar{\varepsilon}^{(l)}\right\|_{\infty}\right) .
$$

Inequality (7.127) can be interpreted as an inequality of the form

$$
q(\tau) \leq q_{n l}+\int_{0}^{\tau} s^{(l)}(t) q(t) \mathrm{d} t
$$

with

$$
\begin{aligned}
q(t) & =\max _{x \in(0,1)}\left(\left|\bar{m}^{(n)}-\bar{m}^{(l)}\right|+\left|\bar{\chi}^{(n)}-\bar{\chi}^{(l)}\right|\right)(x, t), \\
s^{(l)}(t) & =C \int_{0}^{1}\left|\bar{\varepsilon}_{t}^{(l)}(y, t)\right| \mathrm{d} y,
\end{aligned}
$$

where $s^{(l)}$ is uniformly bounded in $L^{1}(0, T)$. We obtain using Grönwall's lemma A. 2 that

$$
q(\tau) \leq q_{n l} \mathrm{e}_{0}^{\int_{0}^{\tau} s^{(l)}(t) \mathrm{d} t} \leq C q_{n l} .
$$

Note that the sequence $\bar{\chi}^{(n)}(\cdot, 0)$ is uniformly convergent to $\chi^{0}(\cdot)$ by Hypothesis 7.1 (v). Indeed, by definition of $\bar{\chi}(x)$ in (7.101) for $x \in[(k-1) / n, k / n), k=1, \ldots, n-1$ it holds

$$
\begin{aligned}
\left|\chi^{0}(x)-\bar{\chi}^{(n)}(x, 0)\right| & =\left|\chi^{0}(x)-\chi_{k}(0)\right|=\left|\chi^{0}(x)-n \int_{(k-1) / n}^{k / n} \chi^{0}(y) \mathrm{d} y\right|=\left|n \int_{(k-1) / n}^{k / n} \int_{y}^{x} \chi_{x}^{0}(\xi) \mathrm{d} \xi \mathrm{~d} y\right| \\
& \leq n \int_{(k-1) / n}^{k / n} \int_{(k-1) / n}^{k / n}\left|\chi_{x}^{0}(\xi)\right| \mathrm{d} \xi \mathrm{~d} y \leq \frac{1}{\sqrt{n}}\left(\int_{(k-1) / n}^{k / n}\left|\chi_{x}^{0}(\xi)\right|^{2} \mathrm{~d} \xi\right)^{1 / 2},
\end{aligned}
$$

and the same for $x \in[(n-1) / n, 1]$ since $\left|\chi^{0}(x)-\bar{\chi}^{(n)}(x, 0)\right|=\left|\chi^{0}(x)-\chi_{n-1}(0)\right|$. Hence $\bar{\chi}^{(n)}(\cdot, 0)$ is a Cauchy sequence in $L^{\infty}(0,1)$. This, together with the convergences (7.118), (7.119) and (7.120), implies that $q_{n l}$ is small if $n, l$ are large. Hence, $\bar{m}^{(n)}$ and $\bar{\chi}^{(n)}$ are Cauchy sequences in $L^{\infty}\left(\Omega_{T}\right)$, and this gives

$$
\begin{array}{lll}
\bar{m}^{(n)} \rightarrow m, & \bar{\chi}^{(n)} \rightarrow \chi & \text { strongly in } L^{\infty}\left(\Omega_{T}\right), \\
\bar{m}_{t}^{(n)} \rightarrow m_{t}, & \bar{\chi}_{t}^{(n)} \rightarrow \chi_{t} & \text { strongly in } L^{\infty}\left(0,1 ; L^{1}(0, T)\right) . \tag{7.129}
\end{array}
$$

By virtue of (5.80) $\bar{m}_{t}^{(n)}$ and $\bar{\chi}_{t}^{(n)}$ are uniformly bounded in $L^{\infty}\left(\Omega_{T}\right)$, hence

$$
\bar{m}_{t}^{(n)} \rightarrow m_{t}, \quad \bar{\chi}_{t}^{(n)} \rightarrow \chi_{t} \quad \text { weakly-star in } L^{\infty}\left(\Omega_{T}\right)
$$

Concerning the hysteretic terms, arguing as for (7.65) and using Proposition B. 5 we get

$$
\begin{aligned}
& \int_{0}^{\tau}\left|P_{0}\left[\bar{m}^{(n)}, \bar{\chi}^{(n)}, \bar{\varepsilon}^{(n)}\right]-P_{0}[m, \chi, \varepsilon]\right|^{2}(x, t) \mathrm{d} t \\
& \leq C\left(\int_{0}^{\tau}\left(\left|\bar{m}^{(n)}-m\right|^{2}+\left|\bar{\chi}^{(n)}-\chi\right|^{2}\right)(x, t) \mathrm{d} t+\max _{t \in[0, \tau]}\left|\bar{\varepsilon}^{(n)}-\varepsilon\right|^{2}(x, t)\right)
\end{aligned}
$$

whereas by Hypothesis 7.1 (i), identity (B.21) for the play and Proposition B. 7 we obtain for all $x \in[0,1]$

$$
\begin{aligned}
& \int_{0}^{\tau}\left|\bar{D}^{(n)}-D[m, \chi, \varepsilon]\right|^{2}(x, t) \mathrm{d} t \\
& =\int_{0}^{t}\left|\int_{0}^{\infty} \gamma\left(\bar{m}^{(n)}, \bar{\chi}^{(n)}, r\right) r\right| \mathfrak{p}_{r}\left[\bar{\varepsilon}^{(n)}\right]_{t}\left|\mathrm{~d} r-\int_{0}^{\infty} \gamma(m, \chi, r) r\right| \mathfrak{p}_{r}[\varepsilon]_{t}|\mathrm{~d} r|^{2} \mathrm{~d} \tau \\
& =\int_{0}^{\tau}\left|\int_{0}^{\infty} r\left(\gamma\left(\bar{m}^{(n)}, \bar{\chi}^{(n)}, r\right)-\gamma\left(m, \bar{\chi}^{(n)}, r\right)\right)\right| \mathfrak{p}_{r}\left[\bar{\varepsilon}^{(n)}\right]_{t} \mid \mathrm{d} r \\
& \quad+r\left(\gamma\left(m, \bar{\chi}^{(n)}, r\right)-\gamma(m, \chi, r)\right)\left|\mathfrak{p}_{r}\left[\bar{\varepsilon}^{(n)}\right]_{t}\right| \mathrm{d} r+\left.r \gamma(m, \chi, r)\left(\left|\mathfrak{p}_{r}\left[\bar{\varepsilon}^{(n)}\right]_{t}\right|-\left|\mathfrak{p}_{r}[\varepsilon]_{t}\right|\right) \mathrm{d} r\right|^{2} \mathrm{~d} t \\
& \leq C\left(\int_{0}^{\tau}\left(\left|\bar{m}^{(n)}-m\right|^{2}+\left|\bar{\chi}^{(n)}-\chi\right|^{2}+\left|\bar{\varepsilon}_{t}^{(n)}\right|^{2}\right)(x, t) \mathrm{d} t+\max _{t \in[0, \tau]}\left|\bar{\varepsilon}^{(n)}-\varepsilon\right|^{2}(x, t)\right),
\end{aligned}
$$

and arguing analogously

$$
\begin{aligned}
& \int_{0}^{\tau}\left|\bar{K}^{(n)}-K[m, \chi, \varepsilon]\right|^{2}(x, t) \mathrm{d} t \\
& =\int_{0}^{\tau}\left|-\frac{1}{2} \int_{0}^{\infty} \gamma_{m}\left(\bar{m}^{(n)}, \bar{\chi}^{(n)}, r\right) \mathfrak{s}_{r}^{2}\left[\bar{\varepsilon}^{(n)}\right] \mathrm{d} r+\frac{1}{2} \int_{0}^{\infty} \gamma_{m}(m, \chi, r) \mathfrak{s}_{r}^{2}[\varepsilon] \mathrm{d} r\right|^{2} \mathrm{~d} t \\
& \leq C\left(\int_{0}^{\tau}\left(\left|\bar{m}^{(n)}-m\right|^{2}+\left|\bar{\chi}^{(n)}-\chi\right|^{2}\right)(x, t) \mathrm{d} t+\max _{t \in[0, \tau]}\left|\bar{\varepsilon}^{(n)}-\varepsilon\right|^{2}(x, t)\right), \\
& \int_{0}^{\tau}\left|\bar{M}^{(n)}-M[m, \chi, \varepsilon]\right|^{2}(x, t) \mathrm{d} t \\
& =\int_{0}^{\tau}\left|-\frac{1}{2} \int_{0}^{\infty} \gamma_{\chi}\left(\bar{m}^{(n)}, \bar{\chi}^{(n)}, r\right) \mathfrak{s}_{r}^{2}\left[\bar{\varepsilon}^{(n)}\right] \mathrm{d} r+\frac{1}{2} \int_{0}^{\infty} \gamma_{\chi}(m, \chi, r) \mathfrak{s}_{r}^{2}[\varepsilon] \mathrm{d} r\right|^{2} \mathrm{~d} t \\
& \leq C\left(\int_{0}^{\tau}\left(\left|\bar{m}^{(n)}-m\right|^{2}+\left|\bar{\chi}^{(n)}-\chi\right|^{2}\right)(x, t) \mathrm{d} t+\max _{t \in[0, \tau]}\left|\bar{\varepsilon}^{(n)}-\varepsilon\right|^{2}(x, t)\right)
\end{aligned}
$$

since for $t \in[0, \tau]$

$$
\left|\mathfrak{s}_{r}^{2}\left[\bar{\varepsilon}^{(n)}\right]-\mathfrak{s}_{r}^{2}[\varepsilon]\right|(x, t)=\left|\mathfrak{s}_{r}\left[\bar{\varepsilon}^{(n)}\right]+\mathfrak{s}_{r}[\varepsilon]\right|\left|\mathfrak{s}_{r}\left[\bar{\varepsilon}^{(n)}\right]-\mathfrak{s}_{r}[\varepsilon]\right|(x, t) \leq 2 r \cdot 2 \max _{t \in[0, \tau]}\left|\bar{\varepsilon}^{(n)}-\varepsilon\right|(x, t)
$$

by Proposition B.5. Hence using the convergences (7.118), (7.119) and (7.128) we obtain, for all $x \in(0,1)$,

$$
\left.\begin{array}{rl}
P_{0}\left[\bar{m}^{(n)}, \bar{\chi}^{(n)}, \bar{\varepsilon}^{(n)}\right](x, \cdot) & \rightarrow P_{0}[m, \chi, \varepsilon](x, \cdot) \\
\bar{D}^{(n)}(x, \cdot) & \rightarrow D[m, \chi, \varepsilon](x, \cdot) \\
\bar{K}^{(n)}(x, \cdot) & \rightarrow K[m, \chi, \varepsilon](x, \cdot) \\
\bar{M}^{(n)}(x, \cdot) & \rightarrow M[m, \chi, \varepsilon](x, \cdot)
\end{array}\right\} \quad \text { strongly in } L^{2}(0, T) .
$$

We can then pass to the limit in (7.111)-(7.116), and conclude that $(u, w, \theta, m, \chi)$ is a strong solution to (6.22)-(6.26) with the regularity stated in Theorem 7.3 and satisfying the initial conditions (6.28). It remains to check that the boundary conditions (6.29) hold. By (7.9) we have $w_{n}(t)=0$, hence

$$
\begin{aligned}
\left|\tilde{w}^{(n)}(1, t)\right|= & \left\lvert\, \frac{1}{2}\left(w_{n}(t)-w_{n-1}(t)\right)+\left(1-\frac{n-1}{n}\right) n\left(w_{n}(t)-w_{n-1}(t)\right)\right. \\
& \left.+\frac{1}{2}\left(1-\frac{n-1}{n}\right)^{2} n^{2}\left(w_{n}-2 w_{n-1}+w_{n-2}\right) \right\rvert\, \\
= & \left|w_{n}(t)-w_{n-1}(t)-\frac{1}{2}\left(w_{n-1}(t)-w_{n-2}(t)\right)\right| \\
\leq & 2\left(\sum_{k=1}^{n}\left|w_{k}-w_{k-1}\right|^{2}(t)\right)^{1 / 2} \leq \frac{C}{\sqrt{n}}
\end{aligned}
$$

where the last inequality follows from estimate (7.41) for the dominant term $\sum_{k=1}^{n}\left(\dot{w}_{k}-\dot{w}_{k-1}\right)^{2}$. A similar argument holds also for $w(0, t), u(1, t), u(0, t)$. To complete the existence proof, we only need to check the homogeneous Neumann boundary condition for $\theta$. In other words, we have to check that for every $\tilde{\psi} \in C^{1}\left(\bar{\Omega}_{T}\right)$ we have

$$
\begin{equation*}
\int_{0}^{T} \int_{0}^{1}\left(\theta_{x} \tilde{\psi}_{x}+\theta_{x x} \tilde{\psi}\right)(x, t) \mathrm{d} x \mathrm{~d} t=0 \tag{7.130}
\end{equation*}
$$

Integrating by parts in space and using the boundary conditions (7.9) yields

$$
\begin{aligned}
& \int_{0}^{T} \int_{0}^{1}\left(\tilde{\theta}_{x}^{(n)} \tilde{\psi}_{x}+\tilde{\theta}_{x x}^{(n)} \tilde{\psi}\right)(x, t) \mathrm{d} x \mathrm{~d} t \\
&= \int_{0}^{T}\left(\sum_{k=1}^{n-1} \int_{(k-1) / n}^{k / n}\left(n\left(\theta_{k}-\theta_{k-1}\right)+\left(x-\frac{k-1}{n}\right) n^{2}\left(\theta_{k+1}-2 \theta_{k}+\theta_{k-1}\right)\right) \tilde{\psi}_{x} \mathrm{~d} x\right. \\
&+\int_{(n-1) / n}^{1}\left(n\left(\theta_{n}-\theta_{n-1}\right)+\left(x-\frac{n-1}{n}\right) n^{2}\left(\theta_{n}-2 \theta_{n-1}+\theta_{n-2}\right)\right) \tilde{\psi}_{x} \mathrm{~d} x \\
&\left.+\sum_{k=1}^{n-1} \int_{(k-1) / n}^{k / n} n^{2}\left(\theta_{k+1}-2 \theta_{k}+\theta_{k-1}\right) \tilde{\psi} \mathrm{d} x+\int_{(n-1) / n}^{1} n^{2}\left(\theta_{n}-2 \theta_{n-1}+\theta_{n-2}\right) \tilde{\psi} \mathrm{d} x\right) \mathrm{d} t \\
&= \int_{0}^{T}\left(\sum_{k=1}^{n-1}\left(n\left(\theta_{k+1}-\theta_{k}\right)(t) \tilde{\psi}\left(\frac{k}{n}, t\right)-n\left(\theta_{k}-\theta_{k-1}\right)(t) \tilde{\psi}\left(\frac{k-1}{n}, t\right)\right)\right. \\
&\left.\quad-n\left(\theta_{n-1}-\theta_{n-2}\right)(t) \tilde{\psi}(1, t)\right) \mathrm{d} t \\
&= \int_{0}^{T}\left(n\left(\theta_{n}-\theta_{n-1}\right)(t) \tilde{\psi}(1, t)-n\left(\theta_{1}-\theta_{0}\right)(t) \tilde{\psi}(0, t)-n\left(\theta_{n-1}-\theta_{n-2}\right)(t) \tilde{\psi}(1, t)\right) \mathrm{d} t
\end{aligned}
$$

hence using (7.9) one more time we obtain

$$
\int_{0}^{T} \int_{0}^{1}\left(\tilde{\theta}_{x}^{(n)} \tilde{\psi}_{x}+\tilde{\theta}_{x x}^{(n)} \tilde{\psi}\right)(x, t) \mathrm{d} x \mathrm{~d} t=-\int_{0}^{T} n\left(\theta_{n-1}-\theta_{n-2}\right)(t) \tilde{\psi}(1, t) \mathrm{d} t
$$

We have

$$
\begin{aligned}
\int_{0}^{T} n^{2}\left(\theta_{n-1}-\theta_{n-2}\right)^{2}(t) \mathrm{d} t & =\int_{0}^{T} n^{2}\left(\theta_{n}-2 \theta_{n-1}+\theta_{n-2}\right)^{2}(t) \mathrm{d} t \\
& \leq \int_{0}^{T} n^{2} \sum_{k=1}^{n-1}\left(\theta_{k+1}-2 \theta_{k}+\theta_{k-1}\right)^{2}(t) \mathrm{d} t \leq \frac{C}{n}
\end{aligned}
$$

by (7.89), hence

$$
\lim _{n \rightarrow \infty} \int_{0}^{T} \int_{0}^{1}\left(\tilde{\theta}_{x}^{(n)} \tilde{\psi}_{x}+\tilde{\theta}_{x x}^{(n)} \tilde{\psi}\right)(x, t) \mathrm{d} x \mathrm{~d} t=0
$$

and (7.130) follows.

### 7.4 Proof of the uniqueness

Let $(u, w, \theta, \chi, m),(\tilde{u}, \tilde{w}, \tilde{\theta}, \tilde{\chi}, \tilde{m})$ be two solutions to (6.22)-(6.27), (6.29) with the regularity as in Theorem 7.3, and with the same initial conditions and the same right-hand sides.

We start by integrating in time $\int_{0}^{t} \mathrm{~d} \tau$ the difference of (6.25) for $\theta$ and $\tilde{\theta}$ obtaining

$$
\begin{aligned}
& (\theta-\tilde{\theta})(x, t)-\int_{0}^{t} \kappa\left(\theta_{x x}-\tilde{\theta}_{x x}\right) \mathrm{d} \tau \\
& =-\int_{0}^{t} \beta\left(\theta w_{x x t}-\tilde{\theta} \tilde{w}_{x x t}\right) \mathrm{d} \tau+\int_{0}^{t} \nu\left(w_{x x t}^{2}-\tilde{w}_{x x t}^{2}\right) \mathrm{d} \tau \\
& +\int_{0}^{t}\left(D\left[m, \chi, w_{x x}\right]-D\left[\tilde{m}, \tilde{\chi}, \tilde{w}_{x x}\right]\right) \mathrm{d} \tau+\int_{0}^{t}\left(m_{t} K\left[m, \chi, w_{x x}\right]-\tilde{m}_{t} K\left[\tilde{m}, \tilde{\chi}, \tilde{w}_{x x}\right]\right) \mathrm{d} \tau \\
& +\int_{0}^{t}\left(\chi_{t} M\left[m, \chi, w_{x x}\right]-\tilde{\chi}_{t} M\left[\tilde{m}, \tilde{\chi}, \tilde{w}_{x x}\right]\right) \mathrm{d} \tau-\int_{0}^{t} L\left(\chi_{t}-\tilde{\chi}_{t}\right) \mathrm{d} \tau+\int_{0}^{t}(g(\theta, x, \tau)-g(\tilde{\theta}, x, \tau)) \mathrm{d} \tau
\end{aligned}
$$

Next we test by $(\theta(x, t)-\tilde{\theta}(x, t))$ and integrate in space $\int_{0}^{1} \mathrm{~d} x$, getting

$$
\begin{align*}
& \int_{0}^{1}(\theta-\tilde{\theta})^{2}(x, t) \mathrm{d} x-\int_{0}^{1}\left(\int_{0}^{t} \kappa\left(\theta_{x x}-\tilde{\theta}_{x x}\right) \mathrm{d} \tau\right)(\theta-\tilde{\theta})(x, t) \mathrm{d} x \\
& =-\int_{0}^{1}\left(\int_{0}^{t} \beta\left(\theta w_{x x t}-\tilde{\theta} \tilde{w}_{x x t}\right) \mathrm{d} \tau\right)(\theta-\tilde{\theta})(x, t) \mathrm{d} x+\int_{0}^{1}\left(\int_{0}^{t} \nu\left(w_{x x t}^{2}-\tilde{w}_{x x t}^{2}\right) \mathrm{d} \tau\right)(\theta-\tilde{\theta})(x, t) \mathrm{d} x \\
& +\int_{0}^{1}\left(\int_{0}^{t}\left(D\left[m, \chi, w_{x x}\right]-D\left[\tilde{m}, \tilde{\chi}, \tilde{w}_{x x}\right]\right) \mathrm{d} \tau\right)(\theta-\tilde{\theta})(x, t) \mathrm{d} x \\
& +\int_{0}^{1}\left(\int_{0}^{t}\left(m_{t} K\left[m, \chi, w_{x x}\right]-\tilde{m}_{t} K\left[\tilde{m}, \tilde{\chi}, \tilde{w}_{x x}\right]\right) \mathrm{d} \tau\right)(\theta-\tilde{\theta})(x, t) \mathrm{d} x \\
& +\int_{0}^{1}\left(\int_{0}^{t}\left(\chi_{t} M\left[m, \chi, w_{x x}\right]-\tilde{\chi}_{t} M\left[\tilde{m}, \tilde{\chi}, \tilde{w}_{x x}\right]\right) \mathrm{d} \tau\right)(\theta-\tilde{\theta})(x, t) \mathrm{d} x \\
& -\int_{0}^{1}\left(\int_{0}^{t} L\left(\chi_{t}-\tilde{\chi}_{t}\right) \mathrm{d} \tau\right)(\theta-\tilde{\theta})(x, t) \mathrm{d} x+\int_{0}^{1}\left(\int_{0}^{t}(g(\theta, x, \tau)-g(\tilde{\theta}, x, \tau)) \mathrm{d} \tau\right)(\theta-\tilde{\theta})(x, t) \mathrm{d} x \tag{7.131}
\end{align*}
$$

Concerning the second summand on the left-hand side, note that integrating by parts in space and exploiting (6.29) we obtain

$$
\begin{aligned}
-\int_{0}^{1}\left(\int_{0}^{t}\left(\theta_{x x}-\tilde{\theta}_{x x}\right) \mathrm{d} \tau\right)(\theta-\tilde{\theta})(x, t) \mathrm{d} x & =\int_{0}^{1}\left(\int_{0}^{t}\left(\theta_{x}-\tilde{\theta}_{x}\right) \mathrm{d} \tau\right)\left(\theta_{x}-\tilde{\theta}_{x}\right)(x, t) \mathrm{d} x \\
& =\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t} \int_{0}^{1}\left(\int_{0}^{t}\left(\theta_{x}-\tilde{\theta}_{x}\right)(x, \tau) \mathrm{d} \tau\right)^{2} \mathrm{~d} x
\end{aligned}
$$

We now estimate the terms on the right-hand side, where we are going to apply Hölder's inequality in space. It holds

$$
\begin{aligned}
& \int_{0}^{t}\left|\theta w_{x x t}-\tilde{\theta} \tilde{w}_{x x t}\right|(x, \tau) \mathrm{d} \tau \leq \int_{0}^{t}\left|w_{x x t}\right||\theta-\tilde{\theta}|(x, \tau) \mathrm{d} \tau+\int_{0}^{t}|\tilde{\theta}|\left|w_{x x t}-\tilde{w}_{x x t}\right|(x, \tau) \mathrm{d} \tau \\
& \leq\left(\int_{0}^{t}\left|w_{x x t}\right|^{2}(x, \tau) \mathrm{d} \tau\right)^{1 / 2}\left(\int_{0}^{t}|\theta-\tilde{\theta}|^{2}(x, \tau) \mathrm{d} \tau\right)^{1 / 2}+\|\tilde{\theta}\|_{\infty} \int_{0}^{t}\left|w_{x x t}-\tilde{w}_{x x t}\right|(x, \tau) \mathrm{d} \tau
\end{aligned}
$$

The continuous embedding $W^{1,2}\left(0,1 ; L^{2}(0, T)\right) \hookrightarrow L^{\infty}\left(0,1 ; L^{2}(0, T)\right)$ yields

$$
\max _{x \in[0,1]} \int_{0}^{t}\left|w_{x x t}\right|^{2}(x, \tau) \mathrm{d} \tau \leq C\left(\left\|w_{x x t}\right\|_{2}^{2}+\left\|w_{x x x t}\right\|_{2}^{2}\right)
$$

hence by the regularity part of Theorem 7.3 and Hölder's inequality we obtain

$$
\int_{0}^{t}\left|\theta w_{x x t}-\tilde{\theta} \tilde{w}_{x x t}\right|(x, \tau) \mathrm{d} \tau \leq C\left(\left(\int_{0}^{t}|\theta-\tilde{\theta}|^{2}(x, \tau) \mathrm{d} \tau\right)^{1 / 2}+\int_{0}^{t}\left|w_{x x t}-\tilde{w}_{x x t}\right|(x, \tau) \mathrm{d} \tau\right)
$$

Similarly

$$
\begin{aligned}
\int_{0}^{t}\left|w_{x x t}^{2}-\tilde{w}_{x x t}^{2}\right|(x, \tau) \mathrm{d} \tau & =\int_{0}^{t}\left(\left|w_{x x t}-\tilde{w}_{x x t}\right|\left|w_{x x t}+\tilde{w}_{x x t}\right|\right)(x, \tau) \mathrm{d} \tau \\
& \leq C\left(\int_{0}^{t}\left|w_{x x t}-\tilde{w}_{x x t}\right|^{2}(x, \tau) \mathrm{d} \tau\right)^{1 / 2}
\end{aligned}
$$

The dissipation term is estimated as

$$
\begin{aligned}
& \int_{0}^{t}\left|\mathcal{D}\left[m, \chi, w_{x x}\right]-\mathcal{D}\left[\tilde{m}, \tilde{\chi}, \tilde{w}_{x x}\right]\right|(x, \tau) \mathrm{d} \tau \\
& =\int_{0}^{t}\left|\int_{0}^{\infty} r \gamma(m, \chi, r)\right| \mathfrak{p}_{r}\left[w_{x x}\right]_{t}\left|\mathrm{~d} r-\int_{0}^{\infty} r \gamma(\tilde{m}, \tilde{\chi}, r)\right| \mathfrak{p}_{r}\left[\tilde{w}_{x x}\right]_{t}|\mathrm{~d} r| \mathrm{d} \tau \\
& =\int_{0}^{t}\left|\int_{0}^{\infty} r(\gamma(m, \chi, r)-\gamma(\tilde{m}, \chi, r))\right| \mathfrak{p}_{r}\left[w_{x x}\right]_{t}\left|\mathrm{~d} r+\int_{0}^{\infty} r(\gamma(\tilde{m}, \chi, r)-\gamma(\tilde{m}, \tilde{\chi}, r))\right| \mathfrak{p}_{r}\left[w_{x x}\right]_{t} \mid \mathrm{d} r \\
& +\int_{0}^{\infty} r \gamma(\tilde{m}, \tilde{\chi}, r)\left|\mathfrak{p}_{r}\left[w_{x x}\right]_{t}-\mathfrak{p}_{r}\left[\tilde{w}_{x x}\right]_{t}\right| \mathrm{d} r \mid \mathrm{d} \tau \\
& \leq C \int_{0}^{t}\left(|m-\tilde{m}|\left|w_{x x t}\right|+|\chi-\tilde{\chi}|\left|w_{x x t}\right|+\left|w_{x x t}-\tilde{w}_{x x t}\right|\right)(x, \tau) \mathrm{d} \tau
\end{aligned}
$$

where we have used identity (B.21) for the play, Proposition B. 7 and Hypothesis 7.1 (i). Arguing as above, by the regularity part of Theorem 7.3 we then obtain

$$
\begin{align*}
& \int_{0}^{t}\left|\mathcal{D}\left[m, \chi, w_{x x}\right]-\mathcal{D}\left[\tilde{m}, \tilde{\chi}, \tilde{w}_{x x}\right]\right|(x, \tau) \mathrm{d} \tau \\
& \leq C\left(\left(\int_{0}^{t}|m-\tilde{m}|^{2}(x, \tau) \mathrm{d} \tau\right)^{1 / 2}+\left(\int_{0}^{t}|\chi-\tilde{\chi}|^{2}(x, \tau) \mathrm{d} \tau\right)^{1 / 2}+\int_{0}^{t}\left|w_{x x t}-\tilde{w}_{x x t}\right|(x, \tau) \mathrm{d} \tau\right) \tag{7.132}
\end{align*}
$$

The terms containing $K$ and $M$ are estimated similarly as

$$
\begin{align*}
& \int_{0}^{t}\left|m_{t} K\left[m, \chi, w_{x x}\right]-\tilde{m}_{t} K\left[\tilde{m}, \tilde{\chi}, \tilde{w}_{x x}\right]\right|(x, \tau) \mathrm{d} \tau \\
& =\frac{1}{2} \int_{0}^{t}\left|m_{t} \int_{0}^{\infty} \gamma_{m}(m, \chi, r) \mathfrak{s}_{r}^{2}\left[w_{x x}\right] \mathrm{d} r-\tilde{m}_{t} \int_{0}^{\infty} \gamma_{m}(\tilde{m}, \tilde{\chi}, r) \mathfrak{s}_{r}^{2}\left[\tilde{w}_{x x}\right] \mathrm{d} r\right| \mathrm{d} \tau \\
& \left.=\frac{1}{2} \int_{0}^{t} \right\rvert\, m_{t} \int_{0}^{\infty}\left(\gamma_{m}(m, \chi, r)-\gamma_{m}(\tilde{m}, \chi, r)\right) \mathfrak{s}_{r}^{2}\left[w_{x x}\right] \mathrm{d} r \\
& +m_{t} \int_{0}^{\infty}\left(\gamma_{m}(\tilde{m}, \chi, r)-\gamma_{m}(\tilde{m}, \tilde{\chi}, r)\right) \mathfrak{s}_{r}^{2}\left[w_{x x}\right] \mathrm{d} r+m_{t} \int_{0}^{\infty} \gamma_{m}(\tilde{m}, \tilde{\chi}, r)\left(\mathfrak{s}_{r}^{2}\left[w_{x x}\right]-\mathfrak{s}_{r}^{2}\left[\tilde{w}_{x x}\right]\right) \mathrm{d} r \\
& +\left(m_{t}-\tilde{m}_{t}\right) \int_{0}^{\infty} \gamma_{m}(\tilde{m}, \tilde{\chi}, r) \mathfrak{s}_{r}^{2}\left[\tilde{w}_{x x}\right] \mathrm{d} r \mid \mathrm{d} \tau \\
& \leq C \int_{0}^{t}\left(\left|m_{t}\right|\left(|m-\tilde{m}|+|\chi-\tilde{\chi}|+\left|w_{x x t}-\tilde{w}_{x x t}\right|\right)+\left|m_{t}-\tilde{m}_{t}\right|\right)(x, \tau) \mathrm{d} \tau \tag{7.133}
\end{align*}
$$

and

$$
\begin{align*}
& \int_{0}^{t}\left|\chi_{t} M\left[m, \chi, w_{x x}\right]-\tilde{\chi}_{t} M\left[\tilde{m}, \tilde{\chi}, \tilde{w}_{x x}\right]\right|(x, \tau) \mathrm{d} \tau \\
& =\frac{1}{2} \int_{0}^{t}\left|\chi_{t} \int_{0}^{\infty} \gamma_{\chi}(m, \chi, r) \mathfrak{s}_{r}^{2}\left[w_{x x}\right] \mathrm{d} r-\tilde{\chi}_{t} \int_{0}^{\infty} \gamma_{\chi}(\tilde{m}, \tilde{\chi}, r) \mathfrak{s}_{r}^{2}\left[\tilde{w}_{x x}\right] \mathrm{d} r\right| \mathrm{d} \tau \\
& \left.=\frac{1}{2} \int_{0}^{t} \right\rvert\, \chi_{t} \int_{0}^{\infty}\left(\gamma_{\chi}(m, \chi, r)-\gamma_{\chi}(\tilde{m}, \chi, r)\right) \mathfrak{s}_{r}^{2}\left[w_{x x}\right] \mathrm{d} r+\chi_{t} \int_{0}^{\infty}\left(\gamma_{\chi}(\tilde{m}, \chi, r)-\gamma_{\chi}(\tilde{m}, \tilde{\chi}, r)\right) \mathfrak{s}_{r}^{2}\left[w_{x x}\right] \mathrm{d} r \\
& +\chi_{t} \int_{0}^{\infty} \gamma_{\chi}(\tilde{m}, \tilde{\chi}, r)\left(\mathfrak{s}_{r}^{2}\left[w_{x x}\right]-\mathfrak{s}_{r}^{2}\left[\tilde{w}_{x x}\right]\right) \mathrm{d} r+\left(\chi_{t}-\tilde{\chi}_{t}\right) \int_{0}^{\infty} \gamma_{\chi}(\tilde{m}, \tilde{\chi}, r) \mathfrak{s}_{r}^{2}\left[\tilde{w}_{x x}\right] \mathrm{d} r \mid \mathrm{d} \tau \\
& \leq C \int_{0}^{t}\left(\left|\chi_{t}\right|\left(|m-\tilde{m}|+|\chi-\tilde{\chi}|+\left|w_{x x t}-\tilde{w}_{x x t}\right|\right)+\left|\chi_{t}-\tilde{\chi}_{t}\right|\right)(x, \tau) \mathrm{d} \tau \tag{7.134}
\end{align*}
$$

where we used Hypothesis 7.1 (i) and Proposition B.5. Our aim is now to estimate the terms $|m-\tilde{m}|$, $\left|m_{t}-\tilde{m}_{t}\right|,|\chi-\tilde{\chi}|,\left|\chi_{t}-\tilde{\chi}_{t}\right|$. Arguing in a similar way as we did in (7.121) we deduce

$$
\begin{equation*}
|\chi-\tilde{\chi}|(x, t) \leq \int_{0}^{t}\left|\chi_{t}-\tilde{\chi}_{t}\right|(x, \tau) \mathrm{d} \tau \leq C \int_{0}^{t}\left(|\theta-\tilde{\theta}|+|m-\tilde{m}|+\left|w_{x x t}-\tilde{w}_{x x t}\right|\right)(x, \tau) \mathrm{d} \tau \tag{7.135}
\end{equation*}
$$

whereas arguing as for (7.122)-(7.125) we obtain

$$
\begin{align*}
& |m-\tilde{m}|(x, t) \leq \int_{0}^{t}\left|m_{t}-\tilde{m}_{t}\right|(x, \tau) \mathrm{d} \tau \\
& \leq C \int_{0}^{t}\left(\left|\chi_{t}-\tilde{\chi}_{t}\right|(x, \tau)+\int_{0}^{1}\left(|m-\tilde{m}|\left|w_{x x t}\right|+|\chi-\tilde{\chi}|\left|w_{x x t}\right|+\left|w_{x x t}-\tilde{w}_{x x t}\right|\right)(y, \tau) \mathrm{d} y\right) \mathrm{d} \tau \tag{7.136}
\end{align*}
$$

We observe that, again by the regularity part of Theorem 7.3,

$$
\begin{aligned}
& \int_{0}^{t} \int_{0}^{1}|m-\tilde{m}|\left|w_{x x t}\right| \mathrm{d} y \mathrm{~d} \tau \leq C \int_{0}^{t}\left(\int_{0}^{1}|m-\tilde{m}|^{2} \mathrm{~d} y\right)^{1 / 2} \mathrm{~d} \tau \\
& \int_{0}^{t} \int_{0}^{1}|\chi-\tilde{\chi}|\left|w_{x x t}\right| \mathrm{d} y \mathrm{~d} \tau \leq C \int_{0}^{t}\left(\int_{0}^{1}|\chi-\tilde{\chi}|^{2} \mathrm{~d} y\right)^{1 / 2} \mathrm{~d} \tau
\end{aligned}
$$

Plugging this back into (7.136) together with (7.135) we have

$$
\begin{align*}
& |m-\tilde{m}|(x, t) \leq \int_{0}^{t}\left|m_{t}-\tilde{m}_{t}\right|(x, \tau) \mathrm{d} \tau \\
& \leq C \int_{0}^{t}\left(|\theta-\tilde{\theta}|+|m-\tilde{m}|+\left|w_{x x t}-\tilde{w}_{x x t}\right|\right)(x, \tau) \mathrm{d} \tau \\
& +C \int_{0}^{t}\left(\int_{0}^{1}|m-\tilde{m}|^{2}(x, \tau) \mathrm{d} y\right)^{1 / 2} \mathrm{~d} \tau+C \int_{0}^{t}\left(\int_{0}^{1}|\chi-\tilde{\chi}|^{2}(x, \tau) \mathrm{d} y\right)^{1 / 2} \mathrm{~d} \tau  \tag{7.137}\\
& +C\left(\int_{0}^{t} \int_{0}^{1}\left|w_{x x t}-\tilde{w}_{x x t}\right|^{2}(y, \tau) \mathrm{d} y \mathrm{~d} \tau\right)^{1 / 2}
\end{align*}
$$

Then (7.135) and (7.137) imply

$$
\begin{aligned}
& |m-\tilde{m}|^{2}(x, t)+|\chi-\tilde{\chi}|^{2}(x, t) \\
& \leq C\left(\int_{0}^{t}\left(|\theta-\tilde{\theta}|^{2}+|m-\tilde{m}|^{2}+\left|w_{x x t}-\tilde{w}_{x x t}\right|^{2}\right)(x, \tau) \mathrm{d} \tau\right. \\
& \left.+\int_{0}^{t} \int_{0}^{1}\left(|m-\tilde{m}|^{2}+|\chi-\tilde{\chi}|^{2}+\left|w_{x x t}-\tilde{w}_{x x t}\right|^{2}\right)(y, \tau) \mathrm{d} y \mathrm{~d} \tau\right)
\end{aligned}
$$

Integrating in space and using Grönwall's lemma (A.2), we obtain from (7.137) that

$$
\begin{aligned}
& \int_{0}^{t}\left|m_{t}-\tilde{m}_{t}\right|(x, \tau) \mathrm{d} \tau \\
& \leq C\left(\int_{0}^{t}\left(|\theta-\tilde{\theta}|+|m-\tilde{m}|+\left|w_{x x t}-\tilde{w}_{x x t}\right|\right)(x, \tau) \mathrm{d} \tau\right. \\
& \left.+\left(\int_{0}^{t} \int_{0}^{1}\left(|\theta-\tilde{\theta}|^{2}+\left|w_{x x t}-\tilde{w}_{x x t}\right|^{2}\right)(y, \tau) \mathrm{d} y \mathrm{~d} \tau\right)^{1 / 2}\right)
\end{aligned}
$$

from which by (7.135) also

$$
\begin{aligned}
& \int_{0}^{t}\left|m_{t}-\tilde{m}_{t}\right|(x, \tau) \mathrm{d} \tau+\int_{0}^{t}\left|\chi_{t}-\tilde{\chi}_{t}\right|(x, \tau) \mathrm{d} \tau \\
& \leq C\left(\int_{0}^{t}\left(|\theta-\tilde{\theta}|+\left|w_{x x t}-\tilde{w}_{x x t}\right|\right)(x, \tau) \mathrm{d} \tau+\int_{0}^{t} \int_{0}^{\tau}\left|m_{t}-\tilde{m}_{t}\right|\left(x, \tau^{\prime}\right) \mathrm{d} \tau^{\prime} \mathrm{d} \tau\right. \\
& \left.+\left(\int_{0}^{t} \int_{0}^{1}\left(|\theta-\tilde{\theta}|^{2}+\left|w_{x x t}-\tilde{w}_{x x t}\right|^{2}\right)(y, \tau) \mathrm{d} y \mathrm{~d} \tau\right)^{1 / 2}\right)
\end{aligned}
$$

Applying Grönwall's lemma A. 2 one more time produces the desired inequality

$$
\begin{align*}
& |m-\tilde{m}|(x, t)+|\chi-\tilde{\chi}|(x, t) \leq \int_{0}^{t}\left(\left|m_{t}-\tilde{m}_{t}\right|+\left|\chi_{t}-\tilde{\chi}_{t}\right|\right)(x, \tau) \mathrm{d} \tau \\
& \leq C\left(\int_{0}^{t}\left(|\theta-\tilde{\theta}|+\left|w_{x x t}-\tilde{w}_{x x t}\right|\right)(x, \tau) \mathrm{d} \tau\right.  \tag{7.138}\\
& \left.\quad+\left(\int_{0}^{t} \int_{0}^{1}\left(|\theta-\tilde{\theta}|^{2}+\left|w_{x x t}-\tilde{w}_{x x t}\right|^{2}\right)(y, \tau) \mathrm{d} y \mathrm{~d} \tau\right)^{1 / 2}\right)
\end{align*}
$$

Substituting in (7.132) and exploiting the regularity part of Theorem 7.3 we obtain

$$
\begin{aligned}
& \int_{0}^{t}\left|\mathcal{D}\left[m, \chi, w_{x x}\right]-\mathcal{D}\left[\tilde{m}, \tilde{\chi}, \tilde{w}_{x x}\right]\right|(x, \tau) \mathrm{d} \tau \\
& \leq C\left(\int_{0}^{t}\left(|\theta-\tilde{\theta}|^{2}+\left|w_{x x t}-\tilde{w}_{x x t}\right|^{2}\right)(x, \tau) \mathrm{d} \tau+\int_{0}^{t} \int_{0}^{1}\left(|\theta-\tilde{\theta}|^{2}+\left|w_{x x t}-\tilde{w}_{x x t}\right|^{2}\right)(y, \tau) \mathrm{d} y \mathrm{~d} \tau\right)^{1 / 2}
\end{aligned}
$$

and from (7.133)-(7.134)

$$
\begin{aligned}
& \int_{0}^{t}\left|m_{t} K\left[m, \chi, w_{x x}\right]-\tilde{m}_{t} K\left[\tilde{m}, \tilde{\chi}, \tilde{w}_{x x}\right]\right|(x, \tau) \mathrm{d} \tau \\
& \leq C\left(\int_{0}^{t}\left(|\theta-\tilde{\theta}|+\left|w_{x x t}-\tilde{w}_{x x t}\right|\right)(x, \tau) \mathrm{d} \tau+\left(\int_{0}^{t} \int_{0}^{1}\left(|\theta-\tilde{\theta}|^{2}+\left|w_{x x t}-\tilde{w}_{x x t}\right|^{2}\right)(y, \tau) \mathrm{d} y \mathrm{~d} \tau\right)^{1 / 2}\right) \\
& \int_{0}^{t}\left|\chi_{t} M\left[m, \chi, w_{x x}\right]-\tilde{\chi}_{t} M\left[\tilde{m}, \tilde{\chi}, \tilde{w}_{x x}\right]\right|(x, \tau) \mathrm{d} \tau \\
& \leq C\left(\int_{0}^{t}\left(|\theta-\tilde{\theta}|+\left|w_{x x t}-\tilde{w}_{x x t}\right|\right)(x, \tau) \mathrm{d} \tau+\left(\int_{0}^{t} \int_{0}^{1}\left(|\theta-\tilde{\theta}|^{2}+\left|w_{x x t}-\tilde{w}_{x x t}\right|^{2}\right)(y, \tau) \mathrm{d} y \mathrm{~d} \tau\right)^{1 / 2}\right)
\end{aligned}
$$

We finally observe that, by Hypothesis 7.1 (vii),

$$
\int_{0}^{t}|g(\theta, x, \tau)-g(\tilde{\theta}, x, \tau)| \mathrm{d} \tau \leq g_{1} \int_{0}^{t}|\theta-\tilde{\theta}|(x, \tau) \mathrm{d} \tau
$$

Coming back to (7.131), applying Hölder's inequality in space we see that all these estimates yield

$$
\begin{align*}
& \int_{0}^{1}|\theta-\tilde{\theta}|^{2}(x, t) \mathrm{d} x+\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t} \int_{0}^{1}\left(\int_{0}^{t}\left(\theta_{x}-\tilde{\theta}_{x}\right)(x, \tau) \mathrm{d} \tau\right)^{2} \mathrm{~d} x  \tag{7.139}\\
& \leq C \int_{0}^{t} \int_{0}^{1}\left(\left|w_{x x t}-\tilde{w}_{x x t}\right|^{2}+|\theta-\tilde{\theta}|^{2}\right)(x, \tau) \mathrm{d} x \mathrm{~d} \tau
\end{align*}
$$

Next we test the difference of the time derivatives of (6.23) for $w$ and $\tilde{w}$ by $w_{t}-\tilde{w}_{t}$, the difference of (6.22) for $u$ and $\tilde{u}$ by $w_{x x t}-\tilde{w}_{x x t}$ and subtract the two equations. We obtain

$$
\begin{aligned}
& \int_{0}^{1} \mu\left(w_{t t}-\tilde{w}_{t t}\right)\left(w_{t}-\tilde{w}_{t}\right) \mathrm{d} x-\int_{0}^{1} \alpha\left(w_{x x t t}-\tilde{w}_{x x t t}\right)\left(w_{t}-\tilde{w}_{t}\right) \mathrm{d} x-\int_{0}^{1}\left(u_{t}-\tilde{u}_{t}\right)\left(w_{x x t}-\tilde{w}_{x x t}\right) \mathrm{d} x \\
& =-\int_{0}^{1}\left(u_{x x t}-\tilde{u}_{x x t}\right)\left(w_{t}-\tilde{w}_{t}\right) \mathrm{d} x-\int_{0}^{1} B\left(w_{x x}-\tilde{w}_{x x}\right)\left(w_{x x t}-\tilde{w}_{x x t}\right) \mathrm{d} x \\
& -\int_{0}^{1}\left(P\left[m, \chi, w_{x x}\right]-P\left[\tilde{m}, \tilde{\chi}, \tilde{w}_{x x}\right]\right)\left(w_{x x t}-\tilde{w}_{x x t}\right) \mathrm{d} x-\int_{0}^{1} \nu\left(w_{x x t}-\tilde{w}_{x x t}\right)^{2} \mathrm{~d} x \\
& +\int_{0}^{1} \beta(\theta-\tilde{\theta})\left(w_{x x t}-\tilde{w}_{x x t}\right) \mathrm{d} x .
\end{aligned}
$$

Integrating by parts and rearranging the terms we get, up to constants,

$$
\begin{aligned}
& \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t} \int_{0}^{1}\left(\left|w_{t}-\tilde{w}_{t}\right|^{2}+\left|w_{x t}-\tilde{w}_{x t}\right|^{2}+\left|w_{x x}-\tilde{w}_{x x}\right|^{2}\right)(x, t) \mathrm{d} x+\int_{0}^{1}\left|w_{x x t}-\tilde{w}_{x x t}\right|^{2} \mathrm{~d} x \\
& =-\int_{0}^{1}\left(P\left[m, \chi, w_{x x}\right]-P\left[\tilde{m}, \tilde{\chi}, \tilde{w}_{x x}\right]\right)\left(w_{x x t}-\tilde{w}_{x x t}\right) \mathrm{d} x+\int_{0}^{1}(\theta-\tilde{\theta})\left(w_{x x t}-\tilde{w}_{x x t}\right) \mathrm{d} x
\end{aligned}
$$

Note that arguing as for (7.65) and using (7.138) gives

$$
\begin{aligned}
& \left|P\left[m, \chi, w_{x x}\right]-P\left[\tilde{m}, \tilde{\chi}, \tilde{w}_{x x}\right]\right| \leq C\left(|m-\tilde{m}|+|\chi-\tilde{\chi}|+\int_{0}^{t}\left|w_{x x t}-\tilde{w}_{x x t}\right| \mathrm{d} \tau\right) \\
& \leq C\left(\int_{0}^{t}\left(|\theta-\tilde{\theta}|+\left|w_{x x t}-\tilde{w}_{x x t}\right|\right)(x, \tau) \mathrm{d} \tau+\left(\int_{0}^{t} \int_{0}^{1}\left(|\theta-\tilde{\theta}|^{2}+\left|w_{x x t}-\tilde{w}_{x x t}\right|^{2}\right)(y, \tau) \mathrm{d} y \mathrm{~d} \tau\right)^{1 / 2}\right)
\end{aligned}
$$

hence by Young's inequality we finally get

$$
\begin{align*}
& \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t} \int_{0}^{1}\left(\left|w_{t}-\tilde{w}_{t}\right|^{2}+\left|w_{x t}-\tilde{w}_{x t}\right|^{2}+\left|w_{x x}-\tilde{w}_{x x}\right|^{2}\right)(x, t) \mathrm{d} x+\int_{0}^{1}\left|w_{x x t}-\tilde{w}_{x x t}\right|^{2}(x, t) \mathrm{d} x  \tag{7.140}\\
& \leq C\left(\int_{0}^{1}|\theta-\tilde{\theta}|^{2}(x, t) \mathrm{d} x+\int_{0}^{t} \int_{0}^{1}\left(\left|w_{x x t}-\tilde{w}_{x x t}\right|^{2}+|\theta-\tilde{\theta}|^{2}\right)(x, t) \mathrm{d} x \mathrm{~d} \tau\right)
\end{align*}
$$

We now multiply (7.139) by $2 C$ and add the result to (7.140) to obtain

$$
\begin{aligned}
& \int_{0}^{1}\left(\left|w_{x x t}-\tilde{w}_{x x t}\right|^{2}+C|\theta-\tilde{\theta}|^{2}\right)(x, t) \mathrm{d} x \\
& +\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t} \int_{0}^{1}\left(2 C\left(\int_{0}^{t}\left(\theta_{x}-\tilde{\theta}_{x}\right)(x, \tau) \mathrm{d} \tau\right)^{2}+\left|w_{t}-\tilde{w}_{t}\right|^{2}+\left|w_{x t}-\tilde{w}_{x t}\right|^{2}+\left|w_{x x}-\tilde{w}_{x x}\right|^{2}\right)(x, t) \mathrm{d} x \\
& \leq\left(C+2 C^{2}\right) \int_{0}^{t} \int_{0}^{1}\left(\left|w_{x x t}-\tilde{w}_{x x t}\right|^{2}+|\theta-\tilde{\theta}|^{2}\right)(x, \tau) \mathrm{d} x \mathrm{~d} \tau
\end{aligned}
$$

Integrating in time $\int_{0}^{t^{\prime}} \mathrm{d} t$ for some $t^{\prime}>t$ and using Grönwall's lemma A.2, we see that $w=\tilde{w}, \theta=\tilde{\theta}$, and by equation (6.23) and estimate (7.138) also $u=\tilde{u}, m=\tilde{m}, \chi=\tilde{\chi}$. Hence the proof of Theorem 7.3 is complete.
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## Introduction

In this last part we deal with phase transitions from a different point of view, namely, by using the directs methods pertaining to the regularity theory in the field of Calculus of Variations. More precisely, we are going to prove regularity results for a class of integral functionals that belong to the realm of nonuniformly elliptic problems. An example of such functionals is given by those satisfying the so-called nonstandard growth conditions. Here the primary model we have in mind is given by the double-phase functional

$$
\begin{equation*}
\mathcal{J}_{p}^{q}(u, \Omega):=\int_{\Omega}\left(|D u|^{p}+a(x)|D u|^{q}\right) \mathrm{d} x \tag{IV.1}
\end{equation*}
$$

where $\Omega \subset \mathbb{R}^{n}$ is a bounded open domain, $n>2$, and

$$
1<p \leq q, \quad 0 \leq a(\cdot) \in L^{\infty}(\Omega)
$$

The significant case occurs when $p<q$. The main feature of the functional $\mathcal{J}_{p}^{q}$ is the change of ellipticity/growth type occurring on the zero set $\{a(x)=0\}$. Indeed, while in those points $x$ where $a(x)$ is positive the energy density of $\mathcal{J}_{p}^{q}$ exhibits a growth/ellipticity in the gradient which is of order $q$, on $\{a(x)=0\}$ the energy density has $p$-growth in the gradient.
In his seminal works [133-136], V. V. Zhikov was the first to introduce and study functionals whose integrands change their ellipticity rate according to the point, and, in particular, the one in (IV.1). Such functionals provide a useful paradigm for describing the behavior of strongly anisotropic materials whose hardening properties (linked to the exponent ruling the growth of the gradient variable) drastically change with the point. The coefficient $a(\cdot)$ serves to regulate the mixture between two different materials, with $p$ and $q$ hardening, respectively. In this class of functionals $\mathcal{J}_{p}^{q}$ appears to be the one exhibiting the most dramatic phase-transition and therefore the most difficult to treat. However in this last part we will be more interested in the theoretical aspects of the problem rather than to its applications, since the functional $\mathcal{J}_{p}^{q}$ appears to be very interesting from the point of view of regularity theory. Indeed, while in the standard situation $p=q$ the coefficient $a(\cdot)$ acts in the energy density as a local perturbation of the main elliptic terms, this is not obviously the case when $q>p$, since it is $a(\cdot)$ to dictate the ellipticity rate of the energy density.

As mentioned above, the functional in (IV.1) is the primary example of a functional exhibiting a nonstandard growth. More generally, the Lagrangian $F$ may be requested to satisfy the following
growth conditions

$$
\alpha\left(|u|^{p}-1\right) \leq F(x, u) \leq \beta\left(|u|^{q}+1\right), \quad 1<p \leq q,
$$

for some positive constants $\alpha, \beta$. However, here we are also interested in relaxing the lower bound by essentially taking $p=1$, hence allowing nearly-linear growth conditions in the gradient. In this case the model functional is given by

$$
\mathcal{J}_{1}^{q}(u, \Omega):=\int_{\Omega}\left(|D u| \log (1+|D u|)+a(x)\left(1+|D u|^{2}\right)^{q / 2}\right) \mathrm{d} x
$$

with $q>1$ and $a \in L^{\infty}(\Omega)$. Energy densities with logarithmic growth are not only of interest from a theoretical point of view, since they naturally occur in the context of generalized Newtonian fluids where they serve as models for so-called Prandtl-Eyring fluids. Moreover, this kind of behavior is observed in the theory of plasticity with logarithmic hardening law.

For nonuniformly elliptic energy functionals as above, we are concerned with the study of the regularity of their minimizers among all functions belonging to some given set. The variational problem we have in mind is the so-called obstacle problem. Given $\Omega \subset \mathbb{R}^{n}, n>2$, bounded open domain, we consider the variational obstacle problem in the form

$$
\begin{equation*}
\min \left\{\int_{\Omega} F(x, D w) \mathrm{d} x: w \in \mathcal{K}_{\psi}(\Omega)\right\} . \tag{IV.2}
\end{equation*}
$$

The function $\psi: \Omega \rightarrow[-\infty,+\infty)$, called obstacle, belongs to the Sobolev class $W^{1, p}(\Omega)$ and the set $\mathcal{K}_{\psi}(\Omega)$ contains the functions above the obstacle that share at least its regularity, that is,

$$
\begin{equation*}
\mathcal{K}_{\psi}(\Omega)=\left\{w \in u_{0}+W_{0}^{1, p}(\Omega): w \geq \psi \text { a.e. in } \Omega\right\} \tag{IV.3}
\end{equation*}
$$

where $u_{0} \in W^{1, p}(\Omega)$ is a fixed boundary value. For the Lagrangian $F$ we assume nonuniform ellipticity conditions as the ones outlined above.
The obstacle problem appeared in the mathematical literature in the work by G. Stampacchia [127] in the special case $\psi=\chi_{E}$ and related to the capacity of a subset $E \Subset \Omega$. In an earlier independent work, G. Fichera [62] solved the first unilateral problem, the so-called Signorini problem in elastostatics. It consists in finding the elastic equilibrium configuration of an anisotropic nonhomogeneous elastic body, resting on a rigid frictionless surface and subject only to its mass forces.

The study of the regularity theory for obstacle problems is now a classical topic in Partial Differential Equations and Calculus of Variations. It is well known that its solution cannot be of class $C^{2}$ independently of how regular the obstacle is: this led to the concept of weak solution and to the theory of variational inequalities, after the fundamental work of J. L. Lions and G. Stampacchia [108]. Thus, in general, the regularity of solutions to the obstacle problems is influenced by the one of the obstacle. For example, for linear obstacle problems, obstacle and solutions have the same regularity
(see $[20,28,87]$ ). This does not apply in the nonlinear setting, hence along the years there have been intense research activities for the regularity of the obstacle problem in this direction.

A first important result by J.H. Michael and W.P. Ziemer [114] establishes Hölder continuity of solutions to the obstacle problem when the obstacle itself is Hölder continuous. H. J. Choe [33] proved that if the gradient of the obstacle is Hölder continuous, the same happens for the gradient of solutions. Other results that deserve to be quoted are [34, 66, 106]. Since then, many regularity results have been obtained in different situations: for instance we quote [41] in the setting of Morrey and Campanato spaces, [10, 118] for gradient continuity for nonlinear obstacle problems, [46] for global results up to the boundary, [18] for the parabolic case, [19] for the porous medium problem. A higher differentiability result in the case of standard growth conditions was recently obtained in [56] (see Theorem 9.3). Here both the integer and the fractional differentiability are established.

Our purpose is to investigate the regularity of solutions to (IV.2)-(IV.3) for nonuniformly elliptic functionals. In the nonstandard setting we quote $[26,43,45,119]$ in the case of a single obstacle problem (see also [27, 44, 117] for Calderón-Zygmund case), and [13] in the case of double obstacle problems. In the nearly-linear setting we refer to the papers [38, 66], dealing with Lipschitz and $C^{1, \alpha}$ regularity, respectively. However, to our knowledge, no result had been given in the direction of higher differentiability prior to the the papers [71-73]. More precisely, these works investigate the extra integer differentiability of solutions to the obstacle problem assuming that the gradient of the obstacle has some differentiability property. We are going to report the results therein.

The program is as follows. In Chapter 8 we report some preliminary results that will be used in the sequel, whereas Chapter 9 contains the main higher differentiability results for the obstacle problem. In particular, in Section 9.1 we report some already known facts abound the standard case. Then we turn our attention to the nonstandard case, and in Section 9.2 we state and prove the two (independent) results from [71, 72]. Finally, Section 9.3 is devoted to the nearly-linear case, and contains the result developed in the paper [73].

## CHAPTER 8

## Notation and preliminary results

This chapter is devoted to fix the notation and collect some results that will be needed in the next chapter.

Here and in the sequel we shall denote by $C$ or $c$ a generic positive constant that may vary on different occasions, even within the same line of estimates. Relevant dependencies will be suitably emphasized using parentheses or subscripts. The norm we use on $\mathbb{R}^{n}$ will be the standard euclidean one. In what follows, $B(x, r)=B_{r}(x)=\left\{y \in \mathbb{R}^{n}:|y-x|<r\right\}$ will denote the ball centered at $x$ of radius $r$. We shall omit the dependence on the center and on the radius when no confusion arises.

### 8.1 Difference quotient

Our proof is achieved by means of the difference quotient method (which goes back to L. Nirenberg, see [116]), that is quite natural when trying to establish higher differentiability results. Thus we recall some properties of the finite difference operator that will be needed in the following chapter. Let us recall that, for every function $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{N}$, the finite difference operator is defined by

$$
\tau_{s, h} F(x):=F\left(x+h e_{s}\right)-F(x)
$$

where $h \in \mathbb{R}, e_{s}$ is the unit vector in the $x_{s}$ direction and $s \in\{1, \ldots, n\}$.
We start with the description of some elementary properties that can be found, for example, in [81].

Proposition 8.1. Let $F$ and $G$ be two functions such that $F, G \in W^{1, p}(\Omega)$, with $p \geq 1$, and let us consider the set

$$
\Omega_{|h|}:=\{x \in \Omega: \operatorname{dist}(x, \partial \Omega)>|h|\}
$$

Then
(d1) $\tau_{h} F \in W^{1, p}(\Omega)$ and

$$
D_{i}\left(\tau_{h} F\right)=\tau_{h}\left(D_{i} F\right)
$$

(d2) If at least one of the functions $F$ or $G$ has support contained in $\Omega_{|h|}$, then

$$
\int_{\Omega} F \tau_{h} G \mathrm{~d} x=\int_{\Omega} G \tau_{-h} F \mathrm{~d} x .
$$

(d3) We have

$$
\tau_{h}(F G)(x)=F(x+h) \tau_{h} G(x)+G(x) \tau_{h} F(x) .
$$

The next result about finite difference operator is a kind of integral version of Lagrange Theorem.
Lemma 8.2. If $0<\rho<R,|h|<\frac{R-\rho}{2}, 1<p<\infty$, and $F, D F \in L^{p}\left(B_{R}\right)$ then

$$
\int_{B_{\rho}}\left|\tau_{h} F(x)\right|^{p} \mathrm{~d} x \leq c(n, p)|h|^{p} \int_{B_{R}}|D F(x)|^{p} \mathrm{~d} x .
$$

Moreover

$$
\int_{B_{\rho}}|F(x+h)|^{p} \mathrm{~d} x \leq \int_{B_{R}}|F(x)|^{p} \mathrm{~d} x .
$$

Now, we recall the fundamental Sobolev embedding property.
Lemma 8.3. Let $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{N}, F \in L^{p}\left(B_{R}\right)$ with $1<p<n$. Suppose that there exist $\rho \in(0, R)$ and $M>0$ such that

$$
\sum_{s=1}^{n} \int_{B_{\rho}}\left|\tau_{s, h} F(x)\right|^{p} \mathrm{~d} x \leq M^{p}|h|^{p}
$$

for every $h$ with $|h|<\frac{R-\rho}{2}$. Then $F \in W^{1, p}\left(B_{\rho}\right) \cap L^{\frac{n p}{n-p}}\left(B_{\rho}\right)$. Moreover

$$
\|D F\|_{L^{p}\left(B_{\rho}\right)} \leq M
$$

and

$$
\|F\|_{L^{\frac{n p}{n-p}\left(B_{\rho}\right)}} \leq c\left(M+\|F\|_{L^{p}\left(B_{R}\right)}\right),
$$

with $c=c(n, N, p, \rho, R)$.

### 8.2 Other auxiliary results

In view of the next chapter, it is convenient to introduce auxiliary functions

$$
\begin{align*}
& V_{1}(\xi):=\frac{\xi}{\left(1^{2}+|\xi|^{2}\right)^{\frac{1}{4}}},  \tag{8.1}\\
& V_{p}(\xi):=\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p-2}{4}} \xi \text { for } p \geq 2, \tag{8.2}
\end{align*}
$$

defined for all $\xi \in \mathbb{R}^{n}$ and for $\mu \in[0,1]$. Note that for $V_{p}$ we allow for the degenerate case, which corresponds to $\mu=0$. One can easily check that there exist positive constants $c_{1}, c_{2}$ such that

$$
\begin{align*}
c_{1}(|\xi|-1) & \leq\left|V_{1}(\xi)\right|^{2},  \tag{8.3}\\
c_{2}|\xi|^{p} & \leq\left|V_{p}(\xi)\right|^{2} . \tag{8.4}
\end{align*}
$$

We also recall the following results from [2, Lemma 2.1] and [81, Lemma 8.3], respectively.

Lemma 8.4. For every $\gamma \in(-1 / 2,0)$ and $\mu \geq 0$ we have

$$
(2 \gamma+1)|\xi-\eta| \leq \frac{\left|\left(\mu^{2}+|\xi|^{2}\right)^{\gamma} \xi-\left(\mu^{2}+|\eta|^{2}\right)^{\gamma} \eta\right|}{\left(\mu^{2}+|\xi|^{2}+|\eta|^{2}\right)^{\gamma}} \leq \frac{c(n)}{2 \gamma+1}|\xi-\eta|
$$

for all $\xi, \eta \in \mathbb{R}^{n}$, not both zero if $\mu=0$.

Lemma 8.5. Let $1<p<\infty$. There exists a constant $c=c(n, p)>0$ such that

$$
c^{-1}\left(\mu^{2}+|\xi|^{2}+|\eta|^{2}\right)^{\frac{p-2}{2}} \leq \frac{\left|V_{p}(\xi)-V_{p}(\eta)\right|^{2}}{|\xi-\eta|^{2}} \leq c\left(\mu^{2}+|\xi|^{2}+|\eta|^{2}\right)^{\frac{p-2}{2}}
$$

for any $\xi, \eta \in \mathbb{R}^{n}$.

Finally, we we state a very well-known iteration lemma (see [81], pp. 191-192 for the proof).

Lemma 8.6. Let $\Phi:\left[\frac{R}{2}, R\right] \rightarrow \mathbb{R}$ be a bounded nonnegative function, where $R>0$. Assume that for all $\frac{R}{2} \leq r<s \leq R$ we have

$$
\Phi(r) \leq \vartheta \Phi(s)+A+\frac{B}{(s-r)^{2}}+\frac{C}{(s-r)^{\gamma}}
$$

where $\vartheta \in(0,1), A, B, C \geq 0$ and $\gamma>0$ are constants. Then there exists a constant $c=c(\vartheta, \gamma)$ such that

$$
\Phi\left(\frac{R}{2}\right) \leq c\left(A+\frac{B}{R^{2}}+\frac{C}{R^{\gamma}}\right)
$$

## CHAPTER 9

## Higher differentiability for the obstacle problem

The obstacle problem is a well known motivating example in the Calculus of Variations. It comes from a classical problem in elasticity theory, namely, finding the equilibrium position of an elastic membrane whose boundary is held fixed, and which is constrained to lie above a given obstacle. In its classical mathematical formulation, the problem consists in seeking minimizers of the Dirichlet energy functional

$$
\mathcal{I}(u):=\int_{\Omega}|\nabla u|^{2} \mathrm{~d} x
$$

in some domain $\Omega \subset \mathbb{R}^{n}$, $n>2$, where $u$ represents the vertical displacement of the membrane. In addition to satisfying Dirichlet boundary conditions corresponding to the fixed boundary of the membrane, the function $u$ is constrained to be greater than some given obstacle function $\psi$.

Existence and uniqueness of a solution for the above problem is easy to prove. The same argument works for more general functionals, actually. If we consider

$$
\mathcal{J}(u):=\int_{\Omega} F(x, D u) \mathrm{d} x
$$

such that $F$ satisfies the coercivity inequality $F(x, \xi) \geq \alpha|\xi|^{p}-\beta$ for some $\alpha>0, \beta \geq 0$ and $1<p<\infty$, then the constrained minimization problem has at least one solution. Furthermore, if the mapping $\xi \mapsto F(x, \xi)$ is uniformly convex for each $x$, the solution is also unique. A good reference for such results is e.g. [37].

The regularity problem is less straightforward to address, especially in the nonlinear setting. As already mentioned in the introduction, the regularity of the obstacle influences the regularity of the solution. In this chapter we are interested in the problem of higher differentiability, that is, determining whether (and, possibly, how) higher differentiability assumptions on the obstacle transfer to the solutions.

### 9.1 The case of standard growth conditions

We start our analysis by reporting some already known results about the obstacle problem satisfying standard growth conditions. More precisely, on the Lagrangian $F$ in (IV.2) we assume that there exist an exponent $1<p<\infty$ and some positive constants $\tilde{\nu}, \tilde{L}, \tilde{\ell}$ such that

$$
\begin{gather*}
\frac{1}{\tilde{\ell}}\left(|\xi|^{p}-\mu^{2}\right) \leq F(x, \xi) \leq \tilde{\ell}\left(\mu^{2}+|\xi|^{p}\right)  \tag{F}\\
\left\langle D_{\xi \xi} F(x, \xi) \lambda, \lambda\right\rangle \geq \tilde{\nu}\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p-2}{2}}|\lambda|^{2}  \tag{F}\\
\left|D_{\xi \xi} F(x, \xi)\right| \leq \tilde{L}\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p-2}{2}}  \tag{F}\\
\left|D_{\xi x} F(x, \xi)\right| \leq k(x)\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p-1}{2}} \tag{F}
\end{gather*}
$$

for a.e. $x \in \Omega$ and every $\xi \in \mathbb{R}^{n}$, where $\mu \in[0,1]$ is a parameter that allows to consider both the degenerate and the nondegenerate situation. Here $k$ is a function whose regularity is related to the "extra-differentiability transfer" from the obstacle to the solution, and that will be specified when needed.

The first result states that, in case of functionals with standard growth, the obstacle problem can be reformulated as a problem in the theory of variational inequalities.

Proposition 9.1. Let the Lagrangian $F$ satisfy $(\hat{F} 1)-(\hat{F} 4)$. Then $u \in W^{1, p}(\Omega)$ is a solution to the obstacle problem (IV.2)-(IV.3) if and only if $u \in \mathcal{K}_{\psi}(\Omega)$ solves the variational inequality

$$
\begin{equation*}
\int_{\Omega}\langle\mathcal{A}(x, D u), D(\varphi-u)\rangle \mathrm{d} x \geq 0 \quad \text { for all } \varphi \in \mathcal{K}_{\psi}(\Omega) \tag{9.1}
\end{equation*}
$$

where we set

$$
\mathcal{A}(x, \xi):=D_{\xi} F(x, \xi)
$$

Before proving the above statement, we point out that from conditions $(\hat{F} 1)-(\hat{F} 4)$ we deduce the existence of positive constants $\nu, L, \ell$ such that in terms of $\mathcal{A}$ the $p$-ellipticity and $p$-growth conditions read

$$
\begin{gather*}
\langle\mathcal{A}(x, \xi)-\mathcal{A}(x, \eta), \xi-\eta\rangle \geq \nu|\xi-\eta|^{2}\left(\mu^{2}+|\xi|^{2}+|\eta|^{2}\right)^{\frac{p-2}{2}}  \tag{A1}\\
|\mathcal{A}(x, \xi)-\mathcal{A}(x, \eta)| \leq L|\xi-\eta|\left(\mu^{2}+|\xi|^{2}+|\eta|^{2}\right)^{\frac{p-2}{2}}  \tag{A2}\\
|\mathcal{A}(x, \xi)| \leq \ell\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p-1}{2}}  \tag{A3}\\
\left|D_{x} A(x, \xi)\right| \leq k(x)\left(\mu^{2}+|D u|^{2}\right)^{\frac{p-1}{2}} \tag{A}
\end{gather*}
$$

for a.e. $x \in \Omega$ and every $\xi, \eta \in \mathbb{R}^{n}$.

Proof. Let us prove the two implications separately.

1. (IV.2)-(IV.3) $\Rightarrow$ (9.1)

Let $u \in W^{1, p}(\Omega)$ be a solution to (IV.2)-(IV.3) under the assumptions $(\hat{F} 1)-(\hat{F} 4)$. Let $\varphi \in \mathcal{K}_{\psi}(\Omega)$. Since the set $\mathcal{K}_{\psi}(\Omega)$ is convex, also the combination $(1-\varepsilon) u+\varepsilon \varphi=u+\varepsilon(\varphi-u), 0 \leq \varepsilon \leq 1$, belongs to this set. Then, being $u$ a minimizer, it holds

$$
0 \leq \int_{\Omega}(F(x, D(u+\varepsilon(\varphi-u)))-F(x, D u)) \mathrm{d} x
$$

Therefore, we have

$$
\begin{aligned}
0 \leq & \varepsilon \int_{\Omega} \int_{0}^{1}\left\langle D_{\xi} F(x, D u+s \varepsilon D(\varphi-u)), D(\varphi-u)\right\rangle \mathrm{d} s \mathrm{~d} x \\
= & \varepsilon \int_{\Omega}\left\langle D_{\xi} F(x, D u), D(\varphi-u)\right\rangle \mathrm{d} s \mathrm{~d} x \\
& +\varepsilon \int_{\Omega} \int_{0}^{1}\left\langle D_{\xi} F(x, D u+s \varepsilon D(\varphi-u))-D_{\xi} F(x, D u), D(\varphi-u)\right\rangle \mathrm{d} s \mathrm{~d} x \\
= & \varepsilon \int_{\Omega}\left\langle D_{\xi} F(x, D u), D(\varphi-u)\right\rangle \mathrm{d} s \mathrm{~d} x \\
& +\varepsilon^{2} \int_{\Omega} \int_{0}^{1} s \int_{0}^{1}\left\langle D_{\xi \xi} F(x, D u+t s \varepsilon D(\varphi-u)) D(\varphi-u), D(\varphi-u)\right\rangle \mathrm{d} t \mathrm{~d} s \mathrm{~d} x
\end{aligned}
$$

Dividing both sides of the previous inequality by $\varepsilon$ we obtain

$$
\begin{align*}
0 \leq & \int_{\Omega}\left\langle D_{\xi} F(x, D u), D(\varphi-u)\right\rangle \mathrm{d} s \mathrm{~d} x \\
& +\varepsilon \int_{\Omega} \int_{0}^{1} s \int_{0}^{1}\left\langle D_{\xi \xi} F(x, D u+t s \varepsilon D(\varphi-u)) D(\varphi-u), D(\varphi-u)\right\rangle \mathrm{d} t \mathrm{~d} s \mathrm{~d} x \\
= & I_{1}+I_{2} \tag{9.2}
\end{align*}
$$

We focus on the term $I_{2}$. Note that by $(F 3)$ with $q=p$ and by Hölder's inequality with conjugate exponents $p /(p-2), p / 2$

$$
\begin{aligned}
I_{2} & \leq \varepsilon \int_{\Omega} \int_{0}^{1} s \int_{0}^{1}\left|D_{\xi \xi} F(x, D u+t s \varepsilon D(\varphi-u))\right||D(\varphi-u)|^{2} \mathrm{~d} t \mathrm{~d} s \mathrm{~d} x \\
& \leq \varepsilon \int_{\Omega} \int_{0}^{1} s \int_{0}^{1} \tilde{L}\left(\mu^{2}+|D u+t s \varepsilon D(\varphi-u)|^{2}\right)^{\frac{p-2}{2}}|D(\varphi-u)|^{2} \mathrm{~d} t \mathrm{~d} s \mathrm{~d} x \\
& \leq \varepsilon \tilde{L} \int_{\Omega}\left(\mu^{2}+|D u|^{2}+\varepsilon^{2}|D(\varphi-u)|^{2}\right)^{\frac{p-2}{2}}|D(\varphi-u)|^{2} \mathrm{~d} x \\
& \leq \varepsilon \tilde{L}\left(\left(\int_{\Omega}|D u|^{p} \mathrm{~d} x\right)^{\frac{p-2}{2}}\left(\int_{\Omega}|D(\varphi-u)|^{p} \mathrm{~d} x\right)^{\frac{2}{p}}+\int_{\Omega}\left(1+|D(\varphi-u)|^{p}\right) \mathrm{d} x\right)
\end{aligned}
$$

Since the above integrals are finite, we infer that $\lim _{\varepsilon \rightarrow 0} I_{2}=0$. Hence passing to the limit as $\varepsilon \rightarrow 0$ in (9.2) yields (9.1).
2. $(9.1) \Rightarrow$ (IV.2)-(IV.3)

This implication is straightforward, and does not depend on the growth hypotheses. Indeed, defining

$$
j(\varepsilon):=\int_{\Omega} F(x, D(u+\varepsilon(\varphi-u))) \mathrm{d} x
$$

condition (9.1) is essentially saying that $j^{\prime}(0) \geq 0$ for every $\varphi \in \mathcal{K}_{\psi}(\Omega)$. This means that there exists a sufficiently small neighborhood in which $u$ is a minimum for $\int_{\Omega} F(x, D w) \mathrm{d} x$.

Remark 9.2. We obtain a variational inequality instead of the usual Euler-Lagrange equation since we can only take one-sided variations of the minimizer. However, this happens only in the contact set, that is, the set defined as $\{x \in \Omega: u(x)=\psi(x)\}$. If we are in a region where the minimizer $u$ is strictly above the obstacle, then we are allowed to take double-sided variations for sufficiently small $\varepsilon$. As a result, (9.1) will turn into an equality, as in unconstrained problems. Indeed, this is reasonable. If we take a minimizer $u$ of an obstacle problem in the region of the domain where $u$ is away from the constraint, then it will not be influenced by the obstacle. The obstacle shapes the minimizer only where $u$ is forced to stay in contact with it.

Dealing with nonstandard growth, the equivalence between the two formulations is not guaranteed if the functional $F$ is not regular enough. Actually, already for non constrained problems with nonstandard growth conditions, the relation between minima and extremals (i.e. solutions of the corresponding Euler-Lagrange system) is an issue that requires a careful investigation (see e.g. [30, 31]). More precisely, looking at the proof of Proposition 9.1, we see that in case of nonstandard growth conditions the summand labeled $I_{2}$ may be unbounded. However, once we have gained more regularity by means of our higher differentiability result, we will show in Remark 9.11 that our hypotheses (in particular the closeness condition between the growth and the ellipticity exponents) still allow us to reformulate the minimization problem as a variational inequality, provided we consider a new class $\mathcal{K}_{\psi}{ }_{\psi}^{\text {new }}(\Omega)$.

We are now in the position of briefly commenting on the higher differentiability for the obstacle problem with standard growth, which can be considered in the formulation $(9.1),(\mathcal{A} 1)-(\tilde{\mathcal{A}} 4)$. It is usually observed that the regularity of its solutions is strictly connected to the analysis of the regularity of solutions to partial differential equations of the form

$$
\operatorname{div} \mathcal{A}(x, D u)=\operatorname{div} \mathcal{A}(x, D \psi)
$$

It is well known that no extra differentiability properties for the solutions of partial differential equations of the type

$$
\begin{equation*}
\operatorname{div} \mathcal{A}(x, D u)=\operatorname{div} \mathcal{G} \tag{9.3}
\end{equation*}
$$

can be expected even if $\mathcal{G}$ is smooth, unless some assumption is given on the $x$-dependence of $\mathcal{A}$. On the other hand, recent results concerning the higher differentiability of solutions to (9.3) show that the weak differentiability of the map $\mathcal{A}$, as function of the $x$-variable, is a sufficient condition (see
$[79,80,120,121,123])$. In $[79,120,121]$ the higher differentiability of solutions to the equation in (9.3) is obtained assuming a $W^{1, n}$-type regularity on the partial map $x \mapsto \mathcal{A}(x, \xi)$ that is expressed through a pointwise condition on $\mathcal{A}(\cdot, \xi)$. This condition relies on the characterization of the Sobolev spaces due to P. Hajłasz ([83]). More precisely, for Carathéodory functions $\mathcal{A}$ satisfying assumptions $(\mathcal{A} 1)-(\mathcal{A} 3)$ we reformulate $(\tilde{\mathcal{A}} 4)$ assuming that there exists a non negative function $\kappa$ depending on $k$ and with its same summability such that the following inequality

$$
\begin{equation*}
|\mathcal{A}(x, \xi)-\mathcal{A}(y, \xi)| \leq(\kappa(x)+\kappa(y))|x-y|\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p-1}{2}} \tag{A4}
\end{equation*}
$$

holds true for a.e. $x, y \in \Omega$ and for every $\xi \in \mathbb{R}^{n}$.
In case of standard growth conditions, the differentiability of the map is sufficient also in the context of obstacle problems to prove that the differentiability of the gradient of the obstacle transfers to the gradient of the solution with no loss in the order. More precisely, the following higher differentiability result from [56, Theorem 1.1] holds.

Theorem 9.3. Let $u \in \mathcal{K}_{\psi}(\Omega)$ be the solution to the obstacle problem (9.1), and suppose that $\mathcal{A}$ satisfies $(\mathcal{A} 1)-(\mathcal{A} 4)$ for $2 \leq p<n$ and for a function $\kappa \in L_{\text {loc }}^{n}(\Omega)$. Then we have

$$
D \psi \in W_{\mathrm{loc}}^{1, p}(\Omega) \quad \Rightarrow \quad\left(\mu^{2}+|D u|^{2}\right)^{\frac{p-2}{4}} D u \in W_{\mathrm{loc}}^{1,2}(\Omega)
$$

Note that, thanks to (8.2) and (8.4), the above theorem essentially states that $D u \in W_{\text {loc }}^{1, p}(\Omega)$. Thus it effectively represents a higher differentiability result.

Remark 9.4. The reader has certainly noticed that Theorem 9.3 does not take into account the case $1<p<2$, namely, the case of sub-quadratic growth conditions. Already for unconstrained problems it is known that the sub-quadratic growth conditions require specific tools and, in general, the expected regularity of the solution strongly differs from the case $p \geq 2$ (for a detailed explanation of this phenomenon see [8]). A higher differentiability result for the obstacle problem with $p$-growth, $1<p<2$, was recently proved in [77], thus it was not available when we started to investigate the higher differentiability for the obstacle problem with nonstandard growth. For this reason, in Section 9.2 we will limit ourselves to the case $p \geq 2$. The $(p, q)$-growth case with $1<p<2$ will be the object of further studies.

Starting from these facts, our purpose is to investigate the extra integer differentiability of solutions to the obstacle problem for nonuniformly elliptic functionals, assuming that the gradient of the obstacle has some differentiability property. This will be done in the next two sections. More precisely, Section 9.2 is devoted to the nonstandard case with $p \geq 2$, whereas Section 9.3 deals with the nearly-linear one, which essentially corresponds to the choice $p=1$.

### 9.2 The case of nonstandard growth conditions

An important contribution to the study of problems in the field of Calculus of Variations involving functionals with nonstandard growth was given by P. Marcellini in his seminal papers [109-112]. He was able to show that the standard growth condition is not actually a necessary condition in the regularity theory for minimizers, and regularity theorems can be obtained also under nonstandard growth assumptions. More precisely, the regularity can only be expected if the difference between the growth exponents $p$ and $q$ is not "too large", that is, the $q / p$ gap ratio cannot differ too much from 1. A huge number of papers have been devoted to the subject since then (see [29, 36, 53-55] for the elliptic case and $[15-17,113]$ for the parabolic case), and it turned out that the right condition to impose on the two exponents $1<p<q$ is of the form

$$
\begin{equation*}
\frac{q}{p}<1+\frac{1}{n}-\frac{1}{r} \tag{9.4}
\end{equation*}
$$

with $r>n$.
Our purpose consists in extending the analysis of the regularity to the case of the obstacle problem (IV.2)-(IV.3), investigating the higher differentiability of the solutions. To this aim we require the data of our problem to fulfill the following hypotheses.

Hypothesis 9.5. Let $\Omega \subset \mathbb{R}^{n}$ be a bounded open domain. For the Lagrangian functional $F$ : $\Omega \times \mathbb{R}^{n} \rightarrow[0,+\infty)$ we shall assume that:
(i) it is a Carathéodory function, that is, $F(\cdot, \xi)$ measurable for every $\xi \in \mathbb{R}^{n}$ and $F(x, \cdot)$ continuous for a. e. $x \in \Omega$;
(ii) $\xi \mapsto F(x, \xi)$ is a strictly convex $C^{2}$ function for a. e. $x \in \Omega$;
(iii) there exists a function $\tilde{f}: \Omega \times[0,+\infty) \rightarrow[0,+\infty)$ such that $F(x, \xi)=\tilde{f}(x,|\xi|)$;
(iv) there exist positive constants $\tilde{\nu}, \tilde{L}, \tilde{\ell}$ and exponents $2 \leq p<q<\infty$ such that

$$
\begin{gather*}
\frac{1}{\tilde{\ell}}\left(|\xi|^{p}-\mu^{2}\right) \leq F(x, \xi) \leq \tilde{\ell}\left(\mu^{2}+|\xi|^{q}\right)  \tag{F1}\\
\left\langle D_{\xi \xi} F(x, \xi) \lambda, \lambda\right\rangle \geq \tilde{\nu}\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p-2}{2}}|\lambda|^{2}  \tag{F2}\\
\quad\left|D_{\xi \xi} F(x, \xi)\right| \leq \tilde{L}\left(\mu^{2}+|\xi|^{2}\right)^{\frac{q-2}{2}} \tag{F3}
\end{gather*}
$$

for a.e. $x \in \Omega$ and every $\xi \in \mathbb{R}^{n}$. We assume moreover that there exists a nonnegative function $k(x)$ belonging to a suitable Sobolev space such that

$$
\begin{equation*}
\left|D_{\xi x} F(x, \xi)\right| \leq k(x)\left(\mu^{2}+|\xi|^{2}\right)^{\frac{q-1}{2}} \tag{F4}
\end{equation*}
$$

for a.e. $x \in \Omega$ and every $\xi \in \mathbb{R}^{n}$. We denote with $\mu \in[0,1]$ a parameter that will allow us to consider in our analysis both the degenerate and the nondegenerate situation.

Finally, to avoid trivialities, we shall assume that the set of admissible functions $\mathcal{K}_{\psi}(\Omega)$ is not empty and that $u_{0}$ in (IV.3) is such that $F\left(x, D u_{0}(x)\right) \in L_{\mathrm{loc}}^{1}(\Omega)$. Note that, as long as our regularity results have local nature, we are not requiring further assumptions on the boundary datum $u_{0}$.

Remark 9.6. Hypothesis 9.5 (iii), known in the literature as Uhlenbeck structure, makes the functional "less anisotropic". For example, in the vectorial case (that is, when the Lagrangian $F$ is such that $F: \Omega \times \mathbb{R}^{n N} \rightarrow[0,+\infty)$ for some $\left.N>1\right)$ it rules out singularities of minima. In the case of systems an important problem is clearly the one of identifying classes of functionals for which everywhere $C^{1, \alpha}$ (or even just continuity) of minimizers occurs, in analogy with the De Giorgi-Nash-Moser theorem for single equations. Indeed, in 1968 E . De Giorgi showed that this result cannot be extended to systems, providing a famous counterexample (see [39]). Hence it is crucial to find conditions for everywhere regularity of minimizers or, in other words, additional structure assumptions on the integrand $F$ under which the singular set is void. This is still an open problem and, up to now, the only known structure preventing the formation of singularities for minimizers is the Uhlenbeck one (see [128]).

However, the above considerations do not affect our problem, since we are dealing with the scalar case. Here we are interested in a secondary effect of the Uhlenbeck structure, which is of fundamental importance in the framework of nonstandard growth conditions, both in the scalar and in the vector case. Indeed, if the functional satisfies the above structure condition, then we are allowed to approximate it from below by means of a family of functionals with $p$-growth (see Lemma 9.10). This rules out the occurrence of the so-called Lavrentiev phenomenon, which nonautonomous functionals typically exhibit when under $(p, q)$-growth conditions. Indeed, in this framework there might occur an inequality of the type

$$
\begin{equation*}
\inf _{u \in u_{0}+W_{0}^{1, p}(\Omega)} \int_{\Omega} F(x, D u) \mathrm{d} x<\inf _{u \in u_{0}+W_{0}^{1, q}(\Omega)} \int_{\Omega} F(x, D u) \mathrm{d} x, \tag{9.5}
\end{equation*}
$$

for a suitable (even smooth) boundary datum $u_{0}$. In other words, it is not possible to achieve the minimum of the functional via more regular maps, although these are dense. This is a tautological obstruction to regularity of minima since it prevents minimizers to be in $W^{1, q}$, and several counterexamples in regularity are based on the occurrence of (9.5) (see e.g. [58, 135]). It is interesting and significant to see that $F$ never exhibits the Lavrentiev phenomenon either when $p=q$ or when $F(x, \xi)=F(\xi)$, see again [58].
A useful way to quantify the Lavrentiev phenomenon can be introduced according to [25] by considering the relaxed functional

$$
\overline{\mathcal{F}}(u, B):=\inf _{u_{j}}\left\{\liminf _{j} \mathcal{F}\left(u_{j}, B\right):=\int_{B} F\left(x, D u_{j}\right) \mathrm{d} x: u_{j} \in W^{1, q}(B), u_{j} \rightharpoonup u \text { in } W^{1, p}(B)\right\}
$$

where $B \Subset \Omega$. Since $F(x, z)$ is convex with respect to $z$, we have

$$
\mathcal{F}(u, B):=\int_{B} F(x, D u) \mathrm{d} x \leq \liminf _{j} \mathcal{F}\left(u_{j}, B\right)
$$

whenever $u_{j} \rightharpoonup u$ and $v_{j} \in W^{1, p}(B)$. Therefore $\mathcal{F}(u, B) \leq \overline{\mathcal{F}}(u, B)$, and it is possible to define the following nonnegative Lavrentiev gap functional

$$
\mathcal{L}(u, B):=\overline{\mathcal{F}}(u, B)-\mathcal{F}(u, B) \geq 0 \quad \text { for all } u \in W^{1, p}(B) .
$$

The value of the functional $\mathcal{L}(u, B)$ gives a measure of the impossibility of finding a sequence of more regular maps $u_{j} \in W^{1, q}(B)$ such that $u_{j} \rightharpoonup u$ in $W^{1, p}(B)$ and $\int_{B} F\left(x, D u_{j}\right) \mathrm{d} x \rightarrow \int_{B} F(x, D u) \mathrm{d} x$ (see Lemma 9.15). Hence, in general, approximating the functional from above does not guarantee the convergence to the desired minimizer, but it could result in the convergence to the minimum of the relaxed functional.

This leads to the following developments: usually one assumes that $\mathcal{L}(u, B) \equiv 0$ (and this is the case of Section 9.3) or, alternatively, some structure conditions must be imposed on the integrand in order to perform an approximation from below.

Remark 9.7. Conditions $(F 2)-(F 3)$ are nothing but a uniform (with respect to $x$ ) boundedness condition on the eigenvalues of $D_{\xi \xi} F(x, \xi)$. In other words, we are asking that there exist two functions $\gamma(\xi), \Gamma(\xi): \mathbb{R}^{n} \rightarrow[0,+\infty)$ such that

$$
\gamma(\xi)|\lambda|^{2} \leq\left\langle D_{\xi \xi} F(x, \xi) \lambda, \lambda\right\rangle \leq \Gamma(\xi)|\lambda|^{2},
$$

and since in (F1) we asked for $p, q$-growth conditions then $\gamma(\xi)=\gamma|\xi|^{p-2}$ and $\Gamma(\xi)=\Gamma|\xi|^{q-2}$ for some positive constants $\gamma, \Gamma$. Furthermore, since we want to consider both the degenerate and the nondegenerate situation, we replace $\xi$ by $\sqrt{\mu^{2}+|\xi|^{2}}$ in both functions. Then the condition on the eigenvalues becomes

$$
\gamma\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p-2}{2}}|\lambda|^{2} \leq\left\langle D_{\xi \xi} F(x, \xi) \lambda, \lambda\right\rangle \leq \Gamma\left(\mu^{2}+|\xi|^{2}\right)^{\frac{q-2}{2}}|\lambda|^{2},
$$

which is just a different formulation of $(F 2)-(F 3)$. This leads us to the definition of the rate of nonuniform ellipticity, quantified by the ratio

$$
\mathcal{R}(\xi, B):=\frac{\sup _{x \in B} \text { of the highest eigenvalue of } D_{\xi \xi} F(x, \xi)}{\inf _{x \in B} \text { of the lowest eigenvalue of } D_{\xi \xi} F(x, \xi)}
$$

on any ball $B \subset \Omega$, that in the nonuniformly elliptic case becomes unbounded as $|\xi| \rightarrow \infty$. In the case of the double-phase functional (IV.1) it is $\mathcal{R}(\xi, B) \approx 1+\|a\|_{L^{\infty}(B)}|z|^{q-p}$ on any ball $B$ intersecting the set $\{a(x)=0\}$.

If Hypothesis 9.5 holds, then the obstacle problem (IV.2)-(IV.3) has a unique solution. This can be proved by using standard existence results like, e.g., [37, Theorem 3.30] together with the fact that the admissible set $\mathcal{K}_{\psi}(\Omega)$ is closed. In particular, the requirement that the functional $\int_{\Omega} F(x, D w) \mathrm{d} x$
is finite at some point is essential in order to rule out the possibility that the infimum is infinite. In case of standard growth conditions, this is automatically ensured by the $p$-growth of the functional.

The main result of this section is the following theorem from [71].

Theorem 9.8. Let $u$ be the solution to the obstacle problem (IV.2)-(IV.3). Suppose that $F$ satisfies Hypothesis 9.5 for exponents $2 \leq p<n, p<q, r>n$ as in (9.4) and for a function $k \in L_{\text {loc }}^{r}(\Omega)$. Then it holds

$$
\begin{equation*}
D \psi \in W_{\mathrm{loc}}^{1,2 q-p}(\Omega) \quad \Rightarrow \quad\left(\mu^{2}+|D u|^{2}\right)^{\frac{p-2}{4}} D u \in W_{\mathrm{loc}}^{1,2}(\Omega) \tag{9.6}
\end{equation*}
$$

Contrary to the standard case, here the $W^{1, r}$-type regularity on the partial map $x \mapsto F_{\xi}(x, \xi)$ no longer allows the differentiability of the gradient of the obstacle to entirely transfer to the gradient of the solution, and there is a loss in the order of differentiability. However the exponent $r$ plays an important role in determining the distance between $p$ and $q$ (which must be "small"), so that this loss turns out to be not "too big".

Remark 9.9. Inequality (9.4) yields the sharp estimate

$$
\begin{equation*}
\frac{(2 q-p) r}{r-2}<\frac{n p}{n-2} \tag{9.7}
\end{equation*}
$$

which will be frequently used in the sequel. Indeed, setting $m:=\frac{r}{r-2}, 2^{*}:=\frac{2 n}{n-2},(9.4)$ entails

$$
2 q-p<2 p\left(1+\frac{1}{n}-\frac{1}{r}\right)-p=p\left(1+\frac{1}{m}-\frac{2}{2^{*}}\right)
$$

so that

$$
\frac{(2 q-p) r}{r-2}=(2 q-p) m<p m\left(1+\frac{1}{m}-\frac{2}{2^{*}}\right)
$$

It turns out that

$$
p m\left(1+\frac{1}{m}-\frac{2}{2^{*}}\right) \leq \frac{n p}{n-2}=\frac{2^{*}}{2} p \Leftrightarrow 1+\frac{1}{m}-\frac{2}{2^{*}} \leq \frac{2^{*}}{2 m} \Leftrightarrow 1+\frac{1}{m}-\frac{2}{2^{*}}-\frac{2^{*}}{2 m} \leq 0
$$

Note now that $\frac{2^{*}}{2 m}>1$ since $r>n$, hence we can write

$$
\frac{2^{*}}{2 m}=1+\varepsilon
$$

for some $\varepsilon>0$. Therefore

$$
1+\frac{1}{m}-\frac{2}{2^{*}}-\frac{2^{*}}{2 m}=1+\frac{2}{2^{*}}(1+\varepsilon)-\frac{2}{2^{*}}-1-\varepsilon=\left(\frac{2}{2^{*}}-1\right) \varepsilon \leq 0
$$

which is what we wanted to prove.

### 9.2.1 Proof of the main result

We are now going to prove Theorem 9.8. In the first part of the proof we construct an approximating minimization problem satisfying standard growth conditions. This problems will then be suitable for the application of Theorem 9.3, whose conclusion will become the starting point for deriving a priori estimates for the solution to the approximating problems. Then in the second part we conclude by showing that the a priori estimate is preserved in passing to the limit.

## Step 1: Approximation and derivation of estimates

We start our proof by constructing a suitable approximating minimization problem. The main tool is the following lemma, which can be found in [35, Lemma 4.1].

Lemma 9.10. Let $F: \Omega \times \mathbb{R}^{n} \rightarrow[0,+\infty)$ be a Carathéodory function, convex with respect to $\xi$, such that $F(x, \xi)=\tilde{f}(x,|\xi|)$ for some $\tilde{f}: \Omega \times[0,+\infty) \rightarrow[0,+\infty)$, and which satisfies assumptions $(F 1)-(F 4)$. Then there exists a sequence $\left(F_{\varepsilon}\right)$ of Carathéodory functions $F_{\varepsilon}: \Omega \times \mathbb{R}^{n} \rightarrow[0,+\infty)$, convex with respect to $\xi$ and monotonically convergent to $F$, such that
(I) for a.e. $x \in \Omega$, for every $\xi \in \mathbb{R}^{n}$ and for every $\varepsilon_{1}<\varepsilon_{2}$, it holds

$$
F_{\varepsilon_{1}}(x, \xi) \leq F_{\varepsilon_{2}}(x, \xi) \leq F(x, \xi),
$$

(II) for a.e. $x \in \Omega$ and every $\xi \in \mathbb{R}^{n}$, we have

$$
\left\langle D_{\xi \xi} F_{\varepsilon}(x, \xi) \lambda, \lambda\right\rangle \geq \bar{\nu}\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p-2}{2}}|\lambda|^{2}
$$

with $\bar{\nu}$ depending only on $p$ and $\tilde{\nu}$,
(III) for a.e. $x \in \Omega$ and for every $\xi \in \mathbb{R}^{n}$, there exist $K_{0}, K_{1}$ independent of $\varepsilon$ and $\bar{K}_{1}$ depending on $\varepsilon$ such that

$$
\begin{aligned}
K_{0}\left(|\xi|^{p}-\mu^{2}\right) & \leq F_{\varepsilon}(x, \xi) \leq K_{1}\left(\mu^{2}+|\xi|\right)^{q} \\
F_{\varepsilon}(x, \xi) & \leq \bar{K}_{1}(\varepsilon)\left(\mu^{2}+|\xi|\right)^{p}
\end{aligned}
$$

(IV) for a.e. $x \in \Omega$ and for every $\xi \in \mathbb{R}^{n}$, there exists a constant $C(\varepsilon)>0$ such that

$$
\begin{aligned}
& \left|D_{\xi x} F_{\varepsilon}(x, \xi)\right| \leq k(x)\left(\mu^{2}+|\xi|^{2}\right)^{\frac{q-1}{2}} \\
& \left|D_{\xi x} F_{\varepsilon}(x, \xi)\right| \leq C(\varepsilon) k(x)\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p-1}{2}}
\end{aligned}
$$

In addition, it holds $F_{\varepsilon}(x, \xi)=\tilde{f}_{\varepsilon}(x,|\xi|)$ for every $\xi \in \mathbb{R}^{n}$.

In other words, the Lagrangian $F$ can be approximated by means of a sequence of Carathéodory functionals $F_{\varepsilon}$ monotonically convergent to $F$, and satisfying nonstandard growth conditions with constants independent of $\varepsilon$ and standard growth conditions with constants all depending on $\varepsilon$.
Let us consider the sequence of functionals $F_{\varepsilon}(x, \xi)$ obtained applying Lemma 9.10 to the integrand $F(x, \xi)$ of problem (IV.2)-(IV.3), and fix a ball $B_{R} \Subset \Omega$. Let $u_{\varepsilon} \in u+W_{0}^{1, p}\left(B_{R}\right)$ be the solution to the obstacle problem

$$
\begin{equation*}
\min \left\{\int_{\Omega} F_{\varepsilon}(x, D z): z \in \mathcal{K}_{\psi}(\Omega)\right\} . \tag{9.8}
\end{equation*}
$$

Setting

$$
\mathcal{A}_{\varepsilon}(x, \xi)=D_{\xi} F_{\varepsilon}(x, \xi),
$$

by Proposition 9.1 we infer that $u_{\varepsilon}$ solves the variational inequality

$$
\begin{equation*}
\int_{\Omega}\left\langle\mathcal{A}_{\varepsilon}\left(x, D u_{\varepsilon}\right), D\left(\varphi-u_{\varepsilon}\right)\right\rangle \mathrm{d} x \geq 0 \quad \text { for all } \varphi \in \mathcal{K}_{\psi}(\Omega) \tag{9.9}
\end{equation*}
$$

Moreover the Carathéodory function $\mathcal{A}_{\varepsilon}$ is such that for a.e. $x, y \in \Omega$ and every $\xi, \eta \in \mathbb{R}^{n}$ the following conditions hold

$$
\begin{gather*}
\left\langle\mathcal{A}_{\varepsilon}(x, \xi)-\mathcal{A}_{\varepsilon}(x, \eta), \xi-\eta\right\rangle \geq \nu|\xi-\eta|^{2}\left(\mu^{2}+|\xi|^{2}+|\eta|^{2}\right)^{\frac{p-2}{2}} \\
\left|\mathcal{A}_{\varepsilon}(x, \xi)-\mathcal{A}_{\varepsilon}(x, \eta)\right| \leq 2 L|\xi-\eta|\left(\mu^{2}+|\xi|^{2}+|\eta|^{2}\right)^{\frac{q-2}{2}} \\
\left|\mathcal{A}_{\varepsilon}(x, \xi)\right| \leq 2 \ell\left(\mu^{2}+|\xi|^{2}\right)^{\frac{q-1}{2}} \\
\left|\mathcal{A}_{\varepsilon}(x, \xi)-\mathcal{A}_{\varepsilon}(y, \xi)\right| \leq(\kappa(x)+\kappa(y))|x-y|\left(\mu^{2}+|\xi|^{2}\right)^{\frac{q-1}{2}}
\end{gather*}
$$

with constants independent of $\varepsilon$, and also

$$
\begin{gather*}
\left|\mathcal{A}_{\varepsilon}(x, \xi)-\mathcal{A}_{\varepsilon}(x, \eta)\right| \leq \tilde{L}_{\varepsilon}|\xi-\eta|\left(\mu^{2}+|\xi|^{2}+|\eta|^{2}\right)^{\frac{p-2}{2}} \\
\left|\mathcal{A}_{\varepsilon}(x, \xi)\right| \leq \tilde{\ell}_{\varepsilon}\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p-1}{2}} \\
\left|\mathcal{A}_{\varepsilon}(x, \xi)-\mathcal{A}_{\varepsilon}(y, \xi)\right| \leq C(\varepsilon)(\kappa(x)+\kappa(y))|x-y|\left(\mu^{2}+|\xi|^{2}\right)^{\frac{p-1}{2}}
\end{gather*}
$$

with constants all depending on $\varepsilon$.
Before we start with the derivation of estimates, observe that, since $2 q-p>p$, we have

$$
D \psi \in W_{\mathrm{loc}}^{1,2 q-p}(\Omega) \Rightarrow D \psi \in W_{\mathrm{loc}}^{1, p}(\Omega) .
$$

Thus, by virtue of $\left(\mathcal{A}_{\varepsilon} 1\right),\left(H_{\varepsilon} 1\right)-\left(H_{\varepsilon} 3\right)$ and since $r>n$, all the hypotheses of Theorem 9.3 are satisfied. We then get, according to the notation introduced in (8.2),

$$
V_{p}\left(D u_{\varepsilon}\right)=\left(\mu^{2}+\left|D u_{\varepsilon}\right|^{2}\right)^{\frac{p-2}{4}} D u_{\varepsilon} \in W_{\mathrm{loc}}^{1,2}(\Omega)
$$

from which we deduce, applying Lemma 8.3 with $p=2, F=V_{p}\left(D u_{\varepsilon}\right)$ together with inequality (8.4),

$$
D u_{\varepsilon} \in L_{\mathrm{loc}}^{\frac{n p}{n-2}}(\Omega) .
$$

Thus the integral

$$
\int_{B_{R}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{\frac{n p}{n-2}} \mathrm{~d} x,
$$

which will frequently appear in the sequel, is finite. In particular by the Sobolev embedding we obtain $u_{\varepsilon} \in W_{\text {loc }}^{1, \frac{n p}{n-2}}(\Omega)$.

Now let us fix radii $0<\frac{R}{8}<\rho<s<t<t^{\prime}<\frac{R}{4}$ and a cut off function $\eta \in C_{0}^{\infty}\left(B_{t}\right)$ such that $0 \leq \eta \leq 1, \eta=1$ on $B_{s},|\nabla \eta| \leq \frac{C}{t-s}$. Consider the function

$$
\varphi(x)=u_{\varepsilon}(x)-\frac{\lambda}{h^{2}} \tau_{-h}\left(\eta^{2}(x) \tau_{h}\left(u_{\varepsilon}-\psi\right)(x)\right)
$$

with $\tau_{h}$ defined in Subsection 8.1. Observe that, for $\lambda>0$ sufficiently small, $\varphi$ is an admissible test function in the variational inequality (9.9), that is, $\varphi \in \mathcal{K}_{\psi}(\Omega)$. Indeed

$$
\begin{aligned}
\varphi(x)-\psi(x) & =\left(u_{\varepsilon}-\psi\right)(x)-\frac{\lambda}{h^{2}} \tau_{-h}\left(\eta^{2}(x) \tau_{h}\left(u_{\varepsilon}-\psi\right)(x)\right) \\
& =\left(u_{\varepsilon}-\psi\right)(x)+\frac{\lambda}{h^{2}} \eta^{2}(x)\left(\left(u_{\varepsilon}-\psi\right)(x+h)-\left(u_{\varepsilon}-\psi\right)(x)\right) \\
& -\frac{\lambda}{h^{2}} \eta^{2}(x-h)\left(\left(u_{\varepsilon}-\psi\right)(x)-\left(u_{\varepsilon}-\psi\right)(x-h)\right) \\
& =\left(u_{\varepsilon}-\psi\right)(x)\left(1-\frac{\lambda}{h^{2}} \eta^{2}(x)-\frac{\lambda}{h^{2}} \eta^{2}(x-h)\right) \\
& +\frac{\lambda}{h^{2}}\left(\eta^{2}(x)\left(u_{\varepsilon}-\psi\right)(x+h)+\eta^{2}(x-h)\left(u_{\varepsilon}-\psi\right)(x-h)\right) \geq 0,
\end{aligned}
$$

provided $0<\lambda<\frac{h^{2}}{2}$. Hence, using $\varphi$ as test function in (9.9) we get, with the aid of Proposition 8.1,

$$
\int_{\Omega}\left\langle\tau_{h}\left(\mathcal{A}_{\varepsilon}\left(x, D u_{\varepsilon}\right)\right), D\left(\eta^{2} \tau_{h}\left(u_{\varepsilon}-\psi\right)\right)\right\rangle \mathrm{d} x \leq 0
$$

Carrying out the computations, we get

$$
\begin{aligned}
& \int_{\Omega}\left\langle\mathcal{A}_{\varepsilon}\left(x+h, D u_{\varepsilon}(x+h)\right)-\mathcal{A}_{\varepsilon}\left(x, D u_{\varepsilon}(x)\right), D\left(\eta^{2} \tau_{h}\left(u_{\varepsilon}-\psi\right)\right)\right\rangle \mathrm{d} x \\
& =\int_{\Omega}\left\langle\mathcal{A}_{\varepsilon}\left(x+h, D u_{\varepsilon}(x+h)\right)-\mathcal{A}_{\varepsilon}\left(x, D u_{\varepsilon}(x)\right), \eta^{2} \tau_{h}\left(D u_{\varepsilon}-D \psi\right)\right\rangle \mathrm{d} x \\
& +\int_{\Omega}\left\langle\mathcal{A}_{\varepsilon}\left(x+h, D u_{\varepsilon}(x+h)\right)-\mathcal{A}\left(x, D u_{\varepsilon}(x)\right), 2 \eta D \eta \tau_{h}\left(u_{\varepsilon}-\psi\right)\right\rangle \mathrm{d} x \leq 0 .
\end{aligned}
$$

We can rewrite the previous inequality as

$$
\begin{aligned}
& \int_{\Omega}\left\langle\mathcal{A}_{\varepsilon}\left(x+h, D u_{\varepsilon}(x+h)\right)-\mathcal{A}_{\varepsilon}\left(x+h, D u_{\varepsilon}(x)\right), \eta^{2} \tau_{h} D u_{\varepsilon}\right\rangle \mathrm{d} x \\
& -\int_{\Omega}\left\langle\mathcal{A}_{\varepsilon}\left(x+h, D u_{\varepsilon}(x+h)\right)-\mathcal{A}_{\varepsilon}\left(x+h, D u_{\varepsilon}(x)\right), \eta^{2} \tau_{h} D \psi\right\rangle \mathrm{d} x \\
& +\int_{\Omega}\left\langle\mathcal{A}_{\varepsilon}\left(x+h, D u_{\varepsilon}(x+h)\right)-\mathcal{A}_{\varepsilon}\left(x+h, D u_{\varepsilon}(x)\right), 2 \eta D \eta \tau_{h}\left(u_{\varepsilon}-\psi\right)\right\rangle \mathrm{d} x \\
& +\int_{\Omega}\left\langle\mathcal{A}_{\varepsilon}\left(x+h, D u_{\varepsilon}(x)\right)-\mathcal{A}_{\varepsilon}\left(x, D u_{\varepsilon}(x)\right), \eta^{2} \tau_{h} D u_{\varepsilon}\right\rangle \mathrm{d} x \\
& -\int_{\Omega}\left\langle\mathcal{A}_{\varepsilon}\left(x+h, D u_{\varepsilon}(x)\right)-\mathcal{A}_{\varepsilon}\left(x, D u_{\varepsilon}(x)\right), \eta^{2} \tau_{h} D \psi\right\rangle \mathrm{d} x \\
& +\int_{\Omega}\left\langle\mathcal{A}_{\varepsilon}\left(x+h, D u_{\varepsilon}(x)\right)-\mathcal{A}_{\varepsilon}\left(x, D u_{\varepsilon}(x)\right), 2 \eta D \eta \tau_{h}\left(u_{\varepsilon}-\psi\right)\right\rangle \mathrm{d} x \\
& =: I+I I+I I I+I V+V+V I \leq 0,
\end{aligned}
$$

which yields

$$
\begin{equation*}
I \leq|I I|+|I I I|+|I V|+|V|+|V I| . \tag{9.10}
\end{equation*}
$$

We now estimate each of the six summands. The ellipticity assumption expressed by $\left(\mathcal{A}_{\varepsilon} 1\right)$ implies

$$
\begin{equation*}
I \geq \nu \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{\varepsilon}\right|^{2}\left(\mu^{2}+\left|D u_{\varepsilon}(x+h)\right|^{2}+\left|D u_{\varepsilon}(x)\right|^{2}\right)^{\frac{p-2}{2}} \mathrm{~d} x . \tag{9.11}
\end{equation*}
$$

By virtue of assumption $\left(\mathcal{A}_{\varepsilon} 2\right)$ and by Young's and Hölder's inequalities, we get

$$
\begin{aligned}
|I I| & \leq 2 L \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{\varepsilon}\right|\left(\mu^{2}+\left|D u_{\varepsilon}(x+h)\right|^{2}+\left|D u_{\varepsilon}(x)\right|^{2}\right)^{\frac{q-2}{2}}\left|\tau_{h} D \psi\right| \mathrm{d} x \\
& \leq \vartheta \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{\varepsilon}\right|^{2}\left(\mu^{2}+\left|D u_{\varepsilon}(x+h)\right|^{2}+\left|D u_{\varepsilon}(x)\right|^{2}\right)^{\frac{p-2}{2}} \mathrm{~d} x \\
& +C_{\vartheta}(L) \int_{\Omega} \eta^{2}\left|\tau_{h} D \psi\right|^{2}\left(1+\left|D u_{\varepsilon}(x+h)\right|^{2}+\left|D u_{\varepsilon}(x)\right|^{2}\right)^{\frac{2 q-p-2}{2}} \mathrm{~d} x \\
& \leq \vartheta \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{\varepsilon}\right|^{2}\left(\mu^{2}+\left|D u_{\varepsilon}(x+h)\right|^{2}+\left|D u_{\varepsilon}(x)\right|^{2}\right)^{\frac{p-2}{2}} \mathrm{~d} x \\
& +C_{\vartheta}(L)\left(\int_{B_{t}}\left|\tau_{h} D \psi\right|^{2 q-p} \mathrm{~d} x\right)^{\frac{2}{2 q-p}}\left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{2 q-p} \mathrm{~d} x\right)^{\frac{2 q-p-2}{2 q-p}}
\end{aligned}
$$

where we used also the properties of $\eta$, and with a constant $\vartheta$ that will be specified later. Note that (9.7) implies

$$
\begin{equation*}
2 q-p<\frac{(2 q-p) r}{r-2}<\frac{n p}{n-2} . \tag{9.12}
\end{equation*}
$$

Hence, being $D \psi \in L_{\text {loc }}^{2 q-p}(\Omega)$ by hypothesis, we can use Lemma 8.2 together with Hölder's inequality to get

$$
\begin{aligned}
|I I| & \leq \vartheta \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{\varepsilon}\right|^{2}\left(\mu^{2}+\left|D u_{\varepsilon}(x+h)\right|^{2}+\left|D u_{\varepsilon}(x)\right|^{2}\right)^{\frac{p-2}{2}} \mathrm{~d} x \\
& +C_{\theta}(n, p, q, L, R)|h|^{2}\left(\int_{B_{t^{\prime}}}\left|D^{2} \psi\right|^{2 q-p} \mathrm{~d} x\right)^{\frac{2}{2 q-p}}\left(\int_{B_{t^{\prime}}}\left(1+\left.\left|D u_{\varepsilon}(x)\right|\right|^{\frac{n p}{n-2}} \mathrm{~d} x\right)^{\frac{(2 q-p-2)(n-2)}{n p}}\right.
\end{aligned}
$$

and by Young's inequality with conjugate exponents $\frac{p}{2+2 p-2 q}$ and $\frac{p}{2 q-p-2}$ (which are bigger than 1 thanks to (9.4)) also

$$
\begin{align*}
|I I| & \leq \vartheta \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{\varepsilon}\right|^{2}\left(\mu^{2}+\left|D u_{\varepsilon}(x+h)\right|^{2}+\left|D u_{\varepsilon}(x)\right|^{2}\right)^{\frac{p-2}{2}} \mathrm{~d} x \\
& +C_{\theta, \Theta}(L, R)|h|^{2}\left(\int_{B_{t^{\prime}}}\left|D^{2} \psi\right|^{2 q-p} \mathrm{~d} x\right)^{\frac{p}{(2 q-p)(2+p-q)}}  \tag{9.13}\\
& +\Theta|h|^{2}\left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{\frac{n p}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}}
\end{align*}
$$

for some constant $\Theta=\Theta(n, p, q, r), 0<\Theta<1$, that will be determined later. Arguing analogously, we get

$$
\begin{aligned}
|I I I| & \leq 4 L \int_{\Omega}\left|\tau_{h} D u_{\varepsilon}\right||D \eta| \eta\left(\mu^{2}+\left|D u_{\varepsilon}(x+h)\right|^{2}+\left|D u_{\varepsilon}(x)\right|^{2}\right)^{\frac{q-2}{2}}\left|\tau_{h}\left(u_{\varepsilon}-\psi\right)\right| \mathrm{d} x \\
& \leq \vartheta \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{\varepsilon}\right|^{2}\left(\mu^{2}+\left|D u_{\varepsilon}(x+h)\right|^{2}+\mid D u_{\varepsilon}(x)^{2}\right)^{\frac{p-2}{2}} \mathrm{~d} x \\
& +C_{\vartheta}(L) \int_{\Omega}|D \eta|^{2}\left(1+\left|D u_{\varepsilon}(x+h)\right|^{2}+\left|D u_{\varepsilon}(x)\right|^{2}\right)^{\frac{2 q-p-2}{2}}\left|\tau_{h}\left(u_{\varepsilon}-\psi\right)\right|^{2} \mathrm{~d} x \\
& \leq \vartheta \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{\varepsilon}\right|^{2}\left(\mu^{2}+\left|D u_{\varepsilon}(x+h)\right|^{2}+\left|D u_{\varepsilon}(x)\right|^{2}\right)^{\frac{p-2}{2}} \mathrm{~d} x \\
& +\frac{C_{\vartheta}(L)}{(t-s)^{2}}\left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{2 q-p} \mathrm{~d} x\right)^{\frac{2 q-p-2}{2 q-p}}\left(\int_{B_{t}}\left|\tau_{h}\left(u_{\varepsilon}-\psi\right)\right|^{2 q-p} \mathrm{~d} x\right)^{\frac{2}{2 q-p}}
\end{aligned}
$$

where we used the fact that $|D \eta| \leq \frac{C}{t-s}$. Since we already noticed that $u_{\varepsilon} \in W_{\mathrm{loc}}^{1, \frac{n p}{n-2}}(\Omega) \hookrightarrow W_{\mathrm{loc}}^{1,2 q-p}(\Omega)$, we deduce $D\left(u_{\varepsilon}-\psi\right) \in L_{\text {loc }}^{2 q-p}(\Omega)$. Hence we may use the first estimate of Lemma 8.2 to control the last integral on the right-hand side, obtaining

$$
\begin{align*}
|I I I| & \leq \vartheta \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{\varepsilon}\right|^{2}\left(\mu^{2}+\left|D u_{\varepsilon}(x+h)\right|^{2}+\left|D u_{\varepsilon}(x)\right|^{2}\right)^{\frac{p-2}{2}} \mathrm{~d} x \\
& +|h|^{2} \frac{C_{\vartheta}(n, p, q, L)}{(t-s)^{2}}\left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{2 q-p} \mathrm{~d} x\right)^{\frac{2 q-p-2}{2 q-p}}\left(\int_{B_{t^{\prime}}} \mid D\left(u_{\varepsilon}-\psi\right)^{2 q-p} \mathrm{~d} x\right)^{\frac{2}{2 q-p}} \\
& \leq \vartheta \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{\varepsilon}\right|^{2}\left(\mu^{2}+\left|D u_{\varepsilon}(x+h)\right|^{2}+\left|D u_{\varepsilon}(x)\right|^{2}\right)^{\frac{p-2}{2}} \mathrm{~d} x \\
& +|h|^{2} \frac{C_{\vartheta}(n, p, q, L)}{(t-s)^{2}} \int_{B_{t^{\prime}}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{2 q-p} \mathrm{~d} x \\
& +|h|^{2} \frac{C_{\vartheta}(n, p, q, L)}{(t-s)^{2}} \int_{B_{R / 2}}|D \psi(x)|^{2 q-p} \mathrm{~d} x \tag{9.14}
\end{align*}
$$

where we used also Young's inequality. Since (9.12) holds, we can use the interpolation inequality

$$
\begin{equation*}
\|D v\|_{L^{2 q-p}\left(\Omega^{\prime}\right)} \leq\|D v\|_{L^{p}\left(\Omega^{\prime}\right)}^{\delta_{0}}\|D v\|_{\substack{\frac{n p}{L^{n-2}}\left(\Omega^{\prime}\right)}}^{1-\delta_{0}} \quad \forall \Omega^{\prime} \Subset \Omega \tag{9.15}
\end{equation*}
$$

where $0<\delta_{0}<1$ is defined through the condition

$$
\frac{1}{2 q-p}=\frac{\delta_{0}}{p}+\frac{\left(1-\delta_{0}\right)(n-2)}{n p}
$$

which implies

$$
\delta_{0}=\frac{p(n-1)-q(n-2)}{2 q-p}, \quad 1-\delta_{0}=\frac{n(q-p)}{2 q-p}
$$

We get

$$
\begin{align*}
& \int_{B_{t^{\prime}}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{2 q-p} \mathrm{~d} x \\
& \leq\left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{p} \mathrm{~d} x\right)^{\frac{\delta_{0}(2 q-p)}{p}}\left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{\frac{n p}{n-2}} \mathrm{~d} x\right)^{\frac{(q-p)(n-2)}{p}} \tag{9.16}
\end{align*}
$$

Inserting (9.16) in (9.14) and using Young's inequality which conjugate exponents $\frac{p}{p-n(q-p)}$ and $\frac{p}{n(q-p)}$ (which are bigger than 1 thanks to (9.4)), we conclude that

$$
\begin{align*}
|I I I| & \leq \vartheta \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{\varepsilon}\right|^{2}\left(\mu^{2}+\left|D u_{\varepsilon}(x+h)\right|^{2}+\left|D u_{\varepsilon}(x)\right|^{2}\right)^{\frac{p-2}{2}} \mathrm{~d} x \\
& +|h|^{2} \frac{C_{\vartheta, \Theta}(L)}{(t-s)^{\frac{2 p}{p-n(q-p)}}}\left(\int_{B_{R / 2}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{p} \mathrm{~d} x\right)^{\frac{\delta_{0}(2 q-p)}{p-n(q-p)}}  \tag{9.17}\\
& +\Theta|h|^{2}\left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{\frac{n p}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}}+|h|^{2} \frac{C_{\vartheta}(n, p, q, L)}{(t-s)^{2}} \int_{B_{R / 2}}|D \psi(x)|^{2 q-p} \mathrm{~d} x
\end{align*}
$$

with $\Theta$ as above. In order to estimate the integral $I V$, we use assumption $\left(\mathcal{A}_{\varepsilon} 4\right)$, Young's and Hölder's inequalities as follows

$$
\begin{align*}
|I V| & \leq|h| \int_{\Omega} \eta^{2}(\kappa(x+h)+\kappa(x))\left(\mu^{2}+\left|D u_{\varepsilon}(x)\right|^{2}\right)^{\frac{q-1}{2}}\left|\tau_{h} D u_{\varepsilon}\right| \mathrm{d} x \\
& \leq \vartheta \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{\varepsilon}\right|^{2}\left(\mu^{2}+\left|D u_{\varepsilon}(x)\right|^{2}+\left|D u_{\varepsilon}(x+h)\right|^{2}\right)^{\frac{p-2}{2}} \mathrm{~d} x \\
& +C_{\vartheta}|h|^{2} \int_{B_{t}}(\kappa(x+h)+\kappa(x))^{2}\left(1+\left|D u_{\varepsilon}(x)\right|^{2}\right)^{\frac{2 q-p}{2}} \mathrm{~d} x \\
& \leq \vartheta \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{\varepsilon}\right|^{2}\left(\mu^{2}+\left|D u_{\varepsilon}(x)\right|^{2}+\left|D u_{\varepsilon}(x+h)\right|^{2}\right)^{\frac{p-2}{2}} \mathrm{~d} x \\
& +C_{\vartheta}|h|^{2}\left(\int_{B_{t}}(\kappa(x+h)+\kappa(x))^{r} \mathrm{~d} x\right)^{\frac{2}{r}}\left(\int_{B_{t}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{\frac{r(2 q-p)}{r-2}} \mathrm{~d} x\right)^{\frac{r-2}{r}} \tag{9.18}
\end{align*}
$$

where we also used that $\operatorname{supp} \eta \subset B_{t} \subset B_{R}$. Since (9.7) holds, we can use the interpolation inequality

$$
\|D v\|_{L^{\frac{(2 q-p) r}{r-2}\left(\Omega^{\prime}\right)}} \leq\|D v\|_{L^{p}\left(\Omega^{\prime}\right)}^{\delta}\|D v\|_{L^{\frac{n p}{n-2}\left(\Omega^{\prime}\right)}}^{1-\delta} \quad \forall \Omega^{\prime} \Subset \Omega
$$

where $0<\delta<1$ is defined through the condition

$$
\frac{r-2}{(2 q-p) r}=\frac{\delta}{p}+\frac{(1-\delta)(n-2)}{n p}
$$

which implies

$$
\delta=\frac{p(n r-n-r)-q(n r-2 r)}{(2 q-p) r}, \quad \quad 1-\delta=\frac{n(q r-p r+p)}{(2 q-p) r}
$$

We get

$$
\begin{align*}
& \left(\int_{B_{t}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{\frac{(2 q-p) r}{r-2}} \mathrm{~d} x\right)^{\frac{r-2}{r}} \\
& \leq\left(\int_{B_{t}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{p} \mathrm{~d} x\right)^{\frac{\delta(2 q-p)}{p}}\left(\int_{B_{t}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{\frac{n p}{n-2}} \mathrm{~d} x\right)^{\frac{(q r-p r+p)(n-2)}{p r}} . \tag{9.19}
\end{align*}
$$

Inserting (9.19) in (9.18), using the second inequality of Lemma 8.2 and Young's inequality with conjugate exponents $\frac{p r}{p r-n(q r-p r+p)}$ and $\frac{p r}{n(q r-p r+p)}$ (which are bigger than 1 thanks to (9.4))

$$
\begin{align*}
|I V| & \leq \vartheta \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{\varepsilon}\right|^{2}\left(\mu^{2}+\left|D u_{\varepsilon}(x)\right|^{2}+\left|D u_{\varepsilon}(x+h)\right|^{2}\right)^{\frac{p-2}{2}} \mathrm{~d} x \\
& +C_{\vartheta, \Theta}|h|^{2}\left(\int_{B_{R / 2}} \kappa^{r}(x) \mathrm{d} x\right)^{\frac{2 p}{p r-n(q r-p r+p)}}\left(\int_{B_{R / 2}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{p} \mathrm{~d} x\right)^{\frac{\delta(2 q-p) r}{p r-n(q r-p r+p)}}  \tag{9.20}\\
& +\Theta|h|^{2}\left(\int_{B_{t}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{\frac{n p}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}}
\end{align*}
$$

with $\Theta$ as above. Assumption $\left(\mathcal{A}_{\varepsilon} 4\right)$ also entails

$$
\begin{aligned}
|V| & \leq|h| \int_{\Omega} \eta^{2}(\kappa(x+h)+\kappa(x))\left(\mu^{2}+\left|D u_{\varepsilon}(x)\right|^{2}\right)^{\frac{q-1}{2}}\left|\tau_{h} D \psi\right| \mathrm{d} x \\
& \leq|h|\left(\int_{B_{t}}(\kappa(x+h)+\kappa(x))^{r} \mathrm{~d} x\right)^{\frac{1}{r}} \\
& \cdot\left(\int_{B_{t}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{\frac{(q-1)(2 q-p) r}{(2 q-p)(r-1)-r}} \mathrm{~d} x\right)^{\frac{(2 q-p)(r-1)-r}{(2 q-p) r}}\left(\int_{B_{t}}\left|\tau_{h} D \psi\right|^{2 q-p} \mathrm{~d} x\right)^{\frac{1}{2 q-p}} \\
& \leq C(n, p, q)|h|^{2}\left(\int_{B_{R / 2}} \kappa^{r}(x) \mathrm{d} x\right)^{\frac{1}{r}} \\
& \cdot\left(\int_{B_{t}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{\frac{(q-1)(2 q-p) r}{(2 q-p)(r-1)-r}} \mathrm{~d} x\right)^{\frac{(2 q-p)(r-1)-r}{(2 q-p) r}}\left(\int_{B_{R / 2}}\left|D^{2} \psi\right|^{2 q-p} \mathrm{~d} x\right)^{\frac{1}{2 q-p}}
\end{aligned}
$$

where we used Hölder's inequality, the properties of $\eta$ and Lemma 8.2 by virtue of the fact that $D^{2} \psi \in L_{\text {loc }}^{2 q-p}(\Omega)$ by hypothesis. On the other hand, our assumptions on $p, q, r$ and (9.7) imply

$$
\begin{equation*}
\frac{(q-1)(2 q-p) r}{(2 q-p)(r-1)-r}<\frac{(2 q-p) r}{r-2}<\frac{n p}{n-2} . \tag{9.21}
\end{equation*}
$$

Hence from Hölder's inequality we obtain

$$
\begin{aligned}
|V| & \leq C(n, p, q)|h|^{2}\left(\int_{B_{R / 2}} \kappa^{r}(x) \mathrm{d} x\right)^{\frac{1}{r}}\left(\int_{B_{t}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{\frac{n p}{n-2}} \mathrm{~d} x\right)^{\frac{(q-1)(n-2)}{n p}} \\
& \cdot\left(\int_{B_{R / 2}}\left|D^{2} \psi\right|^{2 q-p} \mathrm{~d} x\right)^{\frac{1}{2 q-p}}
\end{aligned}
$$

and by Young's inequality with conjugate exponents $\frac{p}{q-1}$ and $\frac{p}{1+p-q}$ (which are bigger than 1 thanks
to (9.4)) also

$$
\begin{align*}
|V| & \leq C_{\Theta}(R)|h|^{2}\left(\int_{B_{R / 2}} \kappa^{r}(x) \mathrm{d} x\right)^{\frac{p}{(1+p-q) r}}\left(\int_{B_{R / 2}}\left|D^{2} \psi\right|^{2 q-p} \mathrm{~d} x\right)^{\frac{p}{(1+p-q)(2 q-p)}}  \tag{9.22}\\
& +\Theta|h|^{2}\left(\int_{B_{t}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{\frac{n p}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}}
\end{align*}
$$

with $\Theta$ as above. Finally, using assumption $\left(\mathcal{A}_{\varepsilon} 4\right)$ again and the properties of $D \eta$ we get

$$
\begin{aligned}
&|V I| \leq 2|h| \int_{\Omega} \eta|D \eta|(\kappa(x+h)+\kappa(x))\left(\mu^{2}+\left|D u_{\varepsilon}(x)\right|^{2}\right)^{\frac{q-1}{2}}\left|\tau_{h}\left(u_{\varepsilon}-\psi\right)\right| \mathrm{d} x \\
& \leq|h| \frac{C}{(t-s)^{2}}\left(\int_{B_{t}}\left|\tau_{h} u_{\varepsilon}\right| \frac{q r}{r-1}\right. \\
&\mathrm{d} x)^{\frac{r-1}{q r}}\left(\int_{B_{t}}(\kappa(x+h)+\kappa(x))^{r} \mathrm{~d} x\right)^{\frac{1}{r}} \\
& \cdot\left(\int_{B_{t}}\left(1+\left|D u_{\varepsilon}(x)\right|^{\frac{q r}{r-1}} \mathrm{~d} x\right)^{\frac{(r-1)(q-1)}{q r}}\right. \\
&+|h| \frac{C}{(t-s)^{2}}\left(\int_{B_{t}}\left|\tau_{h} \psi\right|^{2 q-p} \mathrm{~d} x\right)^{\frac{1}{2 q-p}}\left(\int_{B_{t}}(\kappa(x+h)+\kappa(x))^{r} \mathrm{~d} x\right)^{\frac{1}{r}} \\
& \cdot\left(\int_{B_{t}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{\frac{(q-1)(2 q-p) r}{(2 q-p)(r-1)-r}} \mathrm{~d} x\right)^{\frac{(2 q-p)(r-1)-r}{(2 q-p) r}} \\
&=: V I_{a}+V I_{b},
\end{aligned}
$$

where we used also Hölder's inequality. Let us focus on the term $V I_{a}$. Note that (9.7) implies

$$
\begin{equation*}
\frac{q r}{r-1}<\frac{(2 q-p) r}{r-1}<\frac{(2 q-p) r}{r-2}<\frac{n p}{n-2} \tag{9.23}
\end{equation*}
$$

Since we already noticed that $u_{\varepsilon} \in W_{\operatorname{loc}}^{1, \frac{n p}{n-2}}(\Omega)$, we can apply Lemma 8.2 obtaining

$$
\begin{equation*}
V I_{a} \leq|h|^{2} \frac{C(n, q, r)}{(t-s)^{2}}\left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{\frac{q r}{r-1}} \mathrm{~d} x\right)^{\frac{r-1}{r}}\left(\int_{B_{R / 2}} \kappa^{r}(x) \mathrm{d} x\right)^{\frac{1}{r}} \tag{9.24}
\end{equation*}
$$

Hence, owing again to (9.23), we can use the interpolation inequality

$$
\|D v\|_{L^{\frac{q r}{r-1}\left(\Omega^{\prime}\right)}} \leq\|D v\|_{L^{p}\left(\Omega^{\prime}\right)}^{\delta^{\prime}}\|D v\|_{L^{\frac{n p}{n-2}\left(\Omega^{\prime}\right)}}^{1-\delta^{\prime}} \quad \forall \Omega^{\prime} \Subset \Omega
$$

where $0<\delta^{\prime}<1$ is defined through the condition

$$
\frac{r-1}{q r}=\frac{\delta^{\prime}}{p}+\frac{\left(1-\delta^{\prime}\right)(n-2)}{n p}
$$

which implies

$$
\delta^{\prime}=\frac{p(n r-n)-q(n r-2 r)}{2 q r}, \quad \quad 1-\delta^{\prime}=\frac{n(q r-p r+p)}{2 q r}
$$

We get

$$
\begin{align*}
& \left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{\frac{q r}{r-1}} \mathrm{~d} x\right)^{\frac{r-1}{r}} \\
& \leq\left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{p} \mathrm{~d} x\right)^{\frac{\delta^{\prime} q}{p}}\left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{\frac{n p}{n-2}} \mathrm{~d} x\right)^{\frac{(n-2)(q r-p r+p)}{2 p r}}  \tag{9.25}\\
& 181
\end{align*}
$$

Plugging (9.25) into (9.24) and using Young's inequality with conjugate exponents $\frac{2 p r}{2 p r-n(q r-p r+p)}$ and $\frac{2 p r}{n(q r-p r+p)}$ (which are bigger that 1 thanks to (9.4)) yields

$$
\begin{aligned}
V I_{a} \leq & |h|^{2} \frac{C_{\Theta}}{(t-s)^{\frac{4 p r}{2 p r-n(q r-p r+p)}}}\left(\int_{B_{R / 2}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{p} \mathrm{~d} x\right)^{\frac{\delta^{\prime} q r}{2 p r-n(q r-p r+p)}} \\
& \cdot\left(\int_{B_{R / 2}} \kappa^{r}(x) \mathrm{d} x\right)^{\frac{2 p}{2 p r-n(q r-p r+p)}}+\Theta|h|^{2}\left(\int_{B_{t}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{\frac{n p}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}}
\end{aligned}
$$

with $\Theta$ as above. Finally, concerning the term $V I_{b}$, since $D \psi \in L_{\text {loc }}^{2 q-p}(\Omega)$ we can apply Lemma 8.2 and then argue as we did to obtain (9.22), getting

$$
\begin{aligned}
V I_{b} & \leq|h|^{2} \frac{C_{\Theta}(R)}{(t-s)^{\frac{2 p}{1+p-q}}}\left(\int_{B_{R / 2}}|D \psi(x)|^{2 q-p} \mathrm{~d} x\right)^{\frac{p}{(1+p-q)(2 q-p)}}\left(\int_{B_{R / 2}} \kappa^{r}(x) \mathrm{d} x\right)^{\frac{p}{(1+p-q) r}} \\
& +\Theta|h|^{2}\left(\int_{B_{t}}\left(1+\left.\left|D u_{\varepsilon}(x)\right|\right|^{\frac{n p}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}}\right.
\end{aligned}
$$

with $\Theta$ as above. Summarizing the above computations we come to

$$
\begin{aligned}
|V I| & \leq|h|^{2} \frac{C_{\Theta}}{(t-s)^{\frac{44 r}{2 p r-n(q r-p r+p)}}}\left(\int_{B_{R / 2}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{p} \mathrm{~d} x\right)^{\frac{\delta^{\prime} 2 q r}{2 p p-n(q r-p r+p)}} \\
& \cdot\left(\int_{B_{R / 2}} \kappa^{r}(x) \mathrm{d} x\right)^{\frac{2 p}{2 p r-n(q r-p r+p)}} \\
& +|h|^{2} \frac{C_{\Theta}(R)}{(t-s)^{\frac{2 p}{1+p-q}}}\left(\int_{B_{R / 2}}|D \psi(x)|^{2 q-p} \mathrm{~d} x\right)^{\frac{p}{(1+p-q)(2 q-p)}}\left(\int_{B_{R / 2}} \kappa^{r}(x) \mathrm{d} x\right)^{\frac{p}{(1+p-q) r}} \\
& +\Theta|h|^{2}\left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{\frac{n p}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}} .
\end{aligned}
$$

Inserting estimates $(9.11),(9.13),(9.17),(9.20),(9.22)$ and (9.26) in (9.10), we infer

$$
\begin{aligned}
& \nu \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{\varepsilon}\right|^{2}\left(\mu^{2}+\left|D u_{\varepsilon}(x+h)\right|^{2}+\left|D u_{\varepsilon}(x)\right|^{2}\right)^{\frac{p-2}{2}} \mathrm{~d} x \\
& \leq 3 \vartheta \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{\varepsilon}\right|^{2}\left(\mu^{2}+\left|D u_{\varepsilon}(x+h)\right|^{2}+\left|D u_{\varepsilon}(x)\right|^{2}\right)^{\frac{p-2}{2}} \mathrm{~d} x \\
& +2 \Theta|h|^{2}\left(\int_{B_{t}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{\frac{n p}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}}+3 \Theta|h|^{2}\left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{\frac{n p}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}} \\
& +C_{\theta, \Theta}(L, R)|h|^{2}\left(\int_{B_{t^{\prime}}}\left|D^{2} \psi\right|^{2 q-p} \mathrm{~d} x\right)^{\frac{p}{(2 q-p)(2+p-q)}} \\
& +|h|^{2} \frac{C_{\vartheta, \Theta}(L)}{(t-s)^{\frac{2 p}{p-n(q-p)}}}\left(\int_{B_{R / 2}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{p} \mathrm{~d} x\right)^{\frac{\delta_{0}(2 q-p)}{p-2(q-p)}}+|h|^{2} \frac{C_{\vartheta}(n, p, q, L)}{(t-s)^{2}} \int_{B_{R / 2}}|D \psi(x)|^{2 q-p} \mathrm{~d} x \\
& +C_{\vartheta, \Theta}|h|^{2}\left(\int_{B_{R / 2}} \kappa^{r}(x) \mathrm{d} x\right)^{\frac{2 p}{p r-n(q r-p r+p)}}\left(\int_{B_{R / 2}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{p} \mathrm{~d} x\right)^{\frac{\delta(2 q-p) r}{p r-n(q r-p r+p)}} \\
& +C_{\Theta}(R)|h|^{2}\left(\int_{B_{R / 2}} \kappa^{r}(x) \mathrm{d} x\right)^{\frac{p}{(1+p-q) r}}\left(\int_{B_{R / 2}}\left|D^{2} \psi\right|^{2 q-p} \mathrm{~d} x\right)^{\frac{p}{(1+p-q)(2 q-p)}} \\
& +|h|^{2} \frac{C_{\Theta}}{(t-s)^{\frac{4 p r}{2 p r-n(q r-p r+p)}}}\left(\int_{B_{R / 2}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{p} \mathrm{~d} x\right)^{\frac{\delta^{\prime} 2 q r}{2 p r-n(q r-p r+p)}}\left(\int_{B_{R / 2}} \kappa^{r}(x) \mathrm{d} x\right)^{\frac{2 p}{2 p r-n(q r-p r+p)}} \\
& =: 3 \vartheta \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{\varepsilon}\right|^{2}\left(\mu^{2}+\left|D u_{\varepsilon}(x+h)\right|^{2}+\left|D u_{\varepsilon}(x)\right|^{2}\right)^{\frac{p-2}{2}} \mathrm{~d} x \\
& +2 \Theta|h|^{2}\left(\int_{B_{t}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{\frac{n p}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}}+3 \Theta|h|^{2}\left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{\frac{n p}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}} \\
& +|h|^{2} A+|h|^{2} \frac{B}{(t-s)^{2}}+|h|^{2} \frac{C_{1}}{(t-s)^{\gamma_{1}}}+|h|^{2} \frac{C_{2}}{(t-s)^{\gamma_{2}}}+|h|^{2} \frac{C_{3}}{(t-s)^{\gamma_{3}}} .
\end{aligned}
$$

Choosing $\vartheta=\frac{\nu}{6}$, we can reabsorb the first integral on the right-hand side of previous estimate by the left-hand side thus getting

$$
\begin{align*}
& \frac{\nu}{2} \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{\varepsilon}\right|^{2}\left(\mu^{2}+\left|D u_{\varepsilon}(x+h)\right|^{2}+\left|D u_{\varepsilon}(x)\right|^{2}\right)^{\frac{p-2}{2}} \mathrm{~d} x \\
& \leq 2 \Theta|h|^{2}\left(\int_{B_{t}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{\frac{n p}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}}+3 \Theta|h|^{2}\left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{\frac{n p}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}}  \tag{9.27}\\
& +|h|^{2} A+|h|^{2} \frac{B}{(t-s)^{2}}+|h|^{2} \frac{C_{1}}{(t-s)^{\gamma_{1}}}+|h|^{2} \frac{C_{2}}{(t-s)^{\gamma_{2}}}+|h|^{2} \frac{C_{3}}{(t-s)^{\gamma_{3}}}
\end{align*}
$$

Using Lemma 8.5 on the left-hand side of the previous estimate and recalling that $\eta \equiv 1$ on $B_{s}$ we get

$$
\begin{aligned}
& \frac{\nu}{2 c} \int_{B_{s}}\left|\tau_{h} V_{p}\left(D u_{\varepsilon}\right)\right|^{2} \mathrm{~d} x \\
& \leq\left(2 \Theta\left(\int_{B_{t}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{\frac{n p}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}}+3 \Theta\left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{\frac{n p}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}}\right. \\
& \left.\quad+A+\frac{B}{(t-s)^{2}}+\frac{C_{1}}{(t-s)^{\gamma_{1}}}+\frac{C_{2}}{(t-s)^{\gamma_{2}}}+\frac{C_{3}}{(t-s)^{\gamma_{3}}}\right)|h|^{2}
\end{aligned}
$$

and from Lemma 8.3 and inequality (8.4) also

$$
\begin{aligned}
& \int_{B_{s}}\left|D u_{\varepsilon}(x)\right|^{\frac{n p}{n-2}} \mathrm{~d} x \\
& \leq 2 \Theta\left(\int_{B_{t}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{\frac{n p}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}}+3 \Theta\left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{\frac{n p}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}} \\
& \quad+A+\frac{B}{(t-s)^{2}}+\frac{C_{1}}{(t-s)^{\gamma_{1}}}+\frac{C_{2}}{(t-s)^{\gamma_{2}}}+\frac{C_{3}}{(t-s)^{\gamma_{3}}}
\end{aligned}
$$

Setting

$$
\phi(r)=\left(\int_{B_{r}} \left\lvert\, D u_{\varepsilon}(x)^{\frac{n p}{n-2}} \mathrm{~d} x\right.\right)^{\frac{n-2}{n}}
$$

and possibly redefining the constants, we can rewrite the previous inequality as

$$
\phi(s) \leq 2 \Theta \phi(t)+3 \Theta \phi\left(t^{\prime}\right)+A+\frac{B}{(t-s)^{2}}+\frac{C_{1}}{(t-s)^{\gamma_{1}}}+\frac{C_{2}}{(t-s)^{\gamma_{2}}}+\frac{C_{3}}{(t-s)^{\gamma_{3}}}
$$

Notice that we can choose $\Theta$ small enough to satisfy $\Theta<1 / 3<1 / 2$. Thus we can apply Lemma 8.6 obtaining

$$
\phi(\rho) \leq c\left(2 \Theta \phi\left(t^{\prime}\right)+A+\frac{B}{\left(t^{\prime}-\rho\right)^{2}}+\frac{C_{1}}{\left(t^{\prime}-\rho\right)^{\gamma_{1}}}+\frac{C_{2}}{\left(t^{\prime}-\rho\right)^{\gamma_{2}}}+\frac{C_{3}}{\left(t^{\prime}-\rho\right)^{\gamma_{3}}}\right)
$$

for some $c=c\left(\Theta, \gamma_{1}, \gamma_{2}, \gamma_{3}\right)$. But then, applying Lemma 8.6 one more time we get

$$
\phi\left(\frac{R}{8}\right) \leq \tilde{c}\left(A+\frac{B}{R^{2}}+\frac{C_{1}}{R^{\gamma_{1}}}+\frac{C_{2}}{R^{\gamma_{2}}}+\frac{C_{3}}{R^{\gamma_{3}}}\right)
$$

with $\tilde{c}=\tilde{c}\left(\Theta, \gamma_{1}, \gamma_{2}, \gamma_{3}\right)$. Then, using again Lemma 8.3 with $p=2, F=V_{p}\left(D u_{\varepsilon}\right)$ on the left-hand side of (9.27), by the arbitrariness of the ball $B_{R / 8}$ and our regularity hypothesis on the obstacle we infer the a priori estimate

$$
\begin{equation*}
\int_{B_{R / 8}}\left|D\left(V_{p}\left(D u_{\varepsilon}(x)\right)\right)\right|^{2} \mathrm{~d} x \leq C\left(\int_{B_{R / 2}}\left(1+\left|D u_{\varepsilon}(x)\right|\right)^{p} \mathrm{~d} x\right)^{\beta} \tag{9.28}
\end{equation*}
$$

with $C=C(n, p, q, r, \nu, L, R)$ and

$$
\beta=\max \left\{\frac{\delta_{0}(2 q-p)}{p-n(q-p)}, \frac{\delta(2 q-p) r}{p r-n(q r-p r+p)}, \frac{\delta^{\prime} 2 q r}{2 p r-n(q r-p r+p)}\right\}
$$

## Step 2: Passage to the limit

Now we conclude the proof by passing to the limit in the approximating problem. The limit procedure is standard (see e.g. [35]). By the growth conditions at (III) of Lemma 9.10 and the minimality of $u_{\varepsilon}$ for $F_{\varepsilon}$ we get

$$
\begin{aligned}
\int_{B_{R}}\left|D u_{\varepsilon}(x)\right|^{p} \mathrm{~d} x & \leq C\left(K_{0}\right) \int_{B_{R}} F_{\varepsilon}\left(x, D u_{\varepsilon}(x)\right) \mathrm{d} x \\
& \leq C\left(K_{0}\right) \int_{B_{R}} F_{\varepsilon}(x, D u(x)) \mathrm{d} x \\
& \leq C\left(K_{0}\right) \int_{B_{R}} F(x, D u(x)) \mathrm{d} x
\end{aligned}
$$

where in the last inequality we used also (I) of Lemma 9.10. Since $F\left(x, D u_{0}(x)\right) \in L_{\text {loc }}^{1}(\Omega)$ by assumption, by the minimality of $u$ for $F$ we deduce also $F(x, D u) \in L_{\text {loc }}^{1}(\Omega)$. Then, up to subsequences, there exists $\bar{u} \in u+W_{0}^{1, p}\left(B_{R}\right)$ such that

$$
u_{\varepsilon} \rightarrow \bar{u} \quad \text { weakly in } u+W_{0}^{1, p}\left(B_{R}\right)
$$

Our next step is to show that $\bar{u}$ is a solution to our obstacle problem over the ball $B_{R}$, that is, it minimizes the functional $\int_{\Omega} F(x, D w) \mathrm{d} x$ in $u+W_{0}^{1, p}\left(B_{R}\right)$. To this aim fix $\varepsilon_{0}$ and observe that, by (I) in Lemma 9.10, it holds

$$
\begin{equation*}
\int_{B_{R}} F_{\varepsilon_{0}}\left(x, D u_{\varepsilon}(x)\right) \mathrm{d} x \leq \int_{B_{R}} F_{\varepsilon}\left(x, D u_{\varepsilon}(x)\right) \mathrm{d} x \leq \int_{B_{R}} F\left(x, D u_{\varepsilon}(x)\right) \mathrm{d} x \tag{9.29}
\end{equation*}
$$

for $\varepsilon>\varepsilon_{0}$. By the lower semicontinuity of the functional $v \mapsto \int_{B_{R}} F_{\varepsilon_{0}}(x, D v(x)) \mathrm{d} x$ on $W^{1, p}$, estimate (9.29) and again the minimality of $u_{\varepsilon}$ it follows

$$
\int_{B_{R}} F_{\varepsilon_{0}}(x, D \bar{u}) \mathrm{d} x \leq \liminf _{\varepsilon \rightarrow 0} \int_{B_{R}} F_{\varepsilon_{0}}\left(x, D u_{\varepsilon}\right) \mathrm{d} x \leq \int_{B_{R}} F(x, D u) \mathrm{d} x
$$

Again by (I) in Lemma 9.10, we can use the Monotone Convergence Theorem on the left-hand side of the previous estimate to deduce

$$
\int_{B_{R}} F(x, D \bar{u}) \mathrm{d} x=\lim _{\varepsilon_{0} \rightarrow 0} \int_{B_{R}} F_{\varepsilon_{0}}(x, D \bar{u}) \mathrm{d} x \leq \int_{B_{R}} F(x, D u) \mathrm{d} x
$$

Note also that, since $u_{\varepsilon} \in \mathcal{K}_{\psi}(\Omega)$ for every $\varepsilon$ and $\mathcal{K}_{\psi}(\Omega)$ is a closed set, we have $\bar{u} \in \mathcal{K}_{\psi}(\Omega)$. We have then proved that the limit function $\bar{u}$ is a solution to the minimization problem

$$
\min \left\{\int_{\Omega} F(x, D w) \mathrm{d} x: w \in u+W_{0}^{1, p}\left(B_{R}\right), w \in \mathcal{K}_{\psi}(\Omega)\right\}
$$

It only remains to show that the minimizer has the regularity stated in Theorem 9.8. First of all, note that the strict convexity of $F$ yields $\bar{u}=u$. From estimate (9.28) and by compact embedding we infer

$$
\begin{array}{ll}
V_{p}\left(D u_{\varepsilon}\right) \rightarrow v & \text { weakly in } W_{\mathrm{loc}}^{1,2}(\Omega) \\
V_{p}\left(D u_{\varepsilon}\right) \rightarrow v & \text { strongly in } L_{\mathrm{loc}}^{2}(\Omega)
\end{array}
$$

from which we deduce, together with inequality (8.2),

$$
D u_{\varepsilon} \rightarrow \bar{w} \quad \text { strongly in } L_{\mathrm{loc}}^{p}(\Omega)
$$

We thus have the strong convergence

$$
u_{\varepsilon} \rightarrow \bar{u}=u \quad \text { strongly in } u+W_{0}^{1, p}\left(B_{R}\right)
$$

Hence we can pass to the limit in estimate (9.28) and conclude that $V_{p}(D u) \in W_{\text {loc }}^{1,2}(\Omega)$, which is the claim of Theorem 9.8.

Remark 9.11. As already mentioned, now that we have gained some extra regularity for the solution of the obstacle problem (IV.2), we can reformulate it as a variational inequality in the spirit of Proposition 9.1, provided we consider a new class $\mathcal{K}_{\psi}^{\text {new }}(\Omega)$.
Let $u \in \mathcal{K}_{\psi}(\Omega)$ be a solution to (IV.2) under Hypothesis 9.5. Let $\varphi \in \mathcal{K}_{\psi}(\Omega)$. Looking at the proof of Proposition 9.1, we see that the growth conditions came into play only when we proved that $I_{2}$ was finite. Now, by (F3),

$$
\begin{aligned}
I_{2} & \leq \varepsilon \int_{\Omega} \int_{0}^{1} s \int_{0}^{1}\left|D_{\xi \xi} F(x, D u+t s \varepsilon D(\varphi-u))\right||D(\varphi-u)|^{2} \mathrm{~d} t \mathrm{~d} s \mathrm{~d} x \\
& \leq \varepsilon \int_{\Omega} \int_{0}^{1} s \int_{0}^{1} \tilde{L}\left(\mu^{2}+|D u+t s \varepsilon D(\varphi-u)|^{2}\right)^{\frac{q-2}{2}}|D(\varphi-u)|^{2} \mathrm{~d} t \mathrm{~d} s \mathrm{~d} x \\
& \leq \varepsilon \tilde{L} \int_{\Omega}\left(\mu^{2}+|D u|^{2}+\varepsilon^{2}|D(\varphi-u)|^{2}\right)^{\frac{q-2}{2}}|D(\varphi-u)|^{2} \mathrm{~d} x .
\end{aligned}
$$

Note that the sharp inequality (9.7) coming from condition (9.4) entails

$$
q<\frac{(2 q-p) r}{r-2}<\frac{n p}{n-2}<p^{*}
$$

hence by Theorem 9.8 and the Sobolev embedding we have that

$$
D u \in L_{\mathrm{loc}}^{p^{*}}(\Omega) \hookrightarrow L_{\mathrm{loc}}^{q}(\Omega) .
$$

Thus, arguing as in the proof of Proposition 9.1 and letting $\varepsilon \rightarrow 0$ we see that

$$
\int_{\Omega}\langle\mathcal{A}(x, D u), D(\varphi-u)\rangle \mathrm{d} x \geq 0 \quad \text { for all } \varphi \in \mathcal{K}_{\psi}^{\mathrm{new}}(\Omega)
$$

where

$$
\mathcal{K}_{\psi}^{\mathrm{new}}(\Omega):=\left\{w \in u_{0}+W_{0}^{1, q}(\Omega): w \geq \psi \text { a.e. in } \Omega\right\}
$$

with $u_{0} \in W^{1, q}(\Omega)$ fixed boundary value.

### 9.2.2 A second higher differentiability result

In this section we report and briefly comment the achievements from [72], where we proved that the higher differentiability result remains true also under the hypothesis $D \psi \in W_{\mathrm{loc}}^{1, r}(\Omega)$. The statement is the following.

Theorem 9.12. Let $u \in \mathcal{K}_{\psi}(\Omega)$ be the solution to the obstacle problem (IV.2). Suppose that $F$ satisfies Hypothesis 9.5 for exponents $2 \leq p<n, p<q, r>n$ as in (9.4) and for a function $\kappa \in L_{\mathrm{loc}}^{r}(\Omega)$. Then it holds

$$
\begin{equation*}
D \psi \in W_{\mathrm{loc}}^{1, r}(\Omega) \quad \Rightarrow \quad\left(\mu^{2}+|D u|^{2}\right)^{\frac{p-2}{4}} D u \in W_{\mathrm{loc}}^{1,2}(\Omega) . \tag{9.30}
\end{equation*}
$$

We are not going to give the proof of this result, since it exploits the same techniques we have already seen in the previous section.

It is worth noting that if $q<n$ then Theorem 9.12 ends up to be a consequence of Theorem 9.8 , since in this case $2 q-p<r$. Indeed (9.4) is equivalent to

$$
r>\frac{1}{1+\frac{1}{n}-\frac{q}{p}}
$$

If we are able to show that

$$
2 q-p<\frac{1}{1+\frac{1}{n}-\frac{q}{p}},
$$

then our result follows. We have

$$
2 q-p<\frac{1}{1+\frac{1}{n}-\frac{q}{p}} \Leftrightarrow 2 q-p<\frac{n p}{n p+p-n q} \Leftrightarrow p q+p(q-p)<n p+n q(q-p)+n(q-p)^{2}
$$

which holds true as long as $p(q-p)<n q(q-p)$ and $q p<n p$, since we are assuming $q<n$.
However, if nothing is assumed on the relationship between $q$ and $n$, the previous turns out to be a completely independent result.

### 9.3 The case of nearly-linear growth conditions

There are few results in the literature dealing with the case of nearly-linear growth conditions. We mention the classical papers $[67,82]$ and the more recent [122] in the case of equations of functionals, and $[38,66]$ in the case of obstacle problems.

The aim of this section is the study of the higher differentiability properties of the gradient of functions $u \in W^{1,1}(\Omega)$ which are solutions to variational obstacle problems of the form (IV.2) in the setting of nearly-linear growth conditions. The obstacle $\psi$ belongs to the Sobolev space $W^{1,1}(\Omega)$, and the class $\mathcal{K}_{\psi}(\Omega)$ is defined as

$$
\begin{equation*}
\mathcal{K}_{\psi}(\Omega):=\left\{w \in W^{1,1}(\Omega): w \geq \psi \text { a. e. in } \Omega\right\} . \tag{9.31}
\end{equation*}
$$

We require the data of our problem to fulfill the following hypotheses.
Hypothesis 9.13. Let $\Omega \subset \mathbb{R}^{n}$ be a bounded open domain. For the Lagrangian functional $F$ : $\Omega \times \mathbb{R}^{n} \rightarrow[0,+\infty)$ we shall assume that:
(i) it is a Carathéodory function, that is, $F(\cdot, \xi)$ measurable for every $\xi \in \mathbb{R}^{n}$ and $F(x, \cdot)$ continuous for a.e. $x \in \Omega$;
(ii) $\xi \mapsto F(x, \xi)$ is a strictly convex $C^{2}$ function for a. e. $x \in \Omega$;
(iii) there exist positive constants $\tilde{\nu}, \tilde{L}, \tilde{\ell}$ and an exponent $1<q<\infty$ such that

$$
\begin{gather*}
\frac{1}{\tilde{\ell}} \bar{F}(|\xi|) \leq F(x, \xi) \leq \tilde{\ell}\left(1+|\xi|^{q}\right)  \tag{n1}\\
\left\langle D_{\xi \xi} F(x, \xi) \lambda, \lambda\right\rangle \geq \tilde{\nu}\left(1+|\xi|^{2}\right)^{-\frac{1}{2}}|\lambda|^{2}  \tag{n1}\\
\left|D_{\xi \xi} F(x, \xi)\right| \leq \tilde{L}\left(1+|\xi|^{2}\right)^{\frac{q-2}{2}}  \tag{n1}\\
\left|D_{\xi x} F(x, \xi)\right| \leq k(x)\left(1+|\xi|^{2}\right)^{\frac{q-1}{2}} \tag{n1}
\end{gather*}
$$

for a.e. $x \in \Omega$ and every $\xi \in \mathbb{R}^{n}$. The two functions $k: \Omega \rightarrow[0,+\infty)$ and $\bar{F}:[0,+\infty) \rightarrow[0,+\infty)$ satisfy respectively $k \in L_{\mathrm{loc}}^{r}(\Omega)$ with $r>n$ and

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} \frac{\bar{F}(t)}{t}=+\infty . \tag{9.32}
\end{equation*}
$$

Finally, to avoid trivialities, we shall assume that the set of admissible functions $\mathcal{K}_{\psi}(\Omega)$ is not empty and that a solution $u$ to (IV.2), (9.31) is such that $F(x, D u) \in L_{\text {loc }}^{1}(\Omega)$.

Remark 9.14. The growth assumption $\left(F_{\mathrm{nl}}\right)$ together with (9.32) guarantees the coercivity of the functional $F$, so that we can still apply [37, Theorem 3.30] to deduce the existence of a solution to the obstacle problem (IV.2), (9.31).

Note that functionals with nearly-linear growth have features in common with the ones satisfying nonstandard growth since, by virtue of (9.32), we have that

$$
c|\xi| \leq F(x, \xi) \leq \tilde{\ell}\left(1+|\xi|^{q}\right) .
$$

It is well-known that in this setting the Lavrentiev phenomenon may occur (see Remark 9.7). We therefore assume to be in the situation where irregularity phenomena can be ruled out, in the following sense. According to [38], for any $B \Subset \Omega$ we consider the set

$$
\mathcal{K}_{\psi}^{*}(\Omega):=W_{\mathrm{loc}}^{1,1}(\Omega) \cap\left\{w \in W^{1, q}(B): w \geq \psi \text { a. e. in } B\right\} .
$$

Then, in the spirit of Remark 9.7, we define

$$
\mathcal{F}(u, \Omega):=\int_{\Omega} F(x, D u) \mathrm{d} x
$$

and introduce the relaxed functional

$$
\begin{equation*}
\overline{\mathcal{F}}(u, B):=\inf _{\mathcal{C}(u)}\left\{\liminf _{j} \inf \mathcal{F}\left(u_{j}, B\right)\right\}, \tag{9.33}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{C}(u):=\left\{\left\{u_{j}\right\}_{j \in \mathbb{N}} \subset \mathcal{K}_{\psi}^{*}(\Omega): u_{j} \rightharpoonup u \text { weakly in } W^{1,1}(B)\right\} . \tag{9.34}
\end{equation*}
$$

Then we consider the Lavrentiev gap functional

$$
\mathcal{L}(u, B):=\overline{\mathcal{F}}(u, B)-\mathcal{F}(u, B) .
$$

We will assume that in our setting it holds $\mathcal{L}(u, B)=0$ for all $B \Subset \Omega$. This leads to the following nice characterization that will be useful in the passage to the limit procedure.

Lemma 9.15. For any fixed ball $B \Subset \Omega$, let $u \in \mathcal{K}_{\psi}(\Omega)$ be such that $\mathcal{F}(u, B)<\infty$. Then $\mathcal{L}(u, B)=0$ if and only if there exists a sequence $\left\{u_{j}\right\}_{j \in N} \subset W^{1, q}(B)$ such that $u_{j} \geq \psi$ a.e. in $B, u_{j} \rightharpoonup u$ weakly in $W^{1,1}(B)$ and $\mathcal{F}\left(u_{j}, B\right) \rightarrow \mathcal{F}(u, B)$.

Proof. Following [1], we define the set of good sequences for $u$ in $B$ as

$$
\mathcal{G}(u, B):=\left\{\left\{u_{j}\right\}_{j \in \mathbb{N}} \in \mathcal{C}(u): \overline{\mathcal{F}}(u, B)=\lim _{j \rightarrow \infty} \mathcal{F}\left(u_{j}, B\right)\right\}
$$

where $\mathcal{C}(u)$ is defined in (9.34). It is clear that $\mathcal{G}(u, B)$ is nonempty. Hence, that $\mathcal{L}(u, B)=0$ implies the existence of the desired sequence follows immediately from the definition of $\overline{\mathcal{F}}(u, B)$ by choosing any good sequence for $u$ in $B$.
Conversely, in view of Ioffe's Theorem (see [86]), the functional $\mathcal{F}$ is lower semicontinuous and thus $\mathcal{F}(u, B) \leq \overline{\mathcal{F}}(u, B)$ for all $u \in \mathcal{K}_{\psi}(\Omega)$. On the other hand, since we are assuming $\mathcal{F}\left(u_{j}, B\right) \rightarrow \mathcal{F}(u, B)$, by the definition of $\overline{\mathcal{F}}(u, B)$ in (9.33) we obtain the converse inequality. Thus $\mathcal{L}(u, B)=0$.

In analogy with (9.4), we shall assume also that

$$
\begin{equation*}
q<1+\frac{1}{n}-\frac{1}{r} \tag{9.35}
\end{equation*}
$$

Remark 9.16. Inequality (9.35) implies that $q$ is such that

$$
1<q<1+\frac{1}{2}=\frac{3}{2} .
$$

The main result of this section is the following theorem from [73].
Theorem 9.17. Let $u$ be a solution to the obstacle problem (IV.2), (9.31) such that $\mathcal{L}\left(u, B_{R}\right)=0$ for all $B_{R} \Subset \Omega$. Suppose that $F$ satisfies Hypothesis 9.13 for exponents $q, r$ as in (9.35). Then

$$
D \psi \in W_{\mathrm{loc}}^{1, r}(\Omega) \quad \Rightarrow \quad\left(1+|D u|^{2}\right)^{-1 / 4} D u \in W_{\mathrm{loc}}^{1,2}(\Omega)
$$

### 9.3.1 Proof of the main result

We are now going to prove Theorem 9.17. The first part of the proof is devoted to the construction of an approximating minimization problem, whose solution satisfies a suitable a priori estimate. In the second step we conclude showing that the estimate is preserved in passing to the limit, and this yields the desired regularity result.

## Step 1: Approximation and derivation of estimates

Let us fix a ball $B_{R} \Subset \Omega$. We first use Proposition 9.5 to get the existence of a sequence $\left\{\tilde{u}_{j}\right\}_{j \in \mathbb{N}} \subset$ $W^{1, q}\left(B_{R}\right)$ such that

$$
\begin{gather*}
\tilde{u}_{j} \geq \psi \text { a.e. in } B_{R}, \quad \tilde{u}_{j} \rightharpoonup u \text { weakly in } W^{1,1}\left(B_{R}\right), \\
\int_{B_{R}} F\left(x, D \tilde{u}_{j}\right) \mathrm{d} x \rightarrow \int_{B_{R}} F(x, D u) \mathrm{d} x . \tag{9.36}
\end{gather*}
$$

Then, following [38], we consider the sequence of functionals $F_{j}(x, \xi)$ defined by

$$
\begin{equation*}
F_{j}(x, \xi):=F(x, \xi)+\frac{\varepsilon_{j}}{q}\left(1+|\xi|^{2}\right)^{\frac{q}{2}}, \tag{9.37}
\end{equation*}
$$

where

$$
\begin{equation*}
\varepsilon_{j}:=\left(1+j+\left\|D \tilde{u}_{j}\right\|_{L^{q}\left(B_{R}\right)}^{2 q}\right)^{-1} . \tag{9.38}
\end{equation*}
$$

By Direct Methods and convexity, we get that for any $j \in \mathbb{N}$ there exists a unique solution $u_{j} \in$ $\tilde{u}_{j}+W_{0}^{1, q}\left(B_{R}\right)$ to the obstacle problem

$$
\min \left\{\int_{\Omega} F_{j}(x, D w) \mathrm{d} x: w \in \mathcal{K}_{\psi}(\Omega)\right\} .
$$

Since $F_{j}(x, \xi)$ satisfies standard growth conditions, setting

$$
\mathcal{A}_{j}(x, \xi)=D_{\xi} F_{j}(x, \xi)
$$

from Proposition 9.1 we get that $u_{j}$ is a solution to the variational inequality

$$
\begin{equation*}
\int_{\Omega}\left\langle\mathcal{A}_{j}\left(x, D u_{j}\right), D\left(\varphi-u_{j}\right)\right\rangle \mathrm{d} x \geq 0 \quad \forall \varphi \in \mathcal{K}_{\psi}(\Omega) . \tag{9.39}
\end{equation*}
$$

Moreover, from $\left(F_{\mathrm{n} 1} 1\right)-\left(F_{\mathrm{n} 1} 4\right)$ it follows that there exist positive constants $\nu, L, \ell$ and a function $\kappa \in L_{\text {loc }}^{r}(\Omega)$ such that for a. e. $x, y \in \Omega$ and every $\xi, \eta \in \mathbb{R}^{n}$ the following conditions hold

$$
\begin{gather*}
\left\langle\mathcal{A}_{j}(x, \xi)-\mathcal{A}_{j}(x, \eta), \xi-\eta\right\rangle \geq \nu|\xi-\eta|^{2}\left(1+|\xi|^{2}+|\eta|^{2}\right)^{-\frac{1}{2}}  \tag{j}\\
\left|\mathcal{A}_{j}(x, \xi)-\mathcal{A}_{j}(x, \eta)\right| \leq L|\xi-\eta|\left(1+|\xi|^{2}+|\eta|^{2}\right)^{\frac{q-2}{2}}  \tag{j}\\
\left|\mathcal{A}_{j}(x, \xi)\right| \leq \ell\left(1+|\xi|^{2}\right)^{\frac{q-1}{2}}  \tag{j}\\
\left|\mathcal{A}_{j}(x, \xi)-\mathcal{A}_{j}(y, \xi)\right| \leq(\kappa(x)+\kappa(y))|x-y|\left(1+|\xi|^{2}\right)^{\frac{q-1}{2}} . \tag{j}
\end{gather*}
$$

Before we start with the derivation of estimates, note that it holds, according to the notation introduced in (8.1),

$$
\left|V_{1}\left(D u_{j}\right)\right|^{2}=\frac{\left|D u_{j}\right|^{2}}{\sqrt{1+\left|D u_{j}\right|^{2}}} \leq\left|D u_{j}\right|
$$

Thus, since we are considering $u_{j} \in W^{1, q}\left(B_{R}\right)$ with $q>1$, we find that $V_{1}\left(D u_{j}\right) \in L^{2}\left(B_{R}\right)$. Applying Lemma 8.3 with $p=2, F=V_{1}\left(D u_{j}\right)$ together with inequality (8.3) we obtain

$$
D u_{j} \in L^{\frac{n}{n-2}}\left(B_{R}\right)
$$

Thus the integral

$$
\int_{B_{R}}\left(1+\left|D u_{j}(x)\right|\right)^{\frac{n}{n-2}} \mathrm{~d} x
$$

which will frequently appear in the sequel, is finite.

Let us now fix radii $0<\frac{R}{8}<\rho<s<t<t^{\prime}<\frac{R}{4}$ and a cut off function $\eta \in C_{0}^{\infty}\left(B_{t}\right)$ such that $0 \leq \eta \leq 1, \eta=1$ on $B_{s},|D \eta| \leq \frac{C}{t-s}$. Consider the function

$$
\varphi(x)=u_{j}(x)-\frac{\lambda}{h^{2}} \tau_{-h}\left(\eta^{2}(x) \tau_{h}\left(u_{j}-\psi\right)(x)\right)
$$

with $\tau_{h}$ defined in Subsection 8.1. Notice that, when $\lambda>0$ is sufficiently small, $\varphi$ is an admissible test function in the variational inequality (9.39), that is, $\varphi \in \mathcal{K}_{\psi}(\Omega)$. Indeed

$$
\begin{aligned}
\varphi(x)-\psi(x) & =\left(u_{j}-\psi\right)(x)-\frac{\lambda}{h^{2}} \tau_{-h}\left(\eta^{2}(x) \tau_{h}\left(u_{j}-\psi\right)(x)\right) \\
& =\left(u_{j}-\psi\right)(x)+\frac{\lambda}{h^{2}} \eta^{2}(x)\left(\left(u_{j}-\psi\right)(x+h)-\left(u_{j}-\psi\right)(x)\right) \\
& -\frac{\lambda}{h^{2}} \eta^{2}(x-h)\left(\left(u_{j}-\psi\right)(x)-\left(u_{j}-\psi\right)(x-h)\right) \\
& =\left(u_{j}-\psi\right)(x)\left(1-\frac{\lambda}{h^{2}} \eta^{2}(x)-\frac{\lambda}{h^{2}} \eta^{2}(x-h)\right) \\
& +\frac{\lambda}{h^{2}}\left(\eta^{2}(x)\left(u_{j}-\psi\right)(x+h)+\eta^{2}(x-h)\left(u_{j}-\psi\right)(x-h)\right) \geq 0,
\end{aligned}
$$

provided $0<\lambda<\frac{h^{2}}{2}$. Hence, using $\varphi$ as test function in (9.39) we get, with the aid of Proposition 8.1,

$$
\int_{\Omega}\left\langle\tau_{h}\left(\mathcal{A}_{j}\left(x, D u_{j}\right)\right), D\left(\eta^{2} \tau_{h}\left(u_{j}-\psi\right)\right)\right\rangle \mathrm{d} x \leq 0
$$

Performing the calculations we obtain

$$
\begin{aligned}
0 & \geq \int_{\Omega}\left\langle\mathcal{A}_{j}\left(x+h, D u_{j}(x+h)\right)-\mathcal{A}_{j}\left(x, D u_{j}(x)\right), D\left(\eta^{2} \tau_{h}\left(u_{j}-\psi\right)\right)\right\rangle \mathrm{d} x \\
& =\int_{\Omega}\left\langle\mathcal{A}_{j}\left(x+h, D u_{j}(x+h)\right)-\mathcal{A}_{j}\left(x, D u_{j}(x)\right), \eta^{2} \tau_{h}\left(D u_{j}-D \psi\right)\right\rangle \mathrm{d} x \\
& +\int_{\Omega}\left\langle\mathcal{A}_{j}\left(x+h, D u_{j}(x+h)\right)-\mathcal{A}_{j}\left(x, D u_{j}(x)\right), 2 \eta D \eta \tau_{h}\left(u_{j}-\psi\right)\right\rangle \mathrm{d} x .
\end{aligned}
$$

The previous inequality can be rewritten as follows

$$
\begin{aligned}
& \int_{\Omega}\left\langle\mathcal{A}_{j}\left(x+h, D u_{j}(x+h)\right)-\mathcal{A}_{j}\left(x+h, D u_{j}(x)\right), \eta^{2} \tau_{h} D u_{j}\right\rangle \mathrm{d} x \\
& -\int_{\Omega}\left\langle\mathcal{A}_{j}\left(x+h, D u_{j}(x+h)\right)-\mathcal{A}_{j}\left(x+h, D u_{j}(x)\right), \eta^{2} \tau_{h} D \psi\right\rangle \mathrm{d} x \\
& +\int_{\Omega}\left\langle\mathcal{A}_{j}\left(x+h, D u_{j}(x+h)\right)-\mathcal{A}_{j}\left(x+h, D u_{j}(x)\right), 2 \eta D \eta \tau_{h}\left(u_{j}-\psi\right)\right\rangle \mathrm{d} x \\
& +\int_{\Omega}\left\langle\mathcal{A}_{j}\left(x+h, D u_{j}(x)\right)-\mathcal{A}_{j}\left(x, D u_{j}(x)\right), \eta^{2} \tau_{h} D u_{j}\right\rangle \mathrm{d} x \\
& -\int_{\Omega}\left\langle\mathcal{A}_{j}\left(x+h, D u_{j}(x)\right)-\mathcal{A}_{j}\left(x, D u_{j}(x)\right), \eta^{2} \tau_{h} D \psi\right\rangle \mathrm{d} x \\
& +\int_{\Omega}\left\langle\mathcal{A}_{j}\left(x+h, D u_{j}(x)\right)-\mathcal{A}_{j}\left(x, D u_{j}(x)\right), 2 \eta D \eta \tau_{h}\left(u_{j}-\psi\right)\right\rangle \mathrm{d} x \\
& =: I+I I+I I I+I V+V+V I \leq 0,
\end{aligned}
$$

which entails

$$
\begin{equation*}
I \leq|I I|+|I I I|+|I V|+|V|+|V I| . \tag{9.40}
\end{equation*}
$$

By virtue of $\left(\mathcal{A}_{j} 1\right)$ we get

$$
\begin{equation*}
I \geq \nu \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{j}\right|^{2}\left(1+\left|D u_{j}(x+h)\right|^{2}+\left|D u_{j}(x)\right|^{2}\right)^{-\frac{1}{2}} \mathrm{~d} x . \tag{9.41}
\end{equation*}
$$

Assumption $\left(\mathcal{A}_{j} 2\right)$ together with Young's inequality implies

$$
\begin{aligned}
|I I| & \leq L \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{j}\right|\left(1+\left|D u_{j}(x+h)\right|^{2}+\left|D u_{j}(x)\right|^{2}\right)^{\frac{q-2}{2}}\left|\tau_{h} D \psi\right| \mathrm{d} x \\
& \leq \vartheta \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{j}\right|^{2}\left(1+\left|D u_{j}(x+h)\right|^{2}+\left|D u_{j}(x)\right|^{2}\right)^{-\frac{1}{2}} \mathrm{~d} x \\
& +C_{\vartheta}(L) \int_{\Omega} \eta^{2}\left|\tau_{h} D \psi\right|^{2}\left(1+\left|D u_{j}(x+h)\right|^{2}+\left|D u_{j}(x)\right|^{2}\right)^{\frac{2 q-3}{2}} \mathrm{~d} x .
\end{aligned}
$$

Concerning the second summand, it holds

$$
\begin{align*}
\left(1+\left|D u_{j}(x+h)\right|^{2}+\left|D u_{j}(x)\right|^{2}\right)^{\frac{2 q-3}{2}} & =\frac{\left(1+\left|D u_{j}(x+h)\right|^{2}+\left|D u_{j}(x)\right|^{2}\right)^{\frac{2 q-2}{2}}}{\left(1+\left|D u_{j}(x+h)\right|^{2}+\left|D u_{j}(x)\right|^{2}\right)^{\frac{1}{2}}} \\
& \leq\left(1+\left|D u_{j}(x+h)\right|^{2}+\left|D u_{j}(x)\right|^{2}\right)^{\frac{2 q-2}{2}}, \tag{9.42}
\end{align*}
$$

thus employing Hölder's inequality and using the properties of $\eta$ we obtain

$$
\begin{aligned}
|I I| & \leq \vartheta \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{j}\right|^{2}\left(1+\left|D u_{j}(x+h)\right|^{2}+\left|D u_{j}(x)\right|^{2}\right)^{-\frac{1}{2}} \mathrm{~d} x \\
& +C_{\vartheta}(L)\left(\int_{B_{t}}\left|\tau_{h} D \psi\right|^{r} \mathrm{~d} x\right)^{\frac{2}{r}}\left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{j}(x)\right|\right)^{\frac{(2 q-2) r}{r-2}} \mathrm{~d} x\right)^{\frac{r-2}{r}} .
\end{aligned}
$$

Remark 9.16 yields

$$
\frac{(2 q-2) r}{r-2}<\frac{r}{r-2}<\frac{n}{n-2} .
$$

Hence, being $D^{2} \psi \in L_{\mathrm{loc}}^{r}(\Omega)$, we can use Lemma 8.2 together with Hölder's inequality to get

$$
\begin{aligned}
|I I| & \leq \vartheta \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{j}\right|^{2}\left(1+\left|D u_{j}(x+h)\right|^{2}+\left|D u_{j}(x)\right|^{2}\right)^{-\frac{1}{2}} \mathrm{~d} x \\
& +C_{\vartheta}(n, q, r, L, R)|h|^{2}\left(\int_{B_{t^{\prime}}}\left|D^{2} \psi\right|^{r} \mathrm{~d} x\right)^{\frac{2}{r}}\left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{j}(x)\right|\right)^{\frac{n}{n-2}} \mathrm{~d} x\right)^{\frac{(n-2)(2 q-2)}{n}}
\end{aligned}
$$

and by Young's inequality with conjugate exponents $\frac{1}{2 q-2}$ and $\frac{1}{3-2 q}$ (which are bigger than 1 , see Remark 9.16) also

$$
\begin{align*}
|I I| & \leq \vartheta \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{j}\right|^{2}\left(1+\left|D u_{j}(x+h)\right|^{2}+\left|D u_{j}(x)\right|^{2}\right)^{-\frac{1}{2}} \mathrm{~d} x \\
& +C_{\vartheta, \Theta}(n, q, r, L, R)|h|^{2}\left(\int_{B_{R / 2}}\left|D^{2} \psi\right|^{r} \mathrm{~d} x\right)^{\frac{2}{(3-2 q) r}}  \tag{9.43}\\
& +\Theta|h|^{2}\left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{j}(x)\right|\right)^{\frac{n}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}}
\end{align*}
$$

for some constant $\Theta=\Theta(n, q, r), 0<\Theta<1$, that we will specify later. Similarly, we also get

$$
\begin{aligned}
|I I I| & \leq 4 L \int_{\Omega}\left|\tau_{h} D u_{j}\right||D \eta| \eta\left(1+\left|D u_{j}(x+h)\right|^{2}+\left|D u_{j}(x)\right|^{2} \frac{q-2}{2}\left|\tau_{h}\left(u_{j}-\psi\right)\right| \mathrm{d} x\right. \\
& \leq \vartheta \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{j}\right|^{2}\left(1+\left|D u_{j}(x+h)\right|^{2}+\left|D u_{j}(x)\right|^{2}\right)^{-\frac{1}{2}} \mathrm{~d} x \\
& +C_{\vartheta}(L) \int_{\Omega}|D \eta|^{2}\left(1+\left|D u_{j}(x+h)\right|^{2}+\left|D u_{j}(x)\right|^{2}\right)^{\frac{2 q-3}{2}}\left|\tau_{h} u_{j}\right|^{2} \mathrm{~d} x \\
& +C_{\vartheta}(L) \int_{\Omega}|D \eta|^{2}\left(1+\left|D u_{j}(x+h)\right|^{2}+\left|D u_{j}(x)\right|^{2}\right)^{\frac{2 q-3}{2}}\left|\tau_{h} \psi\right|^{2} \mathrm{~d} x
\end{aligned}
$$

By the fact that $|D \eta| \leq \frac{C}{t-s}$ and Hölder's inequality we deduce

$$
\begin{align*}
|I I I| & \leq \vartheta \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{j}\right|^{2}\left(1+\left|D u_{j}(x+h)\right|^{2}+\left|D u_{j}(x)\right|^{2}\right)^{-\frac{1}{2}} \mathrm{~d} x \\
& +\frac{C_{\vartheta}(L)}{(t-s)^{2}}\left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{j}(x)\right|\right)^{2 q-1} \mathrm{~d} x\right)^{\frac{2 q-3}{2 q-1}}\left(\int_{B_{t}}\left|\tau_{h} u_{j}\right|^{2 q-1} \mathrm{~d} x\right)^{\frac{2}{2 q-1}} \\
& +\frac{C_{\vartheta}(L)}{(t-s)^{2}}\left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{j}(x)\right|\right)^{\frac{(2 q-3) r}{r-2}} \mathrm{~d} x\right)^{\frac{r-2}{r}}\left(\int_{B_{t}}\left|\tau_{h} \psi\right|^{r} \mathrm{~d} x\right)^{\frac{2}{r}} \\
& \leq \vartheta \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{j}\right|^{2}\left(1+\left|D u_{j}(x+h)\right|^{2}+\left|D u_{j}(x)\right|^{2}\right)^{-\frac{1}{2}} \mathrm{~d} x \\
& +\frac{C_{\vartheta}(n, q, L)}{(t-s)^{2}} \int_{B_{t^{\prime}}}\left(1+\left|D u_{j}(x)\right|\right)^{2 q-1} \mathrm{~d} x \\
& +\frac{C_{\vartheta}(n, r, L)}{(t-s)^{2}}\left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{j}(x)\right|\right)^{\frac{(2 q-3) r}{r-2}} \mathrm{~d} x\right)^{\frac{r-2}{r}}\left(\int_{B_{R}}|D \psi(x)|^{r} \mathrm{~d} x\right)^{\frac{2}{r}} . \tag{9.44}
\end{align*}
$$

Here we used Lemma 8.2 as long as $D \psi \in L_{\mathrm{loc}}^{r}(\Omega)$. Now, assumption (9.35) entails

$$
2 q-1<1+\frac{2}{n}-\frac{2}{r}<1+\frac{2}{n}<\frac{n}{n-2}
$$

By means of the interpolation inequality

$$
\|D v\|_{L^{2 q-1}\left(\Omega^{\prime}\right)} \leq\|D v\|_{L^{1}\left(\Omega^{\prime}\right)}^{\delta_{0}}\|D v\|_{L^{\frac{n}{n-2}\left(\Omega^{\prime}\right)}}^{1-\delta_{0}} \quad \forall \Omega^{\prime} \Subset \Omega
$$

with $0<\delta_{0}<1$ defined as

$$
\frac{1}{2 q-1}=\delta_{0}+\frac{\left(1-\delta_{0}\right)(n-2)}{n}
$$

that is

$$
\delta_{0}=\frac{n-1-q(n-2)}{2 q-1}, \quad 1-\delta_{0}=\frac{n(q-1)}{2 q-1}
$$

we obtain

$$
\begin{align*}
& \int_{B_{t^{\prime}}}\left(1+\left|D u_{j}(x)\right|\right)^{2 q-1} \mathrm{~d} x \\
& \leq\left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{j}(x)\right|\right) \mathrm{d} x\right)^{\delta_{0}(2 q-1)}\left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{j}(x)\right|\right)^{\frac{n}{n-2}} \mathrm{~d} x\right)^{(q-1)(n-2)} \tag{9.45}
\end{align*}
$$

Inserting (9.45) in (9.44) and using Young's inequality with conjugate exponents $\frac{1}{n(q-1)}$ and $\frac{1}{1-n(q-1)}$ (which are bigger than 1 thanks to (9.35)), with the aid of (9.42) and the subsequent computations we conclude that

$$
\begin{align*}
|I I I| & \leq \vartheta \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{j}\right|^{2}\left(1+\left|D u_{j}(x+h)\right|^{2}+\left|D u_{j}(x)\right|^{2}\right)^{-\frac{1}{2}} \mathrm{~d} x \\
& +|h|^{2} \frac{C_{\vartheta, \Theta}(n, q, L)}{(t-s)^{\frac{2}{1-n(q-1)}}}\left(\int_{B_{R}}\left(1+\left|D u_{j}(x)\right|\right) \mathrm{d} x\right)^{\frac{\delta_{0}(2 q-1)}{1-n(q-1)}} \\
& +|h|^{2} \frac{C_{\vartheta, \Theta}(n, q, r, L, R)}{(t-s)^{\frac{2}{3-2 q}}}\left(\int_{B_{R}}|D \psi(x)|^{r} \mathrm{~d} x\right)^{\frac{2}{(3-2 q) r}}  \tag{9.46}\\
& +\Theta|h|^{2}\left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{j}(x)\right|\right)^{\frac{n}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}}
\end{align*}
$$

with $\Theta$ as above. In order to estimate the integral $I V$, we use assumption $\left(\mathcal{A}_{j} 4\right)$ followed by Young's and Hölder's inequalities to obtain

$$
\begin{align*}
|I V| & \leq|h| \int_{\Omega} \eta^{2}(\kappa(x+h)+\kappa(x))\left(1+\left|D u_{j}(x)\right|^{2}\right)^{\frac{q-1}{2}}\left|\tau_{h} D u_{j}\right| \mathrm{d} x \\
& \leq \vartheta \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{j}\right|^{2}\left(1+\left|D u_{j}(x)\right|^{2}+\left|D u_{j}(x+h)\right|^{2}\right)^{-\frac{1}{2}} \mathrm{~d} x \\
& +C_{\vartheta}|h|^{2} \int_{B_{t}}(\kappa(x+h)+\kappa(x))^{2}\left(1+\left|D u_{j}(x)\right|^{2}\right)^{\frac{2 q-1}{2}} \mathrm{~d} x \\
& \leq \vartheta \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{j}\right|^{2}\left(1+\left|D u_{j}(x)\right|^{2}+\left|D u_{j}(x+h)\right|^{2}\right)^{-\frac{1}{2}} \mathrm{~d} x \\
& +C_{\vartheta}|h|^{2}\left(\int_{B_{t}}(\kappa(x+h)+\kappa(x))^{r} \mathrm{~d} x\right)^{\frac{2}{r}}\left(\int_{B_{t}}\left(1+\left|D u_{j}(x)\right|\right)^{\frac{(2 q-1) r}{r-2}} \mathrm{~d} x\right)^{\frac{r-2}{r}} \tag{9.47}
\end{align*}
$$

where we also used the fact that $\operatorname{supp} \eta \subset B_{t}$. On the other hand, assumption (9.35) implies

$$
\begin{equation*}
\frac{(2 q-1) r}{r-2}<\frac{n}{n-2} \tag{9.48}
\end{equation*}
$$

in a sharp way, as long as $r>n$. The proof of this fact can be carried out as in Remark 9.9. By means of the interpolation inequality

$$
\|D v\|_{L^{\frac{(2 q-1) r}{r-2}\left(\Omega^{\prime}\right)}} \leq\|D v\|_{L^{1}\left(\Omega^{\prime}\right)}^{\delta}\|D v\|_{L^{n-2}\left(\Omega^{\prime}\right)}^{1-\delta} \quad \forall \Omega^{\prime} \Subset \Omega,
$$

with $0<\delta<1$ defined as

$$
\frac{r-2}{(2 q-1) r}=\delta+\frac{(1-\delta)(n-2)}{n}
$$

that is

$$
\delta=\frac{(n r-n-r)-q(n r-2 r)}{(2 q-1) r}, \quad 1-\delta=\frac{n(q r-r+1)}{(2 q-1) r},
$$

we obtain

$$
\begin{align*}
& \left(\int_{B_{t}}\left(1+\left|D u_{j}(x)\right|\right)^{\frac{(2 q-1) r}{r-2}} \mathrm{~d} x\right)^{\frac{r-2}{r}} \\
& \leq\left(\int_{B_{t}}\left(1+\left|D u_{j}(x)\right|\right) \mathrm{d} x\right)^{\delta(2 q-1)}\left(\int_{B_{t}}\left(1+\left|D u_{j}(x)\right|\right)^{\frac{n}{n-2}} \mathrm{~d} x\right)^{\frac{(q r-r+1)(n-2)}{r}} . \tag{9.49}
\end{align*}
$$

Inserting (9.49) in (9.47), using the second inequality of Lemma 8.2 and Young's inequality with conjugate exponents $\frac{r}{n(q r-r+1)}$ and $\frac{r}{r-n(q r-r+1)}$ (which are bigger than 1 thanks to (9.35)), we obtain

$$
\begin{align*}
|I V| \leq & \ddots \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{j}\right|^{2}\left(1+\left|D u_{j}(x)\right|^{2}+\left|D u_{j}(x+h)\right|^{2}\right)^{-\frac{1}{2}} \mathrm{~d} x \\
& +C_{\vartheta}|h|^{2}\left(\int_{B_{R}} \kappa^{r}(x) \mathrm{d} x\right)^{\frac{2}{r}}\left(\int_{B_{R}}\left(1+\left|D u_{j}(x)\right|\right) \mathrm{d} x\right)^{\delta(2 q-1)} \\
& \cdot\left(\int_{B_{t}}\left(1+\left|D u_{j}(x)\right|\right)^{\frac{n}{n-2}} \mathrm{~d} x\right)^{\frac{(q r-r+1)(n-2)}{r}} \\
\leq & \vartheta \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{j}\right|^{2}\left(1+\left|D u_{j}(x)\right|^{2}+\left|D u_{j}(x+h)\right|^{2}\right)^{-\frac{1}{2}} \mathrm{~d} x \\
& +C_{\vartheta, \Theta}|h|^{2}\left(\int_{B_{R}} \kappa^{r}(x) \mathrm{d} x\right)^{\frac{2}{r-n(q r-r+1)}}\left(\int_{B_{R}}\left(1+\left|D u_{j}(x)\right|\right) \mathrm{d} x\right)^{\frac{\delta(2 q-1) r}{r-n(q-r-r+1)}} \\
& +\Theta|h|^{2}\left(\int_{B_{t}}\left(1+\left|D u_{j}(x)\right|\right)^{\frac{n}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}} \tag{9.50}
\end{align*}
$$

with $\Theta$ as above. Assumption $\left(\mathcal{A}_{j} 4\right)$ also yields

$$
\begin{aligned}
|V| & \leq|h| \int_{\Omega} \eta^{2}(\kappa(x+h)+\kappa(x))\left(1+\left|D u_{j}(x)\right|^{2}\right)^{\frac{q-1}{2}}\left|\tau_{h} D \psi\right| \mathrm{d} x \\
& \leq|h|\left(\int_{B_{t}}(\kappa(x+h)+\kappa(x))^{r} \mathrm{~d} x\right)^{\frac{1}{r}}\left(\int_{B_{t}}\left(1+\left|D u_{j}(x)\right|\right)^{\frac{(q-1) r}{r-2}} \mathrm{~d} x\right)^{\frac{r-2}{r}}\left(\int_{B_{t}}\left|\tau_{h} D \psi\right|^{r} \mathrm{~d} x\right)^{\frac{1}{r}} \\
& \leq C(n, r)|h|^{2}\left(\int_{B_{R}} \kappa^{r}(x) \mathrm{d} x\right)^{\frac{1}{r}}\left(\int_{B_{t}}\left(1+\left|D u_{j}(x)\right|\right)^{\frac{(q-1) r}{r-2}} \mathrm{~d} x\right)^{\frac{r-2}{r}}\left(\int_{B_{R}}\left|D^{2} \psi\right|^{r} \mathrm{~d} x\right)^{\frac{1}{r}}
\end{aligned}
$$

where we used Hölder's inequality, the properties of $\eta$ and Lemma 8.2 by virtue of the fact that $D^{2} \psi \in L_{\mathrm{loc}}^{r}(\Omega)$. On the other hand, Remark 9.16 yields

$$
\begin{equation*}
\frac{(q-1) r}{r-2}<\frac{r}{r-2}<\frac{n}{n-2} . \tag{9.51}
\end{equation*}
$$

Hence we can apply Hölder's inequality again to obtain

$$
|V| \leq C(n, q, r, R)|h|^{2}\left(\int_{B_{R}} \kappa^{r}(x) \mathrm{d} x\right)^{\frac{1}{r}}\left(\int_{B_{t}}\left(1+\left|D u_{j}(x)\right|\right)^{\frac{n}{n-2}} \mathrm{~d} x\right)^{\frac{(n-2)(q-1)}{n}}\left(\int_{B_{R}}\left|D^{2} \psi\right|^{r} \mathrm{~d} x\right)^{\frac{1}{r}}
$$

and by Young's inequality with conjugate exponents $\frac{1}{q-1}$ and $\frac{1}{2-q}$ (which are bigger than 1 , see Remark 9.16) also

$$
\begin{align*}
|V| & \leq C_{\Theta}(n, q, r, R)|h|^{2}\left(\int_{B_{R}} \kappa^{r}(x) \mathrm{d} x\right)^{\frac{1}{(2-q) r}}\left(\int_{B_{R}}\left|D^{2} \psi\right|^{r} \mathrm{~d} x\right)^{\frac{1}{(2-q) r}} \\
& +\Theta|h|^{2}\left(\int_{B_{t}}\left(1+\left|D u_{j}(x)\right|\right)^{\frac{n}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}} \tag{9.52}
\end{align*}
$$

with $\Theta$ as above. Finally, assumption $\left(\mathcal{A}_{j} 4\right)$ and the properties of $D \eta$ yield

$$
\begin{align*}
|V I| \leq & 2|h| \int_{\Omega} \eta|D \eta|(\kappa(x+h)+\kappa(x))\left(1+\left|D u_{j}(x)\right|^{2}\right)^{\frac{q-1}{2}}\left|\tau_{h}\left(u_{j}-\psi\right)\right| \mathrm{d} x \\
\leq & 2|h| \int_{\Omega} \eta|D \eta|(\kappa(x+h)+\kappa(x))\left(1+\left|D u_{j}(x)\right|^{2}\right)^{\frac{q-1}{2}}\left|\tau_{h} u_{j}\right| \mathrm{d} x \\
+ & 2|h| \int_{\Omega} \eta|D \eta|(\kappa(x+h)+\kappa(x))\left(1+\left|D u_{j}(x)\right|^{2}\right)^{\frac{q-1}{2}}\left|\tau_{h} \psi\right| \mathrm{d} x \\
\leq & |h| \frac{C}{(t-s)^{2}}\left(\int_{B_{t}}\left|\tau_{h} u_{j}\right|^{\frac{q r}{r-1}} \mathrm{~d} x\right)^{\frac{r-1}{q r}}\left(\int_{B_{t}}(\kappa(x+h)+\kappa(x))^{r} \mathrm{~d} x\right)^{\frac{1}{r}} \\
& \cdot\left(\int_{B_{t}}\left(1+\left|D u_{j}(x)\right|\right)^{\frac{q r}{r-1}} \mathrm{~d} x\right)^{\frac{(q-1)(r-1)}{q r}} \\
+ & |h| \frac{C}{(t-s)^{2}}\left(\int_{B_{t}}\left|\tau_{h} \psi\right|^{r} \mathrm{~d} x\right)^{\frac{1}{r}}\left(\int_{B_{t}}(\kappa(x+h)+\kappa(x))^{r} \mathrm{~d} x\right)^{\frac{1}{r}} \\
& \cdot\left(\int_{B_{t}}\left(1+\left|D u_{j}(x)\right|\right)^{\frac{(q-1) r}{r-2}} \mathrm{~d} x\right)^{\frac{r-2}{r}} \tag{9.53}
\end{align*}
$$

where we used also Hölder's inequality. Moreover, since $D \psi \in L_{\text {loc }}^{r}(\Omega)$ we can employ Lemma 8.2 to obtain

$$
\begin{aligned}
|V I| & \leq|h|^{2} \frac{C(n, q, r)}{(t-s)^{2}}\left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{j}(x)\right|\right)^{\frac{q r}{r-1}} \mathrm{~d} x\right)^{\frac{r-1}{r}}\left(\int_{B_{R}} \kappa^{r}(x) \mathrm{d} x\right)^{\frac{1}{r}} \\
& +|h|^{2} \frac{C(n, r)}{(t-s)^{2}}\left(\int_{B_{R}}|D \psi(x)|^{r} \mathrm{~d} x\right)^{\frac{1}{r}}\left(\int_{B_{R}} \kappa^{r}(x) \mathrm{d} x\right)^{\frac{1}{r}}\left(\int_{B_{t}}\left(1+\left|D u_{j}(x)\right|\right)^{\frac{(q-1) r}{r-2}} \mathrm{~d} x\right)^{\frac{r-2}{r}} .
\end{aligned}
$$

On the other hand, the fact that $q>1$ and the sharp inequality (9.48) imply

$$
\frac{q r}{r-1}<\frac{(2 q-1) r}{r-2}<\frac{n}{n-2}
$$

By means of the interpolation inequality

$$
\|D v\|_{L^{\frac{q r}{r-1}\left(\Omega^{\prime}\right)}} \leq\|D v\|_{L^{1}\left(\Omega^{\prime}\right)}^{\delta^{\prime}}\|D v\|_{L^{\frac{n}{n-2}\left(\Omega^{\prime}\right)}}^{1-\delta^{\prime}} \quad \forall \Omega^{\prime} \Subset \Omega
$$

with $0<\delta^{\prime}<1$ defined as

$$
\frac{r-1}{q r}=\delta^{\prime}+\frac{\left(1-\delta^{\prime}\right)(n-2)}{n}
$$

that is

$$
\delta^{\prime}=\frac{(n r-n)-q(n r-2 r)}{2 q r}, \quad 1-\delta^{\prime}=\frac{n(q r-r+1)}{2 q r}
$$

we obtain

$$
\begin{align*}
& \left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{j}(x)\right|\right)^{\frac{q r}{r-1}} \mathrm{~d} x\right)^{\frac{r-1}{r}} \\
& \leq\left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{j}(x)\right|\right) \mathrm{d} x\right)^{\delta^{\prime} q}\left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{j}(x)\right|\right)^{\frac{n}{n-2}} \mathrm{~d} x\right)^{\frac{(n-2)(q r-r+1)}{2 r}} \tag{9.54}
\end{align*}
$$

Inserting (9.54) into (9.53) and using Young's inequality with conjugate exponents $\frac{2 r}{n(q r-r+1)}$ and $\frac{2 r}{2 r-n(q r-r+1)}$ (which are bigger that 1 thanks to (9.35)), with the aid of (9.51) and the subsequent computations we finally obtain

$$
\begin{align*}
|V I| & \leq|h|^{2} \frac{C_{\Theta}(n, q, r)}{(t-s)^{\frac{4 r}{2 r-n(q r-r+1)}}}\left(\int_{B_{R}}\left(1+\left|D u_{j}(x)\right|\right) \mathrm{d} x\right)^{\frac{\delta^{\prime} 2 q r}{2 r-n(q r-r+1)}}\left(\int_{B_{R}} \kappa^{r}(x) \mathrm{d} x\right)^{\frac{2}{2 r-n(q r-r+1)}} \\
& +|h|^{2} \frac{C_{\Theta}(n, q, r, R)}{(t-s)^{\frac{2}{2-q}}}\left(\int_{B_{R}} \kappa^{r}(x) \mathrm{d} x\right)^{\frac{1}{(2-q) r}}\left(\int_{B_{R}}|D \psi(x)|^{r} \mathrm{~d} x\right)^{\frac{1}{(2-q) r}}  \tag{9.55}\\
& +\Theta|h|^{2}\left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{j}(x)\right|\right)^{\frac{n}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}}
\end{align*}
$$

with $\Theta$ as above. Inserting estimates (9.41), (9.43), (9.46), (9.50), (9.52) and (9.55) in (9.40), we infer

$$
\begin{aligned}
& \nu \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{j}\right|^{2}\left(1+\left|D u_{j}(x+h)\right|^{2}+\left|D u_{j}(x)\right|^{2}\right)^{-\frac{1}{2}} \mathrm{~d} x \\
& \leq 3 \vartheta \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{j}\right|^{2}\left(1+\left|D u_{j}(x+h)\right|^{2}+\left|D u_{j}(x)\right|^{2}\right)^{-\frac{1}{2}} \mathrm{~d} x \\
& +2 \Theta|h|^{2}\left(\int_{B_{t}}\left(1+\left|D u_{j}(x)\right|\right)^{\frac{n}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}}+3 \Theta|h|^{2}\left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{j}(x)\right|\right)^{\frac{n}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}} \\
& +C_{\vartheta, \Theta}(n, q, r, L, R)|h|^{2}\left(\int_{B_{R}}\left|D^{2} \psi\right|^{r} \mathrm{~d} x\right)^{\frac{2}{(3-2 q) r}} \\
& +|h|^{2} \frac{C_{\vartheta, \Theta}(n, q, L)}{(t-s)^{\frac{2}{1-n(q-1)}}}\left(\int_{B_{R}}\left(1+\left|D u_{j}(x)\right|\right) \mathrm{d} x\right)^{\frac{\delta_{0}(2 q-1)}{1-n(q-1)}} \\
& +|h|^{2} \frac{C_{\vartheta, \Theta}(n, q, r, L, R)}{(t-s)^{\frac{2}{3-2 q}}}\left(\int_{B_{R}}|D \psi(x)|^{r} \mathrm{~d} x\right)^{\frac{2}{(3-2 q) r}} \\
& +C_{\vartheta, \Theta}|h|^{2}\left(\int_{B_{R}} \kappa^{r}(x) \mathrm{d} x\right)^{\frac{2}{r-n(q r-r+1)}}\left(\int_{B_{R}}\left(1+\left|D u_{j}(x)\right|\right) \mathrm{d} x\right)^{\frac{\delta(2 q-1) r}{r-n(q r-r+1)}} \\
& +C_{\Theta}(n, q, r, R)|h|^{2}\left(\int_{B_{R}} \kappa^{r}(x) \mathrm{d} x\right)^{\frac{1}{(2-q) r}}\left(\int_{B_{R}}\left|D^{2} \psi\right|^{r} \mathrm{~d} x\right)^{\frac{1}{(2-q) r}} \\
& +|h|^{2} \frac{C_{\Theta}(n, q, r)}{(t-s)^{\frac{4 r}{2 r-n(q r-r+1)}}}\left(\int_{B_{R}}\left(1+\left|D u_{j}(x)\right|\right) \mathrm{d} x\right)^{\frac{\delta^{\prime} 2 q r}{2 r-n(q r-r+1)}}\left(\int_{B_{R}} \kappa^{r}(x) \mathrm{d} x\right)^{\frac{2}{2 r-n(q r-r+1)}} \\
& +|h|^{2} \frac{C_{\Theta}(n, q, r, R)}{(t-s)^{\frac{2}{2-q}}}\left(\int_{B_{R}} \kappa^{r}(x) \mathrm{d} x\right)^{\frac{1}{(2-q) r}}\left(\int_{B_{R}}|D \psi(x)|^{r} \mathrm{~d} x\right)^{\frac{1}{(2-q) r}} \\
& =: 3 \vartheta \int_{\Omega} \eta^{2}\left|\tau_{h} D u\right|^{2}\left(1+\left|D u_{j}(x+h)\right|^{2}+\left|D u_{j}(x)\right|^{2}\right)^{-\frac{1}{2}} \mathrm{~d} x+2 \Theta|h|^{2}\left(\int_{B_{t}}\left(1+\left|D u_{j}(x)\right|\right)^{\frac{n}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}} \\
& +3 \Theta|h|^{2}\left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{j}(x)\right|\right)^{\frac{n}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}} \\
& +|h|^{2} A+|h|^{2} \frac{C_{1}}{(t-s)^{\gamma_{1}}}+|h|^{2} \frac{C_{2}}{(t-s)^{\gamma_{2}}}+|h|^{2} \frac{C_{3}}{(t-s)^{\gamma_{3}}}+|h|^{2} \frac{C_{4}}{(t-s)^{\gamma_{4}}} .
\end{aligned}
$$

Choosing $\vartheta=\frac{\nu}{6}$, we can reabsorb the first integral on the right-hand side of the previous estimate by the left-hand side, thus obtaining

$$
\begin{aligned}
& \nu \int_{\Omega} \eta^{2}\left|\tau_{h} D u_{j}\right|^{2}\left(1+\left|D u_{j}(x+h)\right|^{2}+\left|D u_{j}(x)\right|^{2}\right)^{-\frac{1}{2}} \mathrm{~d} x \\
& \leq 2 \Theta|h|^{2}\left(\int_{B_{t}}\left(1+\left|D u_{j}(x)\right|\right)^{\frac{n}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}}+3 \Theta|h|^{2}\left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{j}(x)\right|\right)^{\frac{n}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}} \\
& +|h|^{2} A+|h|^{2} \frac{C_{1}}{(t-s)^{\gamma_{1}}}+|h|^{2} \frac{C_{2}}{(t-s)^{\gamma_{2}}}+|h|^{2} \frac{C_{3}}{(t-s)^{\gamma_{3}}}+|h|^{2} \frac{C_{4}}{(t-s)^{\gamma_{4}}}
\end{aligned}
$$

Using Lemma 8.4 with $\gamma=-1 / 4$ we have

$$
\begin{aligned}
& \frac{\left|\tau_{h} D u_{j}\right|^{2}}{\left(1+\left|D u_{j}(x+h)\right|^{2}+\left|D u_{j}(x)\right|^{2}\right)^{\frac{1}{2}}} \\
& =\left(\frac{\left|D u_{j}(x+h)-D u_{j}(x)\right|}{\left(1+\left|D u_{j}(x+h)\right|^{2}+\left|D u_{j}(x)\right|^{2}\right)^{\frac{1}{4}}}\right)^{2} \\
& \geq c(n)\left|\left(1+\left|D u_{j}(x+h)\right|^{2}\right)^{-\frac{1}{4}} D u_{j}(x+h)-\left(1+\left|D u_{j}(x)\right|^{2}\right)^{-\frac{1}{4}} D u_{j}(x)\right|^{2} \\
& =c(n)\left|\tau_{h} V_{1}\left(D u_{j}\right)\right|^{2}
\end{aligned}
$$

where $V_{1}$ was defined in (8.1). Therefore, inserting this last estimate in the previous one and recalling that $\eta \equiv 1$ on $B_{s}$, we get

$$
\begin{align*}
& \int_{B_{s}}\left|\tau_{h} V_{1}\left(D u_{j}\right)\right|^{2} \mathrm{~d} x \\
& \leq\left(2 \Theta\left(\int_{B_{t}}\left(1+\left|D u_{j}(x)\right|\right)^{\frac{n}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}}+3 \Theta\left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{j}(x)\right|\right)^{\frac{n}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}}\right.  \tag{9.56}\\
& \left.+A+\frac{C_{1}}{(t-s)^{\gamma_{1}}}+\frac{C_{2}}{(t-s)^{\gamma_{2}}}+\frac{C_{3}}{(t-s)^{\gamma_{3}}}+\frac{C_{4}}{(t-s)^{\gamma_{4}}}\right)|h|^{2}
\end{align*}
$$

where we absorbed $\nu$ in the constants on the right-hand side. We now apply Lemma 8.3 with $F=$ $V_{1}(D u)$ and $p=2$, obtaining

$$
\begin{align*}
& \left(\int_{B_{s}}\left|V_{1}\left(D u_{j}\right)\right|^{\frac{2 n}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}} \\
& \leq 2 \Theta\left(\int_{B_{t}}\left(1+\left|D u_{j}(x)\right|\right)^{\frac{n}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}}+3 \Theta\left(\int_{B_{t^{\prime}}}\left(1+\left|D u_{j}(x)\right|\right)^{\frac{n}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}}  \tag{9.57}\\
& +A+\frac{C_{1}}{(t-s)^{\gamma_{1}}}+\frac{C_{2}}{(t-s)^{\gamma_{2}}}+\frac{C_{3}}{(t-s)^{\gamma_{3}}}+\frac{C_{4}}{(t-s)^{\gamma_{4}}}
\end{align*}
$$

Hence, setting

$$
\phi(r)=\left(\int_{B_{r}}\left|D u_{j}(x)\right|^{\frac{n}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}}
$$

and possibly redefining the constants, exploiting (8.3) we can rewrite inequality (9.57) as

$$
\phi(s) \leq 2 \Theta \phi(t)+3 \Theta \phi\left(t^{\prime}\right)+A+\frac{C_{1}}{(t-s)^{\gamma_{1}}}+\frac{C_{2}}{(t-s)^{\gamma_{2}}}+\frac{C_{3}}{(t-s)^{\gamma_{3}}}+\frac{C_{4}}{(t-s)^{\gamma_{4}}}
$$

Note that we can choose the constant $\Theta$ small enough to satisfy $\Theta<1 / 3<1 / 2$. Thus we can apply Lemma 8.6 with $B=0$ obtaining

$$
\phi(\rho) \leq c\left(2 \Theta \phi\left(t^{\prime}\right)+A+\frac{C_{1}}{\left(t^{\prime}-\rho\right)^{\gamma_{1}}}+\frac{C_{2}}{\left(t^{\prime}-\rho\right)^{\gamma_{2}}}+\frac{C_{3}}{\left(t^{\prime}-\rho\right)^{\gamma_{3}}}+\frac{C_{4}}{\left(t^{\prime}-\rho\right)^{\gamma_{4}}}\right)
$$

for some $c=c\left(\Theta, \gamma_{1}, \gamma_{2}, \gamma_{3}, \gamma_{4}\right)$. But then, employing Lemma 8.6 one more time we get

$$
\phi\left(\frac{R}{4}\right) \leq \tilde{c}\left(A+\frac{C_{1}}{R^{\gamma_{1}}}+\frac{C_{2}}{R^{\gamma_{2}}}+\frac{C_{3}}{R^{\gamma_{3}}}+\frac{C_{4}}{R^{\gamma_{4}}}\right)
$$

with $\tilde{c}=\tilde{c}\left(\Theta, \gamma_{1}, \gamma_{2}, \gamma_{3}, \gamma_{4}\right)=\tilde{c}(n, q, r)$. Recalling the definition of $\phi$ and using Lemma 8.3, from inequality (9.56) and our hypotheses on the data we infer the a priori estimate

$$
\begin{equation*}
\int_{B_{R / 8}}\left|D\left(V_{1}\left(D u_{j}(x)\right)\right)\right|^{2} \mathrm{~d} x \leq C\left(\int_{B_{R / 2}}\left(1+\left|D u_{j}(x)\right|\right) \mathrm{d} x\right)^{\sigma} \tag{9.58}
\end{equation*}
$$

with $C=C(\nu, n, q, r, L, R)$ and

$$
\sigma:=\max \left\{\frac{\delta(2 q-1) r}{r-n(q r-r+1)}, \frac{\delta_{0}(2 q-1)}{1-n(q-1)}, \frac{\delta^{\prime} 2 q r}{2 r-n(q r-r+1)}\right\}
$$

Step 2: Passage to the limit. We conclude the proof by passing to the limit in the approximating problem. For simplicity, here we denote by $\mathrm{o}(j)$ a quantity such that $\lim _{j \rightarrow \infty} \mathrm{o}(j)=0$. By the growth condition $\left(F_{\mathrm{nl}} 1\right)$, the minimality of $u_{j}$ for $F_{j}$ and the definition of $F_{j}$ in (9.37) we have

$$
\begin{align*}
& \frac{1}{\tilde{\ell}} \int_{B_{R}} \bar{F}\left(\left|D u_{j}(x)\right|\right) \mathrm{d} x \leq \int_{B_{R}} F_{j}\left(x, D \tilde{u}_{j}(x)\right) \mathrm{d} x  \tag{9.59}\\
& =\int_{B_{R}} F\left(x, D \tilde{u}_{j}(x)\right) \mathrm{d} x+\frac{\varepsilon_{j}}{q} \int_{B_{R}}\left(1+\left|D \tilde{u}_{j}(x)\right|^{2}\right)^{\frac{q}{2}} \mathrm{~d} x
\end{align*}
$$

where $\tilde{u}_{j}$ is as in (9.36). The definition of $\varepsilon_{j}$ in (9.38) entails

$$
\frac{\varepsilon_{j}}{q} \int_{B_{R}}\left(1+\left|D \tilde{u}_{j}(x)\right|^{2}\right)^{\frac{q}{2}} \mathrm{~d} x=\frac{1}{q\left(1+j+\left\|D \tilde{u}_{j}\right\|_{L^{q}\left(B_{R}\right)}^{2 q}\right)} \int_{B_{R}}\left(1+\left|D \tilde{u}_{j}(x)\right|^{2}\right)^{\frac{q}{2}} \mathrm{~d} x \underset{j \rightarrow \infty}{\longrightarrow} 0
$$

hence we obtain, using also (9.36),

$$
\begin{equation*}
\frac{1}{\tilde{\ell}} \int_{B_{R}} \bar{F}\left(\left|D u_{j}(x)\right|\right) \mathrm{d} x \leq \int_{B_{R}} F\left(x, D \tilde{u}_{j}(x)\right) \mathrm{d} x+\mathrm{o}(j)=\int_{B_{R}} F(x, D u(x)) \mathrm{d} x+\mathrm{o}(j) \tag{9.60}
\end{equation*}
$$

The fact that we are assuming $F(x, D u) \in L_{\text {loc }}^{1}(\Omega)$ implies that the sequence $\left\{\bar{F}\left(\left|D u_{j}\right|\right)\right\}$ is bounded in $L^{1}\left(B_{R}\right)$. Now, (9.32) and the Dunford-Pettis criterion imply that there exists $\bar{u} \in u+W_{0}^{1,1}\left(B_{R}\right)$ such that

$$
u_{j} \rightharpoonup \bar{u} \quad \text { weakly in } W_{0}^{1,1}\left(B_{R}\right)
$$

Our next step is to show that $\bar{u}$ is a solution to our obstacle problem over the ball $B_{R}$, that is, it minimizes the functional $\int_{\Omega} F(x, D w) \mathrm{d} x$ in $u+W_{0}^{1,1}\left(B_{R}\right)$. To this aim note that (9.37) and (9.59)(9.60) entail

$$
\int_{B_{R}} F\left(x, D u_{j}(x)\right) \mathrm{d} x \leq \int_{B_{R}} F_{j}\left(x, D u_{j}(x)\right) \mathrm{d} x \leq \int_{B_{R}} F(x, D u(x)) \mathrm{d} x+\mathrm{o}(j)
$$

Hence by the lower semicontinuity of the map $v \mapsto \int_{B_{R}} F(x, D v(x)) \mathrm{d} x$ we get

$$
\int_{B_{R}} F(x, D \bar{u}(x)) \mathrm{d} x \leq \liminf _{j \rightarrow \infty} \int_{B_{R}} F\left(x, D u_{j}(x)\right) \mathrm{d} x \leq \int_{B_{R}} F(x, D u(x)) \mathrm{d} x .
$$

Moreover, since $u_{j} \in \mathcal{K}_{\psi}(\Omega)$ for every $j \in \mathbb{N}$ and $\mathcal{K}_{\psi}(\Omega)$ is a closed set, we have $\bar{u} \in \mathcal{K}_{\psi}(\Omega)$. We have then proved that the limit function $\bar{u} \in u+W_{0}^{1,1}\left(B_{R}\right)$ is a solution to the minimization problem

$$
\min \left\{\int_{\Omega} F(x, D w) \mathrm{d} x: w \in u+W_{0}^{1,1}\left(B_{R}\right), w \in \mathcal{K}_{\psi}(\Omega)\right\}
$$

Note also that the strict convexity of $F$ yields $\bar{u}=u$. It only remains to show that the minimizer has the regularity stated in Theorem 9.17 . From estimate (9.58) and by compact embedding we infer

$$
\begin{array}{ll}
V_{1}\left(D u_{j}\right) \rightharpoonup v & \text { weakly in } W_{\mathrm{loc}}^{1,2}(\Omega) \\
V_{1}\left(D u_{j}\right) \rightarrow v & \text { strongly in } L_{\mathrm{loc}}^{2}(\Omega)
\end{array}
$$

from which we deduce, together with inequality (8.3),

$$
D u_{j} \rightarrow \bar{w} \quad \text { strongly in } L_{\mathrm{loc}}^{1}(\Omega)
$$

We thus have the strong convergence

$$
u_{j} \rightarrow \bar{u}=u \quad \text { strongly in } u+W_{0}^{1,1}\left(B_{R}\right)
$$

Hence we can pass to the limit in estimate (9.58), which allows us to conclude that $V_{1}(D u) \in W_{\text {loc }}^{1,2}(\Omega)$. Recalling the definition of $V_{1}$ in (8.1), we see that this is exactly the claim of Theorem 9.17.

## Final remark

The higher differentiability results contained in this last part of the thesis have already been used to prove further regularity results. In particular, Theorem 9.8 is employed in [32], where the authors prove the local Lipschitz continuity of solutions to a quite large class of variational inequalities whose principal part satisfies nonstandard growth conditions. This was the first result about Lipschitz regularity for the obstacle problem with $p, q$-growth. In the same spirit, Theorem 9.17 has been recently used in [11] to prove Lipschitz continuity results for functionals with nearly-linear growth conditions.
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## APPENDIX A

## Auxiliary tools

This Appendix contains several results and concepts which are recalled and used in this thesis. They are all presented without proof, but we quote in each case some references where further details may be found. Here $\Omega$ will be a nonempty open bounded connected subset of $\mathbb{R}^{n}, n \in \mathbb{N}$, with Lipschitz boundary.

## A. 1 Some useful results

## A.1.1 Grönwall's lemma

The result stated below is well-known and fundamental when dealing with differential equations. Its proof can be found for example in [59].

Lemma A. 1 (Grönwall's Lemma - differential form). Let $\eta$ be a nonnegative, absolutely continuous function on $[0, T]$, which satisfies for a.e. $t$ the differential inequality

$$
\eta^{\prime}(t) \leq \phi(t) \eta(t)+\psi(t)
$$

where $\phi, \psi$ are nonnegative, summable functions on $[0, T]$. Then

$$
\eta(t) \leq \mathrm{e}^{\int_{0}^{t} \phi(s) \mathrm{d} s}\left(\eta(0)+\int_{0}^{t} \psi(s) \mathrm{d} s\right)
$$

for all $0 \leq t \leq T$.

Lemma A. 2 (Grönwall's Lemma - integral form). Let $\xi$ be a summable function on $[0, T]$ which satisfies for a.e. $t$ the integral inequality

$$
\xi(t) \leq \beta(t)+\int_{0}^{t} \alpha(s) \xi(s) \mathrm{d} s
$$

where $\alpha, \beta$ are summable functions on $[0, T]$ and, in addition, $\alpha$ is nonnegative. Then

$$
\xi(t) \leq \beta(t)+\int_{0}^{t} \alpha(s) \beta(s) \mathrm{e}^{\int_{s}^{t} \alpha(r) \mathrm{d} r} \mathrm{~d} s
$$

for all $0 \leq t \leq T$. If, in addition, $\beta$ is nondecreasing, then

$$
\xi(t) \leq \beta(t) \mathrm{e}^{\int_{0}^{t} \alpha(s) \mathrm{d} s}
$$

for all $0 \leq t \leq T$.

## A.1.2 Anisotropic embedding theorems

In evolution problems, one deals with functions depending on a space variable $x \in \Omega$ and time $t \in \omega$, where $\omega \subset \mathbb{R}$ is an open interval corresponding to the time of the process. It is thus natural to expect that the partial derivatives of $u$ with respect to space and time are integrable with different exponents. For $1 \leq p, q \leq \infty$ we introduce the norms

$$
|u|_{p, q, \Omega, \omega}:= \begin{cases}\left(\int_{\omega}|u(\cdot, t)|_{q, \Omega}^{p} \mathrm{~d} t\right)^{1 / p} & \text { if } 1 \leq p<\infty  \tag{A.1}\\ \sup _{t \in \omega} \operatorname{ess}|u(\cdot, t)|_{q, \Omega} & \text { if } p=\infty\end{cases}
$$

where $|\cdot|_{q, \Omega}$ denotes the usual norm of $L^{q}(\Omega)$, and the spaces

$$
L^{p}\left(\omega ; L^{q}(\Omega)\right):=\left\{u \in L^{1}(\Omega \times \omega):|u|_{p, q, \Omega, \omega}<\infty\right\}
$$

We further define

$$
\begin{aligned}
W^{1,\left(p_{0}, q_{0}\right) ;\left(p_{1}, q_{1}\right)}(\omega ; \Omega):= & \left\{u \in L^{1}(\Omega \times \omega): \frac{\partial u}{\partial t} \in L^{p_{0}}\left(\omega ; L^{q_{0}}(\Omega)\right)\right. \\
& \left.\frac{\partial u}{\partial x_{i}} \in L^{p_{1}}\left(\omega ; L^{q_{1}}(\Omega)\right) \text { for } i=1, \ldots, N\right\}
\end{aligned}
$$

Here we report two anisotropic embedding theorems established in [12].

Theorem A.3. If $q_{2} \geq \max \left\{q_{0}, q_{1}\right\}, p_{2} \geq \max \left\{p_{0}, p_{1}\right\}$ and

$$
\begin{equation*}
\left(1-\frac{1}{p_{0}}+\frac{1}{p_{2}}\right)\left(\frac{1}{N}-\frac{1}{q_{1}}+\frac{1}{q_{2}}\right)>\left(\frac{1}{p_{1}}-\frac{1}{p_{2}}\right)\left(\frac{1}{q_{0}}-\frac{1}{q_{2}}\right) \tag{A.2}
\end{equation*}
$$

then $W^{1,\left(p_{0}, q_{0}\right) ;\left(p_{1}, q_{1}\right)}(\omega ; \Omega)$ is compactly embedded in $L^{p_{2}}\left(\omega ; L^{q_{2}}(\Omega)\right)$. If moreover (A.2) holds for $q_{2}=\infty$ with the convention $1 / \infty=0$, that is,

$$
\left(1-\frac{1}{p_{0}}+\frac{1}{p_{2}}\right)\left(\frac{1}{N}-\frac{1}{q_{1}}\right)>\frac{1}{q_{0}}\left(\frac{1}{p_{1}}-\frac{1}{p_{2}}\right)
$$

then $W^{1,\left(p_{0}, q_{0}\right) ;\left(p_{1}, q_{1}\right)}(\omega ; \Omega)$ is compactly embedded in $L^{p_{2}}(\omega ; C(\bar{\Omega}))$. If (A.2) holds for $p_{2}=q_{2}=\infty$, that is,

$$
\begin{equation*}
\frac{p_{0}^{\prime}}{p_{1} q_{0}}+\frac{1}{q_{1}}<\frac{1}{N} \tag{A.3}
\end{equation*}
$$

then $W^{1,\left(p_{0}, q_{0}\right) ;\left(p_{1}, q_{1}\right)}(\omega ; \Omega)$ is compactly embedded in $C(\bar{\Omega} \times \bar{\omega})$.

Note that the order of integration in (A.1) cannot be reversed. For $p \geq q$ we have that $L^{q}\left(\Omega ; L^{p}(\omega)\right)$ is embedded into $L^{p}\left(\omega ; L^{q}(\Omega)\right)$, but the opposite inclusion does not hold. On the other hand, denoting

$$
\begin{aligned}
W^{1,\left(q_{0}, p_{0}\right) ;\left(q_{1}, p_{1}\right)}(\Omega ; \omega):= & \left\{u \in L^{1}(\Omega \times \omega): \frac{\partial u}{\partial t} \in L^{q_{0}}\left(\Omega ; L^{p_{0}}(\omega)\right),\right. \\
& \left.\frac{\partial u}{\partial x_{i}} \in L^{q_{1}}\left(\Omega ; L^{p_{1}}(\omega)\right) \text { for } i=1, \ldots, N\right\},
\end{aligned}
$$

it is possible to repeat the computations leading to Theorem A. 3 with reversed order of integration, to check that conditions (A.2) and (A.3) remain valid for the compact embedding of $W^{1,\left(q_{0}, p_{0}\right) ;\left(q_{1}, p_{1}\right)}(\Omega ; \omega)$ into $L^{q_{2}}\left(\Omega ; L^{p_{2}}(\omega)\right)$ and $C(\bar{\Omega} \times \bar{\omega})$, respectively. Let us report one important particular case which frequently occurs in applications.

Theorem A.4. If $q_{2} \geq \max \left\{q_{0}, q_{1}\right\}$ and

$$
\frac{1}{p_{0}^{\prime}}\left(\frac{1}{N}-\frac{1}{q_{1}}+\frac{1}{q_{2}}\right)>\frac{1}{p_{1}}\left(\frac{1}{q_{0}}-\frac{1}{q_{2}}\right),
$$

then the space $W^{1,\left(q_{0}, p_{0}\right) ;\left(q_{1}, p_{1}\right)}(\Omega ; \omega)$ is compactly embedded in $L^{q_{2}}(\Omega ; C(\bar{\omega}))$.

From Theorem A. 4 we immediately obtain the following result which we use in the first part of this thesis.

Corollary A.5. The space $W^{1,2}\left(0, T ; L^{2}(\Omega)\right) \cap L^{\infty}\left(0, T ; W^{1,2}(\Omega)\right)$ is compactly embedded in the space $L^{2}(\Omega ; C([0, T]))$ endowed with the norm

$$
\begin{equation*}
\|w\|_{2, \infty}=\left(\int_{\Omega} \max _{t \in[0, T]}|w(x, t)|^{2} \mathrm{~d} x\right)^{1 / 2} \quad \text { for } w \in L^{2}(\Omega ; C([0, T])) . \tag{A.4}
\end{equation*}
$$

We report also the following compactness result from [107, Theorem 5.1].

Theorem A.6. Let $B_{0}, B$ and $B_{1}$ be three Banach spaces with $B_{0} \subset B \subset B_{1}, B_{0}$ and $B_{1}$ reflexive. Suppose that the embedding of $B_{0}$ into $B$ is compact. For $1<p_{0}, p_{1}<\infty$ let

$$
W:=\left\{w \in L^{p_{0}}\left(0, T ; B_{0}\right): w_{t} \in L^{p_{1}}\left(0, T ; B_{1}\right)\right\},
$$

where $T>0$ is finite. Then the embedding of $W$ into $L^{p_{0}}(0, T ; B)$ is compact.

The following statement about Nemytskiĭ (or superposition) operators is frequently used in the passage to the limit procedure. Its proof can be found in [69].

Theorem A.7. Let $p_{1}, p_{2}, \ldots, p_{m}$ and $r$ be real numbers, $p_{i} \geq 1(i=1, \ldots, m), r \geq 1$. Let $h=h(\xi)$ be a function defined for $\xi \in \mathbb{R}^{m}$, and let $h \in C\left(\mathbb{R}^{m}\right)$. Denote by $H\left(u_{1}, \ldots, u_{m}\right)$ the Nemytskii operator determined by $h$.
(i) Then, for an arbitrary $m$-tuple of functions $u_{i} \in L^{p_{i}}(\Omega)(i=1, \ldots, m)$,

$$
H\left(u_{1}, \ldots, u_{m}\right) \in L^{r}(\Omega)
$$

holds if and only if the following condition is satisfied: (a) A function $g \in L^{r}(\Omega)$ and a number $c \geq 0$ exist such that for a.e. $x \in \Omega$ and for all $\xi \in \mathbb{R}^{m}$

$$
\left|h\left(\xi_{1}, \ldots, \xi_{m}\right)\right| \leq g(x)+c \sum_{i=1}^{m}\left|\xi_{i}\right|^{p_{i} / r} .
$$

(ii) If condition (a) is satisfied, then the Nemytskiŭ operator $H$ is continuous from $L^{p_{1}}(\Omega) \times L^{p_{2}}(\Omega) \times$ $\cdots \times L^{p_{m}}(\Omega)$ into $L^{r}(\Omega)$.

## A.1.3 Traces on the boundary

Trace operators arise from the fact that one needs to assign "boundary values" along $\partial \Omega$ to a function $w \in W^{1, p}(\Omega)$, assuming that $\partial \Omega$ is regular enough. The problem is that a typical function in this space is not in general continuous and, even worse, is only defined a. e. in $\Omega$. Since $\partial \Omega$ has $n$-dimensional Lebesgue measure zero, there is no direct meaning we can give to the expression " $w$ restricted to $\partial \Omega$ ". The notion of trace operator solves this problem.

We say that a function $\bar{u}$ belongs to $L^{p}(\partial \Omega)$ if the boundary norm

$$
|\bar{u}|_{p, \partial \Omega}:= \begin{cases}\left(\int_{\partial \Omega}|\bar{u}(x)|^{p} \mathrm{~d} S(x)\right)^{1 / p} & \text { if } 1 \leq p<\infty, \\ \sup _{x \in \partial \Omega}|\bar{u}(x)| & \text { if } p=\infty\end{cases}
$$

is finite. One important property of functions in $W^{1, p}(\Omega)$ for domains $\Omega$ with Lipschitzian boundary is that the trace of $u$ on $\partial \Omega$ is well defined, as stated by the following theorem whose proof can be found e.g. in [115].

Theorem A. 8 (Trace Theorem). Let $1 \leq p<\infty$. Then there exists a linear continuous mapping $T_{p}: W^{1, p}(\Omega) \rightarrow L^{p}(\partial \Omega)$ such that for every $u \in C^{1}(\bar{\Omega})$ and every $x \in \partial \Omega$ we have $T_{p} u(x)=u(x)$.

The trace operator satisfies also the following compactness result.

Corollary A.9. Let

$$
q \geq \frac{N p-p}{N-p}
$$

Then the trace operator $T_{p}$ is continuous from $W^{1, p}(\Omega)$ to $L^{q}(\partial \Omega)$. If moreover the inequality is strict, then the trace operator is compact.

## A. 2 Some useful inequalities

We recall here some classical inequalities that we often employ throughout the thesis. To simplify the presentation we use the notation $|v|_{r}$ for the $L^{r}(\Omega)$-norm of a function $v \in L^{r}(\Omega)$ for $r \in[0, \infty]$, whereas the norm of a function $v \in W^{1, r}(\Omega)$ will be denoted by $|v|_{1 ; r}$. For the proofs see e.g. [12, 78, 103, 115].

## Hölder's inequality

Let $p, q \in[1, \infty]$ with $\frac{1}{p}+\frac{1}{q}=1$. Then the inequality

$$
\begin{equation*}
|v w|_{1} \leq|v|_{p}|w|_{q} \tag{A.5}
\end{equation*}
$$

holds for every $v \in L^{p}(\Omega), w \in L^{q}(\Omega)$.

Remark A.10. In the third part of the thesis we make use of a discrete version of Hölder's inequality (A.5) by setting

$$
\begin{array}{rll}
|\mathbf{v}|_{p} & :=\left(\frac{1}{n} \sum_{k=1}^{n}\left|v_{k}\right|^{p}\right)^{1 / p} & \\
\text { if } 1 \leq p<\infty  \tag{A.7}\\
|\mathbf{v}|_{\infty} & :=\max _{k=1, \ldots, n}\left|v_{k}\right| & \\
\text { if } p=\infty
\end{array}
$$

for a vector $\mathbf{v}=\left(v_{1}, \ldots, v_{n}\right)$.

## Gagliardo-Nirenberg inequality

There exists a constant $C>0$ such that for every $v \in W^{1, p}(\Omega)$ the inequality

$$
\begin{equation*}
|v|_{q} \leq C\left(|v|_{s}+|v|_{s}^{1-\varrho}|\nabla v|_{p}^{\varrho}\right) \tag{A.8}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
|v|_{q} \leq C|v|_{s}^{1-\varrho}|v|_{1 ; p}^{\varrho}, \tag{A.9}
\end{equation*}
$$

holds for every $1 \leq s<q, 1 / q>1 / p-1 / N$, where

$$
\varrho=\frac{\frac{1}{s}-\frac{1}{q}}{\frac{1}{s}+\frac{1}{N}-\frac{1}{p}} \in(0,1) .
$$

Remark A.11. In the third part of the thesis we make use of a discrete version of Gagliardo-Nirenberg inequality (A.8). Let $\mathbf{v}=\left(v_{0}, v_{1}, \ldots, v_{n}\right)$ be a vector, and let $\mathbf{D v}=\left(n\left(v_{1}-v_{0}\right), \ldots, n\left(v_{n}-v_{n-1}\right)\right)$ be the associated vector of difference quotients of $\mathbf{v}$. For norms defined as in (A.6) and (A.7), the discrete counterpart of (A.8) reads

$$
|\mathbf{v}|_{q} \leq C\left(|\mathbf{v}|_{s}+|\mathbf{v}|_{s}^{1-\varrho}|\mathbf{D} \mathbf{v}|_{p}^{\varrho}\right), \quad \varrho=\frac{\frac{1}{s}-\frac{1}{q}}{\frac{1}{s}+1-\frac{1}{p}} \in(0,1)
$$

It can be derived from (A.8) when $N=1$ by defining $v$ as equidistant piecewise linear interpolations of $v_{k}$.

## Poincaré's inequality

Let $b \in L^{\infty}(\partial \Omega)$ be such that $b(x) \geq 0$ a.e. and $\int_{\partial \Omega} b(x) \mathrm{d} s(x)>0$. Then there exists a constant $C>0$ such that the inequality

$$
\begin{equation*}
|v|_{1 ; 2}^{2} \leq C\left(\int_{\Omega}|\nabla v|^{2} \mathrm{~d} x+\int_{\partial \Omega} b(x)|v|^{2} \mathrm{~d} s(x)\right) \tag{A.10}
\end{equation*}
$$

holds for every $v \in W^{1,2}(\Omega)$.

## Korn's inequality

This inequality essentially states that, in the case of zero Dirichlet boundary condition, the $L^{2}$-norms of $\nabla$ and $\nabla_{s}$ are equivalent. More precisely it holds

$$
\begin{equation*}
\int_{\Omega}\left|\nabla_{s} w\right|^{2}(x) \mathrm{d} x \geq c\|w\|_{W^{1,2}\left(\Omega ; \mathbb{R}^{3}\right)}^{2} \tag{A.11}
\end{equation*}
$$

for every $w \in W_{0}^{1,2}\left(\Omega ; \mathbb{R}^{3}\right)$, with a constant $c>0$ independent of $w$.

## APPENDIX B

## Hysteresis operators

Hysteresis occurs in several phenomena in physics, engineering, chemistry, biology and economics. Even if this phenomenon has been known and studied since the end of the eighteenth century, it was only more or less fifty years ago that, dealing with plasticity, a small group of Russian mathematicians introduced the concept of hysteresis operator and started a systematic investigation of its properties. The pioneers in this new field were certainly M. A. Krasnosel'skiĭ and A. V. Pokrovskiĭ with their important monograph [88]. From that moment many scientists have contributed to the mathematical study of hysteresis: see M. Brokate \& J. Sprekels [24], P. Krejčí [91] and A. Visintin [130].

According to this formalism, the state of the system is characterized by two scalar variables $u$ and $w$, that play the role of independent and dependent variable, and that are also called input and output. The construction of the hysteresis relation $u \mapsto w$ is made by choosing a suitable hysteresis operator, with the aim of describing rate independent memory effects.
(i) Memory effects: this means that the output $w(t)$ is not determined by the value of the input $u(t)$ at the same instant, but it depends also on the previous evolution of $u$.
(ii) Rate independence: this means that the couple $(u(t), w(t))$ is invariant with respect to any increasing time homeomorphism. In other words, at any time $t, w(t)$ depends only on the range of the restriction $u:[0, t] \rightarrow \mathbb{R}$ and on the order in which values have been attained. So there is no dependence on the derivatives of $u$, which may even fail to exist. Note that this condition is essential for giving a graphic representation of hysteresis in the $(u, w)$-plane by means of the so-called hysteresis loop.

The two variables $u$ and $w$ are assumed to depend continuously on time. Since at any instant the state is described by the value of the couple $(u, w)$, it is then possible to define the operator

$$
\begin{array}{ccc}
\mathcal{F}: D(\mathcal{F}) \subset C^{0}([0, T]) \times \mathbb{R} & \longrightarrow & C^{0}([0, T]) \\
(u, u(0)) & \mapsto & w
\end{array}
$$

where $D(\mathcal{F})$ stands for the domain of $\mathcal{F}$.
In the next sections we are going to give a precise characterization of the operator $\mathcal{F}$, reporting the definitions and properties of the hysteresis operators that are needed in the first three parts of the thesis.

## B. 1 Hysteresis in elastoplasticity I

In the second part of this thesis we model elastoplasticity by means of a constitutive operator $\mathcal{P}$, which represents the elastoplastic part of the stress tensor $\sigma$. Following [105], we assume that a convex subset $0 \in Z \subset \mathbb{R}_{\text {sym }}^{3 \times 3}$ with nonempty interior representing the admissible plastic stress domain is given in the space $\mathbb{R}_{\text {sym }}^{3 \times 3}$ of symmetric tensors, and that the constitutive relation between the strain tensor $\varepsilon$ and the stress tensor $\sigma$ involves two fourth order tensors $\mathbf{A}_{h}$ (the kinematic hardening tensor) and $\mathbf{A}_{e}$ (the elasticity tensor) satisfying Hypothesis 5.1 (i). We define the constitutive operator $\mathcal{P}$ by the formula

$$
\begin{equation*}
\mathcal{P}[\varepsilon]=\mathbf{A}_{h} \varepsilon+\sigma^{p} \tag{B.1}
\end{equation*}
$$

where $\sigma^{p}$ is the solution of the variational inequality

$$
\begin{equation*}
\sigma^{p} \in Z, \quad\left(\dot{\varepsilon}-\mathbf{A}_{e}^{-1} \dot{\sigma}^{p}\right):\left(\sigma^{p}-z\right) \geq 0 \quad \text { a. e. } \quad \forall z \in Z, \quad \sigma^{p}(0)=Q_{Z}(\varepsilon(0)) \tag{B.2}
\end{equation*}
$$

for a given $\varepsilon \in W^{1,1}\left(0, T ; \mathbb{R}_{\mathrm{sym}}^{3 \times 3}\right)$, where $Q_{Z}: \mathbb{R}_{\mathrm{sym}}^{3 \times 3} \rightarrow Z$ is the orthogonal projection onto $Z$.
We list some properties of the variational problem (B.2) whose proof can be found in [91, Chapter I].
Proposition B.1. For every $\varepsilon \in W^{1,1}\left(0, T ; \mathbb{R}_{\mathrm{sym}}^{3 \times 3}\right)$ there exists a unique $\sigma^{p} \in W^{1,1}\left(0, T ; \mathbb{R}_{\mathrm{sym}}^{3 \times 3}\right)$ satisfying the variational inequality (B.2). The solution mapping

$$
W^{1,1}\left(0, T ; \mathbb{R}_{\mathrm{sym}}^{3 \times 3}\right) \rightarrow W^{1,1}\left(0, T ; \mathbb{R}_{\mathrm{sym}}^{3 \times 3}\right): \varepsilon \mapsto \sigma^{p}
$$

is strongly continuous and the operator $\mathcal{P}$ has the following additional properties.
(i) The operator $\mathcal{P}$ can be extended to a continuous operator in the space $C\left([0, T] ; \mathbb{R}_{\mathrm{sym}}^{3 \times 3}\right)$ in the sense that if $\left\{\varepsilon_{m} ; m \in \mathbb{N}\right\}$ is a sequence in $C\left([0, T] ; \mathbb{R}_{\mathrm{sym}}^{3 \times 3}\right)$, then

$$
\lim _{m \rightarrow \infty} \max _{t \in[0, T]}\left|\varepsilon_{m}(t)-\varepsilon(t)\right|=0 \Longrightarrow \lim _{m \rightarrow \infty} \max _{t \in[0, T]}\left|\mathcal{P}\left[\varepsilon_{m}\right](t)-\mathcal{P}[\varepsilon](t)\right|=0
$$

(ii) For two inputs $\varepsilon_{1}, \varepsilon_{2} \in W^{1,1}\left(0, T ; \mathbb{R}_{\mathrm{sym}}^{3 \times 3}\right)$ we denote $\sigma_{i}=\mathcal{P}\left[\varepsilon_{i}\right], i=1,2$. Then

$$
\begin{align*}
\left(\sigma_{1}-\sigma_{2}\right):\left(\dot{\varepsilon}_{1}-\dot{\varepsilon}_{2}\right) & \geq \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\mathbf{A}_{h}\left(\varepsilon_{1}-\varepsilon_{2}\right):\left(\varepsilon_{1}-\varepsilon_{2}\right)+\mathbf{A}_{e}^{-1}\left(\sigma_{1}^{p}-\sigma_{2}^{p}\right):\left(\sigma_{1}^{p}-\sigma_{2}^{p}\right)\right) \text { a. e. }  \tag{B.3}\\
\left|\sigma_{1}(t)-\sigma_{2}(t)\right| & \leq C\left(\left|\varepsilon_{1}(0)-\varepsilon_{2}(0)\right|+\int_{0}^{t}\left|\dot{\varepsilon}_{1}-\dot{\varepsilon}_{2}\right|(\tau) \mathrm{d} \tau\right) \quad \forall t \in[0, T] \tag{B.4}
\end{align*}
$$

with a constant $C$ depending only on $\mathbf{A}_{h}$ and $\mathbf{A}_{e}$.
(iii) For inputs $\varepsilon \in L^{2}\left(\Omega ; W^{1,1}\left(0, T ; \mathbb{R}_{\mathrm{sym}}^{3 \times 3}\right)\right)$ we obtain from (B.4), similarly to [40, Formula (6.25)], the inequality

$$
\begin{equation*}
|\nabla \sigma(x, t)| \leq C\left(|\nabla \varepsilon(x, 0)|+\int_{0}^{t}\left|\nabla \varepsilon_{t}(x, \tau)\right| \mathrm{d} \tau\right) \quad \text { a.e.. } \tag{B.5}
\end{equation*}
$$

It can also be proved that for all $\varepsilon \in W^{1,1}\left(0, T ; \mathbb{R}_{\text {sym }}^{3 \times 3}\right)$ it holds

$$
\begin{equation*}
\left|\mathcal{P}[\varepsilon]_{t}\right| \leq\left|\varepsilon_{t}\right| \quad \text { a.e. } \tag{B.6}
\end{equation*}
$$

The energy potential $U_{\mathcal{P}}$ and the dissipation operator $D_{\mathcal{P}}$ associated with $\mathcal{P}$ are defined by the formula

$$
\begin{equation*}
U_{\mathcal{P}}[\varepsilon]=\frac{1}{2} \mathbf{A}_{h} \varepsilon: \varepsilon+\frac{1}{2} \mathbf{A}_{e}^{-1} \sigma^{p}: \sigma^{p}, \quad D_{\mathcal{P}}[\varepsilon]=\varepsilon-\mathbf{A}_{e}^{-1} \sigma^{p} . \tag{B.7}
\end{equation*}
$$

Let $M_{Z^{*}}$ denote the Minkowski functional of the polar set $Z^{*}$ to $Z$. The energy identity

$$
\begin{equation*}
\mathcal{P}[\varepsilon]: \varepsilon_{t}-U_{\mathcal{P}}[\varepsilon]_{t}=\left\|D_{\mathcal{P}}[\varepsilon]_{t}\right\|_{*} \text { a. e., } \tag{B.8}
\end{equation*}
$$

where $\|\cdot\|_{*}=M_{Z^{*}}(\cdot)$ is a seminorm in $\mathbb{R}_{\text {sym }}^{3 \times 3}$, and the pointwise inequalities

$$
\begin{equation*}
U_{\mathcal{P}}[\varepsilon] \geq \frac{A^{b}}{2}|\varepsilon|^{2}, \quad\left\|D_{\mathcal{P}}[\varepsilon]_{t}\right\|_{*} \leq C\left|\varepsilon_{t}\right| \tag{B.9}
\end{equation*}
$$

hold for all inputs $\varepsilon \in W^{1,1}\left(0, T ; \mathbb{R}_{\text {sym }}^{3 \times 3}\right)$.

## B. 2 The scalar stop and play operators

Given a parameter $r>0$, the scalar stop operator with threshold $r$ is defined as the mapping which with a function $u \in W^{1,1}(0, T)$ and with an initial condition $s^{r, 0} \in[-r, r]$ associates the solution $s^{r} \in W^{1,1}(0, T)$ of the differential inclusion

$$
\begin{equation*}
\dot{s}^{r}(t)+\partial I\left(\frac{1}{r} s^{r}(t)\right) \ni \dot{u}(t) \quad \text { a.e., } s^{r}(0)=s^{r, 0} \tag{B.10}
\end{equation*}
$$

where

$$
I(y)=I_{[-r, r]}(y)= \begin{cases}0 & \text { if } y \in[-r, r]  \tag{B.11}\\ +\infty & \text { otherwise }\end{cases}
$$

is the indicator function of the interval $[-r, r]$ and

$$
\partial I(y)=\partial I_{[-r, r]}(y)= \begin{cases}(-\infty, 0] & \text { if } y=-r  \tag{B.12}\\ \{0\} & \text { if }-r<y<r, \\ {[0,+\infty)} & \text { if } y=r\end{cases}
$$

is its subdifferential. Let us recall the meaning of the differential inclusion:

$$
\begin{equation*}
\gamma \in \partial I_{[-r, r]}(y) \quad \Longleftrightarrow \quad y \in[-r, r], \quad \gamma(y-z) \geq 0 \quad \forall z \in[-r, r] \tag{B.13}
\end{equation*}
$$

Thus (B.10) can be equivalently rewritten in the form of a variational inequality

$$
\begin{cases}\left|s^{r}(t)\right| \leq r & \forall t \in[0, T]  \tag{B.14}\\ \left(\dot{u}(t)-\dot{s}^{r}(t)\right)\left(s^{r}(t)-z\right) \geq 0 & \text { a.e. for all } z \in[-r, r] \\ s^{r}(0)=s^{r, 0} & \end{cases}
$$

It is well known, see $[24,88,91,130]$, that for each $u \in W^{1,1}(0, T)$ and each $s^{r, 0} \in[-r, r]$, the solution $s^{r} \in W^{1,1}(0, T)$ of (B.10) or (B.14) exists and is unique. We denote the stop operator, that is, the solution mapping of (B.10) or (B.14), by $\mathfrak{s}_{r}: W^{1,1}(0, T) \times[-r, r] \rightarrow W^{1,1}(0, T)$, and write

$$
\begin{equation*}
s^{r}(t)=\mathfrak{s}_{r}\left[u, s^{r, 0}\right](t) \tag{B.15}
\end{equation*}
$$

Remark B.2. From (B.12) (or, equivalently, (B.13)) it follows

$$
\begin{equation*}
\partial I_{[-1,1]}(y) y_{t}=0 \tag{B.16}
\end{equation*}
$$

The above identity implies that, in the case of relaxed phase-dynamics of the form

$$
\gamma \in \partial I_{[-1,1]}(y)+y_{t}
$$

(or, equivalently, in the case of the stop operator (B.10)), we obtain $\gamma y_{t}=y_{t}^{2} \geq 0$.

We now turn our attention to the scalar play operator. For given memory parameter $r>0$, input function $u \in W^{1,1}(0, T)$ and initial condition $\xi^{r, 0} \in[u(0)-r, u(0)+r]$, we define the function $\xi^{r}(t)$ as the solution of the variational inequality

$$
\begin{cases}\left|u(t)-\xi^{r}(t)\right| \leq r & \forall t \in[0, T]  \tag{B.17}\\ \dot{\xi}^{r}(t)\left(u(t)-\xi^{r}(t)-z\right) \geq 0 & \text { a.e. for all } z \in[-r, r] \\ \xi^{r}(0)=\xi^{r, 0} & \end{cases}
$$

This is indeed a scalar version of (B.2) with $Z$ replaced by the interval $[-r, r], \varepsilon$ replaced by $u$ and $\sigma^{p}$ replaced by $u-\xi^{r}$.
The mapping $\mathfrak{p}_{r}: W^{1,1}(0, T) \times[-r, r] \rightarrow W^{1,1}(0, T)$ which with each $u \in W^{1,1}(0, T)$ associates the solution

$$
\xi^{r}(t)=\mathfrak{p}_{r}\left[u, \xi^{r, 0}\right](t)
$$

in $W^{1,1}(0, T)$ of (B.17) is called the play. This concept goes back to [88].
Remark B.3. Comparing (B.14) and (B.17) we see that, provided we choose $\xi^{r, 0}=u(0)-s^{r, 0}$, the play operator is related to the stop by the simple formula

$$
\begin{equation*}
\xi^{r}(t)=u(t)-s^{r}(t) \tag{B.18}
\end{equation*}
$$




Figure B.1. Input-output diagram for the stop (on the left) and play (on the right) in the case $u(t)=A \sin \omega t$ for $A>r>0$.

Remark B.4. The initially unperturbed state ("virginal state" in the terminology of [129]) is characterized by the choice

$$
\begin{aligned}
& s^{r}(0)=Q_{r}(u(0)):=\max \{-r, \min \{u(0), r\}\} \\
& \xi^{r}(0)=P_{r}(u(0)):=\min \{u(0)+r, \max \{0, u(0)-r\}\}=u(0)-Q_{r}(u(0))
\end{aligned}
$$

of the initial conditions in (B.14) and (B.17), respectively. This is be the case of Section B.4, where we use the simplified notation

$$
\mathfrak{s}_{r}[u]:=\mathfrak{s}_{r}\left[u, Q_{r}(u(0))\right], \quad \mathfrak{p}_{r}[u]:=\mathfrak{p}_{r}\left[u, P_{r}(u(0))\right]
$$




Figure B.2. Canonical initial conditions for the stop (on the left) and play (on the right).

We give a brief survey of basic properties of these two operators that are needed in the thesis. The proofs can be found in [91].

Proposition B. 5 (Lipschitz continuity of the stop). For each $r>0$, the mapping $s_{r}: W^{1,1}(0, T) \times$ $[-r, r] \rightarrow W^{1,1}(0, T)$ is Lipschitz continuous and admits a Lipschitz continuous extension to $s_{r}$ : $C[0, T] \times[-r, r] \rightarrow C[0, T]$ with Lipschitz constant 2.

Also the dependence of $s^{r}(t)$ on $r$, which can be interpreted as a memory variable and represents the memory depth, is Lipschitz continuous in the following sense.

Proposition B.6. For all $u \in C[0, T]$ and all $t \in[0, T]$ we have the implication

$$
\left|s^{r_{1}, 0}-s^{r_{2}, 0}\right| \leq\left|r_{1}-r_{2}\right| \quad \forall r_{1}, r_{2}>0 \Rightarrow\left|s^{r_{1}}(t)-s^{r_{2}}(t)\right| \leq\left|r_{1}-r_{2}\right| \quad \forall r_{1}, r_{2}>0 .
$$

A result like Proposition B. 5 holds also for the play operator.
Proposition B. 7 (Lipschitz continuity of the play). For each $r>0$, the mapping $\mathfrak{p}_{r}: W^{1,1}(0, T) \rightarrow$ $W^{1,1}(0, T)$ is Lipschitz continuous and admits a Lipschitz continuous extension to $\mathfrak{p}_{r}: C[0, T] \rightarrow$ $C[0, T]$.

It can also be proved that the variational inequalities (B.14) and (B.17) can be rewritten equivalently in "energetic form", that is, the energy balance equations

$$
\begin{align*}
\dot{\xi}^{r}(t) u(t) & =\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{1}{2}\left(\xi^{r}\right)^{2}(t)\right)+\left|r \dot{\xi}^{r}(t)\right|  \tag{B.19}\\
s^{r}(t) \dot{u}(t) & =\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{1}{2}\left(s^{r}\right)^{2}(t)\right)+\left|r \dot{\xi}^{r}(t)\right| \tag{B.20}
\end{align*}
$$

hold a. e. in $(0, T)$. With this notation, $\dot{\xi}^{r}(t) u(t)$ and $s^{r}(t) \dot{u}(t)$ represent the power supplied to the system: part of it is used for the increase of the corresponding potentials $\frac{1}{2}\left(\xi^{r}\right)^{2}(t)$ and $\frac{1}{2}\left(s^{r}\right)^{2}(t)$, and the rest $\left|r \dot{\xi}^{r}(t)\right|$ is dissipated. Furthermore, directly from the definitions (B.14) and (B.17) (compare also with Remark B.2), we can infer that the identities

$$
\begin{equation*}
\dot{s}^{r}(t) \dot{u}(t)=\left(\dot{s}^{r}(t)\right)^{2}, \quad \dot{\xi}^{r}(t) \dot{u}(t)=\left(\dot{\xi}^{r}(t)\right)^{2} \tag{B.21}
\end{equation*}
$$

hold a.e. for every $u \in W^{1,1}(0, T)$.
The play and the stop can be extended to space and time dependent inputs in the following way. For each function $u: \Omega \times(0, T) \rightarrow \mathbb{R}$ such that for a.e. $x \in \Omega$ it holds $u(x, \cdot) \in W^{1,1}(0, T)$ we define

$$
\mathfrak{s}_{r}[u](x, t)=\mathfrak{s}_{r}[u(x, \cdot)](t), \quad \mathfrak{p}_{r}[u](x, t)=\mathfrak{p}_{r}[u(x, \cdot)](t)
$$

for all $t \in[0, T]$, where for the sake of simplicity we used the same symbol both for the operators and their extensions. Note that they are applied at each point $x \in \Omega$ independently: the output depends on $\left.u(x, \cdot)\right|_{[0, t]}$, but not on $\left.u(y, \cdot)\right|_{[0, t]}$ for any $y \neq x$. Hence this model can represent memory effects, but not space interaction.

By virtue of Propositions B. 5 and B.7, the stop and the play are both Lipschitz continuous in $L^{p}(\Omega ; C[0, T])$ for all $1 \leq p \leq \infty$.

The play and the stop are the main building blocks of more complex hysteresis operators. In the next sections we are going to introduce the Preisach operator and the Prandtl-Ishlinskiĭ operator.

## B. 3 Hysteresis in capillarity phenomena: the Preisach operator

In order to define the Preisach hysteresis operator, we need to consider the whole continuous family of variational inequalities (B.17) parameterized by $r>0$. We then introduce the configuration space

$$
\Lambda=\left\{\lambda \in W^{1, \infty}(0, \infty):\left|\lambda^{\prime}(r)\right| \leq 1 \text { a.e. }\right\}
$$

of memory configurations $\lambda$, and its subspaces

$$
\Lambda_{K}=\{\lambda \in \Lambda: \lambda(r)=0 \text { for } r \geq K\}
$$

By fixing $K>0$ and an initial state $\lambda_{-1} \in \Lambda_{K}$, the initial condition is chosen in the form

$$
\xi^{r}(0)=\max \left\{u(0)-r, \min \left\{\lambda_{-1}(r), u(0)+r\right\}\right\} .
$$

We have for all $r>0$ the initial bound

$$
\begin{equation*}
\xi^{r}(0) \leq \max \{|u(0)|, K\} \tag{B.22}
\end{equation*}
$$

The proof of the following statement can be found in [91].

Proposition B.8. Let $\lambda_{-1} \in \Lambda_{K}$ be given, and let $\left\{\mathfrak{p}_{r}: r>0\right\}$ be the family of play operators. Then for every $u \in C[0, T]$ and every $t \in[0, T]$ we have
(i) $\mathfrak{p}_{r}[u, \lambda](t)=0$ for $r \geq K^{*}(t):=\max \left\{K, \max _{\tau \in[0, t]}|u(\tau)|\right\}$;
(ii) the function $r \mapsto \mathfrak{p}_{r}[u, \lambda](t)$ belongs to $\Lambda_{K^{*}(t)}$.

The pressure-saturation operator $\mathcal{G}$ appearing in the second part of this thesis is considered as a sum

$$
\begin{equation*}
\mathcal{G}[p]=f(p)+\mathcal{G}_{0}[p], \tag{B.23}
\end{equation*}
$$

where $f$ is a monotone function satisfying Hypothesis 5.1 (vi) and $\mathcal{G}_{0}$ is a Preisach operator that we describe here.

Note that the original Preisach construction in [124] was based on averaging over a two-parameter system of the so-called delayed relay operators, see also [130]. It was shown in [90] that the Preisach definition of a hysteresis relationship $w(t)=\mathcal{F}[u](t)$ can be equivalently expressed by the following integral formula. Given a nonnegative function $\psi \in L^{\infty}\left(\Omega ; L^{1}((0, \infty) \times \mathbb{R})\right)$ (the Preisach density), we define the Preisach operator $\mathcal{G}_{0}: L^{p}\left(\Omega ; C[0, T] \rightarrow L^{p}(\Omega ; C[0, T])\right)$ for $(x, t) \in \Omega \times[0, T]$ as the integral

$$
\begin{equation*}
\mathcal{G}_{0}[p](x, t)=\int_{0}^{\infty} \int_{0}^{\mathfrak{p}_{r}[p](x, t)} \psi(x, r, v) \mathrm{d} v \mathrm{~d} r \tag{B.24}
\end{equation*}
$$

where $\mathfrak{p}_{r}$ is the play operator introduced in the previous Section B.2.

Remark B.9. Definition (B.24) is meaningful (that is, the integral is finite) since $p_{r}[p](t)=0$ for $r$ sufficiently large, see Proposition B.8.

For our purposes, we adopt the following hypotheses on the Preisach density.
Hypothesis B.10. There exists a function $\psi^{*} \in L^{1}(0, \infty)$ such that for a.e. $x \in \Omega$ and a.e. $v \in \mathbb{R}$ we have $0 \leq \psi(x, r, v) \leq \psi^{*}(r), 0 \leq r \psi(x, r, v) \leq \psi^{*}(r)$ and we set

$$
C_{\psi}^{*}=\int_{0}^{\infty} \psi^{*}(r) \mathrm{d} r
$$

Remark B.11. We require the above hypotheses to hold for mathematical purposes. Nevertheless they are reasonable, since in applications the Preisach density decays exponentially.

The following statement is an easy consequence of Proposition B.7.
Proposition B. 12 (Lipschitz continuity of the Preisach operator). The mapping

$$
\mathcal{G}_{0}: L^{p}(\Omega ; C[0, T]) \rightarrow L^{p}(\Omega ; C[0, T])
$$

is Lipschitz continuous for every $1 \leq p \leq \infty$ with Lipschitz constant $C_{\psi}^{*}$.
From (B.19) and (B.24) we immediately deduce the Preisach energy identity

$$
\begin{equation*}
\mathcal{G}_{0}[p]_{t} p-U_{0}[p]_{t}=\left|D_{0}[p]_{t}\right| \quad \text { a. e. } \tag{B.25}
\end{equation*}
$$

provided we define the Preisach potential $U_{0}$ and the dissipation operator $D_{0}$ by the integrals

$$
\begin{equation*}
U_{0}[p](x, t)=\int_{0}^{\infty} \int_{0}^{\mathfrak{p}_{r}[p](x, t)} v \psi(x, r, v) \mathrm{d} v \mathrm{~d} r, \quad D_{0}[p](x, t)=\int_{0}^{\infty} \int_{0}^{\mathfrak{p}_{r}[p](x, t)} r \psi(x, r, v) \mathrm{d} v \mathrm{~d} r . \tag{B.26}
\end{equation*}
$$

Then, considering the whole operator $\mathcal{G}=f+\mathcal{G}_{0}$, the following counterpart of (B.25)

$$
\begin{equation*}
\mathcal{G}[p]_{t} p=U_{\mathcal{G}}[p]_{t}+\left|D_{\mathcal{G}}[p]_{t}\right| \tag{B.27}
\end{equation*}
$$

holds with the choice

$$
U_{\mathcal{G}}[p]=p f(p)-\int_{0}^{p} f(z) \mathrm{d} z+U_{0}[p], \quad D_{\mathcal{G}}[p]=D_{0}[p]
$$

We denote by

$$
\begin{equation*}
\Phi(p):=\int_{0}^{p} f(z) \mathrm{d} z, \quad V(p):=p f(p)-\Phi(p)=\int_{0}^{p} f^{\prime}(z) z \mathrm{~d} z \tag{B.28}
\end{equation*}
$$

so that with this notation we can split the potential $U_{\mathcal{G}}$ in hysteretic and nonhysteretic part, namely,

$$
\begin{equation*}
U_{\mathcal{G}}[p]=V(p)+U_{0}[p] . \tag{B.29}
\end{equation*}
$$

From Hypothesis B. 10 and identity (B.21) for the play we also obtain

$$
\begin{equation*}
0<U_{0}[p] \leq C_{\psi}^{*}(1+|p|), \quad\left|D_{0}[p]_{t}\right| \leq C\left|p_{t}\right| . \tag{B.30}
\end{equation*}
$$

We similarly get, using (B.22),

$$
\begin{equation*}
\left|U_{0}[p](x, 0)\right|=\left|\int_{0}^{\infty} \int_{0}^{\mathfrak{p}_{r}\left[p^{0}\right](x)} v \psi(x, r, v) \mathrm{d} v \mathrm{~d} r\right| \leq C_{\psi}^{*} \max \left\{\left|p^{0}(x)\right|, K\right\} . \tag{B.31}
\end{equation*}
$$

Remark B.13. The Preisach potential is continuous from $L^{2}(\Omega ; C[0, T])$ to $L^{1}(\Omega ; C[0, T])$. Indeed, defining

$$
W(\xi, r)=\int_{0}^{\xi} v \psi(x, r, v) \mathrm{d} v,
$$

we see that Hypothesis B. 10 yields

$$
\left.\left|W\left(\xi_{2}, r\right)-W\left(\xi_{1}, r\right)\right| \leq\left(\left|\int_{\xi_{1}}^{\xi_{2}}\right| v|\mathrm{~d} v|\right) \psi^{*}(r) \leq\left.\frac{1}{2}| | \xi_{2}\right|^{2}-\left|\xi_{1}\right|^{2}\left|\psi^{*}(r) \leq \frac{1}{2}\left(\left|\xi_{2}\right|+\left|\xi_{1}\right|\right)\right| \xi_{2}-\xi_{1} \right\rvert\, \psi^{*}(r) .
$$

Thus, again from Hypothesis B. 10 and from Proposition B.7,

$$
\begin{aligned}
\left|U_{0}\left[p_{2}\right]-U_{0}\left[p_{1}\right]\right|(x, t) & =\int_{0}^{\infty}\left|W\left(\mathfrak{p}_{r}\left[p_{2}\right](x, t), r\right)-W\left(\mathfrak{p}_{r}\left[p_{1}\right](x, t), r\right)\right| \mathrm{d} r \\
& \leq \frac{1}{2} \max _{\tau \in[0, t]}\left|p_{2}-p_{1}\right|(x, \tau) \int_{0}^{\infty}\left(\left|p_{2}(x, t)\right|+\left|p_{1}(x, t)\right|+2 r\right) \psi^{*}(r) \mathrm{d} r \\
& \leq \frac{C_{\psi}^{*}}{2} \max _{\tau \in[0, t]}\left|p_{2}-p_{1}\right|(x, \tau)\left(\left|p_{2}(x, t)\right|+\left|p_{1}(x, t)\right|+2\right) .
\end{aligned}
$$

The Preisach operator admits also a family of "nonlinear" energies. As a consequence of (B.19), we have for a.e. $t$ the inequality

$$
\mathfrak{p}_{r}[p]_{t}\left(p-\mathfrak{p}_{r}[p]\right) \geq 0,
$$

thus

$$
\mathfrak{p}_{r}[p]_{t}\left(h(p)-h\left(\mathfrak{p}_{r}[p]\right)\right) \geq 0
$$

for every nondecreasing function $h: \mathbb{R} \rightarrow \mathbb{R}$. Hence a counterpart of (B.25) in the form

$$
\begin{equation*}
\mathcal{G}_{0}[p]_{t} h(p)-U_{h}[p]_{t} \geq 0 \text { a.e. } \tag{B.32}
\end{equation*}
$$

holds with a modified potential

$$
\begin{equation*}
U_{h}[p](x, t)=\int_{0}^{\infty} \int_{0}^{\mathfrak{p}_{r}[p](x, t)} h(v) \psi(x, r, v) \mathrm{d} v \mathrm{~d} r . \tag{B.33}
\end{equation*}
$$

This is related to the fact that for every absolutely continuous nondecreasing function $\hat{h}: \mathbb{R} \rightarrow \mathbb{R}$, the mapping $\mathcal{G}_{\hat{h}}:=\mathcal{G}_{0} \circ \hat{h}$ is also a Preisach operator, see [93].

## B. 4 Hysteresis in elastoplasticity II: the Prandtl-Ishlinskiĭ operator

In the third part of this thesis we model elastoplasticity by means of a constitutive operator $P_{0}$, the Prandtl-Ishlinskiĭ operator, which represents the elastoplastic part of the stress tensor $\sigma$. This model is constructed as a linear combination of stops (B.10) or (B.14) with all possible yield points
$r>0$, and with initial conditions $s^{r, 0}$ chosen as in Remark B.4. Given a nonnegative function $\tilde{\gamma}:[0, T] \times(0, \infty) \rightarrow[0, \infty)$ such that $\tilde{\gamma}(t, \cdot) \in L^{1}(0, \infty)$ for all $t \in[0, T]$, we define the PrandtlIshlinskiĭ operator by the integral

$$
P_{0}[\varepsilon](t)=\int_{0}^{\infty} \tilde{\gamma}(t, r) \mathfrak{s}_{r}[\varepsilon](t) \mathrm{d} r
$$

Identity (B.20) enables us to establish the energy balance for the Prandtl-Ishlinskiĭ operator. Indeed, if we define the Prantdl-Ishlinskiĭ potential

$$
V[\varepsilon](t)=\frac{1}{2} \int_{0}^{\infty} \tilde{\gamma}(t, r) \mathfrak{s}_{r}^{2}[\varepsilon](t) \mathrm{d} r
$$

and the dissipation operator

$$
D[\varepsilon](t)=\int_{0}^{\infty} r \tilde{\gamma}(t, r)\left|\mathfrak{p}_{r}[\varepsilon]_{t}(t)\right| \mathrm{d} r
$$

we can write the Prandtl-Ishlinskiĭ energy balance in the form

$$
\begin{equation*}
\dot{\varepsilon}(t) P_{0}[\varepsilon](t)=\frac{\mathrm{d}}{\mathrm{~d} t} V[\varepsilon](t)+D[\varepsilon](t) \tag{B.34}
\end{equation*}
$$

As a consequence of identity (B.21) for the play we obtain the estimate

$$
\begin{equation*}
D[\varepsilon](t) \leq|\dot{\varepsilon}(t)| \int_{0}^{\infty} r \tilde{\gamma}(t, r) \mathrm{d} r . \tag{B.35}
\end{equation*}
$$

By imposing suitable boundedness hypotheses for $\tilde{\gamma}(t, r)$ (and this is the case of Part III), we can estimate the dissipation from above in terms of the input velocity.
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