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The previous decades repeatedly witnessed claims that silicon would be sidelined by various
alternative material systems. In the long run, none of these claims turned out to be the case.
Taking into account the changing societal and technological needs, there are strong indications that
the nanocrystalline form of silicon will provide a critical support to sustain this domination as
the all-purpose material of choice. The purpose of this study is to offer a comprehensive theoretical
overview of the electronic structure and optical properties of Si nanocrystals (Si NCs). Starting with
small NCs, we use a first-principles methodology taking into account the structural relaxations. We
go beyond the one-particle approach including the self-energy corrections, by means of the GW
approximation, and the excitonic effects, through the solution of the Bethe-Salpeter equation. This
new approach, where many-body effects are combined with a study of the structural distortion due
to the impurity atoms in the excited state, allows to calculate accurately the Stokes shift between
absorption and photoluminescence spectra. Regarding the interface and impurity effects, first, the
hydrogenated Si NCs are considered, followed by the discussion of oxidation, and of (co-)doping
and finally, of the crystalline as well as amorphous embedding matrix. For the larger Si NCs
embedded in a wide band-gap matrix containing of the order of 10,000’s of atoms, an atomistic
semi-empirical pseudopotential approach is utilized. A validation of the semi-empirical results is
given by comparing with the experimental and first-principles data on the effective optical gap and
the radiative lifetime. The linear optical absorption properties are discussed for interband, intraband
and excited-state configurations. Next, third-order nonlinear optical susceptibilites are computed
with full wavelength dependence and their size-scaling trends are identified. Finally, the quantum-
confined Stark effect in Si NCs is analysed which reveals the discrepancy of the Stark shifts of the
valence and conduction states.

I. INTRODUCTION

Several strategies have been researched over the last years for light generation and amplification in silicon. One
of the most promising is based on silicon nanocrystals (Si NCs) with the idea of taking advantage of the reduced
dimensionality of the nanocrystalline phase (1-5 nm in size) where quantum confinement, band folding and surface
effects play a crucial role.1,2 Indeed, it has been found that the Si NC band-gap increases with decreasing size and
a photoluminescence external efficiency in excess of 23% has been obtained.3 Si NC based LED with high efficiency
have been obtained by using Si NC active layers4 and achieving separate injection of electrons and holes.5 Moreover,
optical gain under optical pumping has been already demonstrated in a large variety of experimental conditions.6–11

After the initial impulse given by the pioneering work of Canham on photoluminescence (PL) from porous Si,12

nanostructured silicon has received extensive attention. This activity is mainly centered on the possibility of getting
relevant optoelectronic properties from nanocrystalline Si. The huge efforts made towards matter manipulation at the
nanometer scale have been motivated by the fact that desirable properties can be generated just by changing the system
dimension and shape. Investigation of phenomena such as the Stokes shift (difference between absorption and emission
energies), the PL emission energy vs nanocrystals size, the doping properties, the radiative lifetimes, the non-linear
optical properties, the quantum-confined Stark effect etc. can give a fundamental contribution to the understanding
of how the optical response of such systems can be tuned. An interesting amount of work has been done regarding
excited Si NCs,2,13–23 but a clear comprehension of some aspects is still lacking. The question of surface effects, in
particular oxidation, has been addressed in the last years. Both theoretical calculations and experimental observations
have been applied to investigate the possible active role of the interface on the optoelectronic properties of Si NCs.
Different models have been proposed: Baierle et al.24 have considered the role of the surface geometry distortion of
small hydrogenated Si clusters in the excited state. Wolkin et al.25 have observed that oxidation introduces defects
in the Si NC band-gap which pin the transition energy. They claimed the formation of a Si=O double bond as the
pinning state. The same conclusion has been recently reached by other authors,26–29 whereas Vasiliev et al.30 have
pointed out that similar results can be obtained also for O connecting two Si atoms (single bond) at the Si NC surface.
The optical gain observed in Si NC embedded in SiO2 has given a further impulse to these studies. Interface radiative
states have been suggested to play a key role in the mechanism of population inversion at the origin of the gain.6,8,31

Thus the study of the nature and the properties of the interface between the Si NC and the SiO2 host matrix has
become crucial.



The calculation of the electronic and optical properties of nanostructures is a difficult task. First-principle studies
are very demanding and in order to investigate very large systems empirical methods are needed. In this paper we
present and resume a comprehensive study of the structural, electronic and optical properties of undoped and doped Si
nanostructures terminated by different interfaces and, in particular, embedded in silicon dioxide matrix. For smaller
nanocrystals we will present ab initio results, in particular the absorption and emission spectra and the effects induced
by the creation of an electron-hole pair are calculated and discussed in detail including many-body effects. The aim
is to investigate in a systematic way the structural, electronic and stability properties of silicon nanostructures as a
function of size and capping species well as pointing out the main changes induced by the nanostructure excitation.

The indisputable superiority of the first-principles approaches is gloomed by their applicability to systems of less
than a thousand atoms with the current computer power. On the other hand, fabricated NCs of sizes 2-5 nm embedded
in an insulating host matrix require computationally more feasible techniques that can handle more than 10,000 atoms
including the surrounding matrix atoms. There exist several viable computational approaches for low-dimensional
structures with a modest computational budget. The most common ones are the envelope function k·p,32 semi-
empirical tight-binding,33 and semi-empirical pseudopotential techniques.34 The decision of which one to use should
be made according to the accuracy demands, but a subjective dimension is also brought by the established biases
of the particular practitioners. As the simplest of all, the envelope function k·p approach lacks the atomistic touch
and more importantly, both qualitative and significant quantitative errors were identified mainly derived from the
states that were not accounted by the multiband k·p Hamiltonian.35 As an atomistic alternative, the semi-empirical
tight binding approach has been successfully employed by several groups; see, Ref. 33 and references therein. Its
traditional rival has always been the semi-empirical pseudopotential approach. About a decade ago, Wang and
Zunger proposed a more powerful technique that solves the pseudopotential-based Hamiltonian using a basis set
formed by the linear combination of bulk bands of the constituents of the nanostructure.36,37 Its main virtue is that
it enables an insightful choice of a basis set with moderate number of elements. It should be mentioned that, the
idea of using bulk Bloch states in confined systems goes back to earlier times; one of its first implementations being
the studies of Ninno et al.38,39 Up to now, it has been tested on self-assembled quantum dots,36,37 superlattices,40,41

and high-electron mobility transistors.42 In the context of Si NCs, very recently it has been used for studying the
effects of NC aggregation,43 the linear,44 and third-order nonlinear optical properties,45 and also for characterizing
the Auger recombination and carrier multiplication.46 The fact that it is a pseudopotential-based method makes it
more preferable over the empirical tight binding technique for the study of optical properties. For these reasons, in
the case of large NCs, we shall make use of the linear combination of bulk bands technique. For both small NCs
analysed with ab initio techniques, and larger NCs dealt with atomistic semi-empirical approaches, a comparison with
the experimental outcomes will be presented and discussed, whenever possible.

The organization of this review is based on two main sections for discussing the methodology and results of small
and large NCs. A description of the theoretical methods used in the ab initio calculations is given in Sec. II. The first-
principle study of the physical systems is then presented starting from the analysis of hydrogenated Si NC (Sec. II A).
We then consider the effect of oxidation (Sec. II B), of doping (Sec. II C) and finally of an embedding matrix (Sec. II D).
As for the larger NCs embedded in a wide band-gap matrix, in Sec. III, first a theoretical framework of the semi-
empirical approach is presented. Next, the comparisons of our results for the case of effective optical gap (Sec. III A),
and radiative lifetime (Sec. III B) are presented. This is followed by the linear optical absorption properties (Sec. III C),
where our interband, intraband and excited-state absorption results are summarized. The important subject of third-
order nonlinear optical susceptibility is discussed in Sec. III D. Finally, a theoretical analysis of the quantum-confined
Stark effect in Si NCs is offered in Sec. III E.

II. ELECTRONIC STRUCTURE AND OPTICAL PROPERTIES FOR SMALL NANOCRYSTALS: AB

INITIO CALCULATION

The results have been obtained through plane-wave, pseudopotential density functional (DFT) calculations. In the
case of the H-Si NC (see Sec. II A) all the calculations have been performed with the ABINIT code.47 Norm-conserving,
non-local Hamann-type pseudopotentials have been used. The Kohn-Sham wave functions have been expanded within
a plane-wave basis set, choosing an energy cutoff of 32 Ry. The calculations performed are not spin-polarized. Each H-
Si NC has been embedded within a large cubic supercell, containing vacuum in order to make nanocrystal-nanocrystal
interactions negligible. The calculations for each cluster have been performed both in ground and excited state. Full
relaxation with respect to the atomic positions is performed for all the considered systems. We have addressed the
issue of excited state configurations, which is mostly relevant for Si NC with a high surface-to-volume ratio using the
so called ∆-SCF method,48–51 where total energies are calculated both in the ground state (GS) and in the excited
state (ES). Here the ES corresponds to the electronic configuration in which the highest occupied single-particle state
[highest occupied molecular orbital (HOMO)] contains a hole, while the lowest unoccupied single-particle state [lowest



unoccupied molecular orbital (LUMO)] contains the corresponding electron. Thus, one can extract the absorption and
emission energies and through their difference calculate the Stokes or Frank-Condon shift due to the lattice relaxation
induced by the electronic excitation.

For the oxidized and doped Si NCs (see Sec. II B and Sec.II C) all the DFT calculations have been performed
using the ESPRESSO package,52 within the generalized gradient approximation (GGA) using Vanderbilt ultrasoft53

pseudopotentials for the determination of the structural properties and norm-conserving pseudopotential within the
local density Approximation (LDA) at the optimized geometry to evaluate the electronic and optical properties. This
choice is due to the fact that Vanderbilt ultrasoft pseudopotentials allow the treatment of several hundreds of atoms
per unit cell in the atomic relaxation process but the lift of the norm-conservation condition is a crucial and well
known problem for the calculation of the optical transition matrix elements. The Si NC have been embedded in large
supercells in order to prevent interactions between the periodic replicas (about 6 Å of vacuum separates neighbor
clusters in all the considered systems). A careful analysis has been performed on the convergence of the structural
and electronic properties with respect to both the supercell side and plane-wave basis set cut-off. Since our aim
is to allow a direct comparison between experimental data and theoretical results, we have calculate not only the
transition energies within the ∆-SCF approach but also directly the absorption and emission optical spectra. The
excited state corresponds to the electronic configuration in which the highest occupied single-particle state (HOMO)
contains a hole, while the lowest unoccupied single-particle state (LUMO) contains the corresponding electron. The
optical response of the nanocrystal has been evaluated for both the ground and the excited state optimized geometries
through the imaginary part of the dielectric function ǫ2(ω)

ǫα2 (ω) =
4π2e2

m2ω2

∑

v,c,k

2

V
|〈ψc,k|pα|ψv,k〉|2δ[Ec(k) − Ev(k) − ~ω] (1)

where α = (x, y, z), Ev and Ec denote the energies of the valence ψv,k and conduction ψc,k band states at a k point (Γ
in our case), and V is the supercell volume. Owing to the strong confinement effects, only transitions at the Γ point
have been considered. In order to perform emission spectra calculations, we have used the excited state geometry
and the ground state electronic configuration. Thus, strictly speaking, ǫ2(ω) corresponds to an absorption spectrum
in the new structural geometry of the excited state: in this way we are simply considering the emission, in a first
approximation, as the time reversal of the absorption54 and therefore as a sort of photoluminescence spectra of the
nanocrystals. Moreover in several cases we go beyond the one-particle approach including the self-energy corrections,
by means of the GW approximation,55 and the excitonic effects, through the solution of the Bethe-Salpeter equation
(BSE).56 To take into account the inhomogeneity of the system local fields effects (LF) have been considered, too.
This new approach where many-body effects, such as the self-energy corrections and the hole-electron interaction, are
combined with a study of the structural distortion due to the impurity atoms in the excited state, allows to calculate
accurately the Stokes shift between absorption and photoluminescence spectra.

A. Hydrogenated Silicon Nanocrystals

In this section we present an analysis of the structural, electronic and optical properties of hydrogenated silicon
nanocrystals (H-Si NCs) as a function of size and symmetry and in particular we will point out the main changes
induced by the nanocrystal excitation. The calculations for each cluster have been performed both in ground and
excited state. The starting configuration for each cluster has been fixed with all Si atoms occupying the same position
as in the bulk crystal, and passivating the surface with H atoms placed along the bulk crystal directions, at a distance
determined by studying the SiH4 molecule. It is worth pointing out that the starting H-Si NC has Td symmetry,
which is kept during relaxation in the ground state configuration. Nevertheless for excited state configurations
such symmetry is generally lost, due to the occupation of excited energy levels. We have first of all investigated the
structural distortions caused by the relaxation of these structures in different electronic configurations. The analysis of
the structural properties reveals that the average Si-Si bond approaches the bulk bond length as the cluster dimension
increases. In particular, moving from the center of the cluster toward the surface, a contraction of the outer Si shells
is observed. The presence of a electron-hole pair in the clusters causes a strong deformation of the structures with
respect to their ground-state configuration, and this is more evident for smaller systems and at the surface of the
H-Si NC. This is what we expect, since for large clusters the charge density perturbation is distributed throughout
all the structure, and the effect it locally induces becomes less evident. Baierle et al.24 and G. Allan et al.57 stressed
the importance of bond distortion at the Si NC surface in the excited state (ES) in creating an intrinsic localized
state responsible of the PL emission. The structural analysis is immediately reflected into the electronic structure.
It can be noted from table I the expected decrease of the energy gap on increasing the cluster dimension and also
that the excitation of the electron-hole pair causes a reduction of the energy gap as much significant as smaller is



the cluster. For small excited clusters the HOMO and LUMO become strongly localized in correspondence of the
distortion, giving rise to defect-like states which reduce the gap. The distortion induced by the nanocluster excitation
can give a possible explanation of the observed Stokes shift in these systems. The radiation absorption of the cluster in
its ground state configuration induces a transition between the HOMO and LUMO levels, which for all these clusters
is optically allowed. Such a transition is followed by a cluster relaxation in the excited state configuration giving rise
to distorted geometries (as previously shown) and to new LUMO and HOMO, whose energy difference is smaller than
that in the ground-state geometry. It is between these two last states that emission occurs, thus explaining the Stokes
shift. It is also worth pointing out how such a shift changes as a function of the dimension. Being the distortion
smaller for larger clusters, it is expected that the Stokes shift decreases on increasing the dimension. This is shown in
table I where the absorption and emission energies together with the Stokes Shift calculated as described in section
II are reported.

TABLE I: Calculated values for the ground (GS) and excited (EXC) state HOMO-LUMO energy gaps and for the absorption
and emission energies calculated within the ∆-SCF approach for the considered H-Si NC. All values are in eV.

Absorption GS HOMO- Emission EXC HOMO-
LUMO gap LUMO gap

Si1H4 8.76 7.93 0.38 1.84
Si5H12 6.09 5.75 0.42 0.46
Si10H16 4.81 4.71 0.41 0.55
Si29H36 3.65 3.58 2.29 2.44
Si35H36 3.56 3.50 2.64 2.74

A number of papers present in literature consider the HOMO-LUMO gaps of the ground and excited state as
the proper absorption and emission energies; this leads to wrong results, mostly for the smaller clusters. In fact,
from Table I it is clearly seen that the smaller the H-Si NC, the larger is the difference between the absorption and
HOMO-LUMO ground-state (GS) gap and between emission and HOMO-LUMO excited-state (EXC) gap. In our
calculations, on going from smaller to larger clusters the difference between the HOMO-LUMO gap in the ground
state and the absorption gap becomes smaller. In particular the GS HOMO-LUMO gap tends to be smaller than
the absorption energy while the EXC HOMO-LUMO gap tends to be larger than the emission energy. In conclusion,
trying to deduce the Stokes Shift simply from the HOMO-LUMO gaps leads to errors especially for small clusters. In
particular the GS HOMO-LUMO gap tends to be smaller than the absorption energy while the EXC HOMO-LUMO
gap tends to be larger than the emission energy. In conclusion, trying to deduce the Stokes shift simply from the
HOMO-LUMO gaps leads to not negligible errors which are more significant for smaller clusters. When comparing our
results for the ground state with other DFT calculations we note that there is in general a good agreement between
them. It is worth mentioning that our results for the absorption gaps of the Si1H4 (8.76 eV) and Si5H12 (6.09 eV)
clusters agree quite well with the experimental results of Itoh et al.58 They have found excitation energies of 8.8 eV
and 6.5 eV respectively. Regarding the Stokes shift, really few data exist in literature, and, in particular for really
small H-Si NC (from Si1H4 to Si10H16), no data exist. The dependence of the Stokes shift from the H-Si NC size
qualitatively agrees with the calculations of Puzder et al.48 and Franceschetti et al.49

B. Oxidized Silicon Nanocrystals

Recent experimental data have shown a strong evidence that the surface changes of silicon nanocrystals exposed to
oxygen produce substantial impact on their optoelectronics properties, thus oxidation at the surface has to be taken
into account. In this section we will analyze the optical properties of oxidized Si NCs first of all, using the ∆-SCF
method.48–51 Each Si NC has been embedded within a large cubic supercell, containing vacuum in order to make
nanocrystal-nanocrystal interactions negligible. The starting configuration for each cluster has been fixed with all Si
atoms occupying the same position as in the bulk crystal, and passivating the surface with H atoms placed along the
bulk crystal directions, at a distance determined by studying the SiH4 molecule. Two classes of systems have been
studied, the Si10 and the Si29 core based nanoclusters, and three type of Si/O bonds as been introduced at the cluster
surface: the Si-O back bond, the Si> O bridge and the Si=O double bond. Through formation energy calculation
we have found that the configuration with the back-bonded oxygen is not favored with respect to the other two and
moreover the bridge bonded configuration has been demonstrated to lead to the stablest isomer configuration,59,60

too. Full relaxation with respect to the atomic positions is performed within DFT limit for all systems both in the
ground and excited configurations using norm conserving LDA pseudopotential with an energy cutoff of 60 Ry.52



The ionic relaxation has produced structural changes with respect to the initial geometry which strongly depend on
the type of surface termination. In the case of Si10H14=O, the changes are mainly localized near the O atom, in
particular the angle between the double bonded O and its linked Si atom is modified. In the bridge structure, instead,
the deformation is localized around the Si-O-Si bond determining a considerable strain in the Si-Si dimer distances.60

Similar results are obtained for the larger Si29 based clusters. The only difference is that now the distortion induced
by the promotion of an electron is smaller, as expected, since for larger clusters the charge density perturbation is
distributed throughout the structure, and the effect locally induced becomes less evident. These structural changes
are reflected in the electronic and optical properties.
In Table II absorption and emission gaps are reported: the red shift of the emission gap with respect to the absorption
is less evident for the case of the cluster with the double-bonded oxygen (see the Stokes shift values); the same can
be observed for the double-bonded Si29H34O.

TABLE II: Absorption and emission energy gaps and Stokes shift calculated as total energy differences within the ∆-SCF
approach. All values are in eV.

Absorption Emission Stokes shift

Si10H14=O 2.79 1.09 1.70
Si10H14 >O 4.03 0.13 3.90
Si29H34=O 2.82 1.17 1.65
Si29H34 >O 3.29 3.01 0.28

The oxygen double-bonded seems hence almost size independent: actually, the presence of this kind of bond creates
localized states within the gap that are not affected by quantum confinement as previously predicted.61

As already stated in Sec. II we have calculated not only the transition energies within the ∆-SCF approach but also
directly the absorption and emission optical spectra. Actually, for both the calculated GS and ES optimized geometry,
we have evaluated the optical response through first-principles calculations also beyond the one-particle approach.
We have considered the self-energy corrections by means of the GW method and the excitonic effects through the
solution of the Bethe-Salpeter equation. The effect of the local fields is also included. In Table III, the calculated
gaps at different levels of approximation (DFT-LDA, GW and BS-LF approaches) are reported for both the Si10 and
Si29 based nanocrystals.

The main result common to absorption and emission is the opening of the LDA band-gap with the GW corrections
by amounts weakly dependent on the surface termination but much larger than the corresponding 0.6 eV of the Si
bulk case. Looking at the BS-LF calculations, we note a sort of compensation (more evident in the GS than in the ES)
of the self-energy and excitonic contributions: the BS-LF values return similar to the LDA ones. The only exception
are the BS-LF calculations for the excited state geometries of the clusters with Si-O-Si bridge bonds at the surface.
Concerning the differences between the values of the Stokes shifts calculated through the ∆-SCF approach in Table
II or through the MBPT in Table III they are essentially due to the ability or not of the two methods of distinguish
dark transitions. In the MBPT the oscillator strengths of each transition are known while the ∆-SCF approach only
gives the possibility to find the energy of the first excitation: if this transition is dark (and the ∆-SCF approach do
not give this information) the associated energy is not the real optical gap. A clearer insight on the MBPT results
is offered by Fig. 1 (left panel), where the calculated absorption and emission spectra for all the oxidized Si10 based
clusters are depicted and compared with the fully hydrogenated cluster. Self-energy, local-field and excitonic effects
(BS-LF) are fully taken into account. Concerning the absorption spectra (Fig. 1, dashed lines), all three cases show
a similar smooth increase in the absorption features. Different is the situation for the emission related spectra (Fig.
1, solid lines). Here, whereas the situation remain similar for the fully hydrogenated Si10H16 (top panel) cluster and
for the Si10H14=O (central panel) cluster, in the case of a Si-O-Si bridge bond (Fig. 1 (bottom panel)) an important

TABLE III: Absorption and emission gaps calculated as HOMO-LUMO differences within DFT-LDA and GW approaches and
as the lowest excitation energy when excitonic and local field effects (BS-LF) are included. In the last column the Stokes shift
calculated in the BS-LF approximation is reported. In parenthesis also the lowest dark transitions (when present) are given.
All values are in eV.

Absorption Emission Stokes shift

LDA GW BS-LF LDA GW BS-LF

Si10H14 =O 3.3 (2.5) 7.3 (6.5) 3.7 (2.7) 0.8 4.6 1.0 2.7
Si10H14 >O 3.4 7.6 4.0 0.1 3.5 1.5 2.5
Si29H34 =O 2.5 6.0 3.7 (3.1) 0.9 4.1 1.2 2.5
Si29H34 >O 2.3 4.8 2.3 0.4 3.0 2.2 (0.3) 0.1



Si10H16 absorption
Si10H16 emission

Im
 ε

N
C
(ω

) (
a.

u.
)

Si10H14=O absorption
Si10H14=O emission

0 1 2 3 4 5 6 7 8 9 10

Energy (eV)

Si10H14>O absorption
Si10H14>O emission

0.8 1.2 1.6 2 2.4 2.8 3.2
Energy (eV)

0

100

200

300

400

(α
hν

)1/
2 

 (e
V

/c
m

)
1/

2

P
L

 in
te

ns
it

y 
(a

.u
)

FIG. 1: Emission (solid line) and absorption (dashed line) spectra: imaginary part of the dielectric function for the three
considered Si NC. On the left: Si10H16 (top panel), Si10H14=O (central panel) and Si10H14 >O (bottom panel). On the right:
experimental results for emission (red curve on the left) and absorption (on the right) by Ref. 62.

excitonic peak, separated from the rest of the spectrum, is evident at 1.5 eV. Actually bound excitons are present also
in the fully hydrogenated (at 0.4 eV) and in the Si10H14=O (at 1.0 eV) clusters, nevertheless, the related transitions
are almost dark and the emission intensity is very low. Only in the case of the Si-O-Si bridge bond a clear PL
peak appears thanks to the strong oscillator strength of the related transition. The right panel of Fig. 1 shows the
experimental absorption and emission spectra measured by Ma et al.62 for Si-nanodots embedded in SiO2 matrix.
A strong photoluminescence peak appears around 1.5 eV. Comparison of the experimental spectra with our results
suggest that the presence of a Si-O-Si bridge bond at the surface of Si NC and the relative deformation localized
around the Si-O-Si bond can explain the nature of luminescence in Si nanocrystallites: only in this case the presence
of an excitonic peak in the emission related spectra, red shifted with respect to the absorption onset, provides an
explanation for both the observed SS and the near-visible PL in Si NC. Similar results have been obtained in the case
of Si29-based clusters. Only in the case of O in bridge position there is a cage distortion at the interface that allows
the presence of significant emission features in the optical region.

C. Doped Silicon Nanocrystals

1. Single-doped Silicon Nanocrystals

We resume here the effects of size and shape of Si NCs on the incorporation of group-III (B and Al), group-IV (C
and Ge), and group-V (N and P) impurities. Single-doping has been investigated both in spherical and faceted-like
Si NCs.63,64 The spherical Si NC are built taking all the bulk Si atoms contained within a sphere of a given radius
and terminating the surface dangling bonds with H; whereas the faceted Si NCs are resulting from a shell-by-shell
construction procedure which starts from a central atom and adds shells of atoms successively. Spherical-like Si NCs
are the Si29H36, Si87H76, Si147H100, and Si293H172 clusters and the faceted Si NCs are the Si5H12, Si17H36, Si41H60,
and Si147H148 clusters. The average diameter of doped and undoped Si NCs after relaxation is about 2.3 nm for
the largest crystal considered. The substitutional impurity site is the one of the Si atom at the center of the NC.
As for impurities in bulk Si, Jahn- Teller distortions occur in the neighborhood of the impurity sites and the bond
lengths show a dependence with respect to size and shape of the Si NCs. After ionic relaxation the Si-X bond
lengths (X=B, Al, C, Ge, N, and P) tend to be longer for faceted than for spherical-like Si NCs. A little variation



of the impurity levels with respect to the shape of the Si NCs is observed. Boron and aluminum give rise to shallow
acceptor levels, whereas phosphorus gives rise to shallow donor level and nitrogen to a deep donor level. The energetic
positions of the impurity levels become deeper as the size of the Si NC decreases and tend nearly to the position of
the corresponding impurity levels of Si bulk as the size of the Si NC increases. For all the impurities considered the
lowest-energy transitions occur at lower energies than the ones in the corresponding undoped Si NCs. The optical
absorption spectra of medium and large doped Si NCs exhibit an onset of absorption characteristic of indirect-gap
materials. High peaks in the spectra can be found in the Si NCs whose diameters are smaller than 1.0 nm. Moreover
the radiative lifetimes are sensibly influenced by the shape, especially for the small Si NCs, whereas these influences
disappear when the size of the nanoparticles increase.

Starting from the SinHm nanocluster,51 the formation energy (FE) for the neutral X impurity can be defined as
the energy needed to insert the X atom with chemical potential µX within the cluster after removing a Si atom
(transferred to the chemical reservoir, assumed to be bulk Si)

Ef = E(Sin−1XHm) − E(SinHm) + µSi − µX. (2)

Here E is the total energy of the system, µSi the total energy per atom of bulk Si, µX the total energy per atom of
the impurity. The results show that for smaller Si-MCs a larger energy is needed for the formation of the impurity.
There is a slight tendency in formation energy that suggests that the incorporation of the impurities is more favored
in spherical than in faceted Si NCs. This tendency is not valid for the neutral Ge and P impurities, which present
a formation energy nearly independent of the shape, and by the Al impurity, for which the incorporation is slightly
favored for faceted Si NCs. We have also calculated how the FE changes as a function of the impurity position within
the Si NC.63 For the B neutral impurity in the large Si146BH100 cluster we have moved the impurity from the cluster
center toward the surface along different paths still considering substitutional sites. It comes out that as far as the
internal core is concerned, variations not higher than 0.06 eV are found. On the contrary, an energy drop between
0.25 and 0.35 eV is found as the B impurity is moved to the Si layer just below the surface. This is explained by
considering that such positions are the only ones which allow a significant atomic relaxation around the impurity,
because in the other cases the surrounding Si cage is quite stable. Thus, as the B atom is moved toward the surface
the FE decreases, making the subsurface positions more stable.

2. Co-doped Silicon Nanocrystals

As already said simultaneous doping with n− and p−type impurities represent a way to overcome the low radiative
recombination efficiency in our systems so, starting from the already described hydrogenated Si NCs and following the
work of Fujii et al.,65 we have doped the Si35H36 cluster locating the B and P impurities in substitutional positions just
below the nanocrystal surface. It is worth mentioning that this arrangement represents the most stable configuration,
as confirmed by theoretical and experimental works.66–68 Full relaxation with respect to the atomic positions has been
allowed and electronic properties have been computed through DFT calculations. We have found that in all the case of
co-doping the formation energy is strongly reduced, favoring this process with respect to the single doping. The choice
of studying the small Si33BPH36 cluster (see Fig. 3) (diameter around 1 nm) is due to the fact that the GW-BSE
calculation,69 necessary to obtain the optical spectra, are very computing demanding. The energy levels of this system
at the Γ point calculated at the optimized geometries are shown in Figure 2 where only the levels corresponding to
the HOMO, LUMO, HOMO-1 and LUMO+1 states are depicted. Calculated square modulus contour plots related to
HOMO and LUMO states, have shown their localization within the Si NC, in particular the HOMO state is localized
on the B impurity while the LUMO is localized on the P one. The presence of these donor and acceptor states
lowers the energy gap from 3.51 eV for the pure cluster to 2.86 eV for the doped one. In principle, starting with a
bigger cluster, for which the energy gap is smaller than in this case, it is possible through codoping to tune the gap
also below the bulk Si band gap as experimentally observed by Fuji and coworkers.70 In order to give a complete
description, within the many-body framework, of the codoped Si NC response to an optical excitation, we consider
both the self-energy corrections by means of the GW method71 to obtain the quasiparticle energies and the excitonic
effects through the solution of the Bethe-Salpeter equation. The effect of local fields is also included, to take into
account the inhomogeneity of the systems. To carry out emission spectra calculations, we have used the excited state
geometry and the ground state electronic configuration as already described in section II. Thus, the electron-hole
interaction is here considered also in the emission geometry. Fig.4 (right panel) shows the calculated absorption and
emission spectra fully including the many-body effects. The electron-hole interaction yields significant variations with
respect to the single-particle spectra (shown in the left panel), with an important transfer of the oscillator strength to
the low energy side. Moreover, in the emission spectrum the rich structure of states characterized, in the low energy
side, by the presence of excitons with largely different oscillator strengths, determines excitonic gaps well below the
optical absorption onset. Thus the calculated emission spectrum results to be red shifted to lower energy with respect



FIG. 2: Calculated energy levels at Γ point for the Si33BPH36-NC. Alignment has been performed locating at the same energy
the fully occupied levels with the same type of localization.

to the absorption one. This energy difference between emission and absorption, the Stokes shift, can be lead back to
the relaxation of the Si NCs after the excitation process. The new important features that appear in the emission
many-body spectra are related to the presence of both B and P impurities as showed by Fig. 5, which gives the
real-space probability distribution |ψexc(re, rh)|2 for the bound exciton as a function of the electron position re when
the hole is fixed in a given rh position. In this case the hole is fixed on the boron atom and we see that the bound
exciton is mainly localized around the phosphorus atom. From Table IV, it can be seen that the single-particle DFT
results strongly underestimate the absorption and emission edge with respect to the GW+BSE calculation, in which
the excitonic effect are taken exactly into account. This means that, in this case, the cancellation between GW gap
opening (which gives the electronic gap) and BSE gap shrinking (which originates the excitonic gap) is only partial.72

It is also interesting to note that the calculated Stokes shifts are almost independent on the level of the computation.
The difference between the GW electronic gap and the GW+BSE optical excitonic gap gives the exciton binding
energy Eb. We note the presence of exciton binding energies as big as 2.2 eV, which are very large if compared with
bulk Si (∼ 15 meV) or with carbon nanotubes73,74 where Eb ∼ 1 eV, but similar to those calculated for undoped Si
NCs75 of similar size and for Si and Ge small nanowires.76,77

TABLE IV: Absorption and Emission gaps calculated as HOMO-LUMO difference through a DFT, the many-body GW and a
GW-BSE approach.

Si33BPH36 DFT GW GW+BSE
Abs. (eV) 2.80 5.52 3.35
Ems. (eV) 1.79 4.37 2.20
∆ (eV) 1.01 1.15 1.15

It is interesting to note that the HOMO-LUMO transition in the emission spectrum at 2.20 eV is almost dark while
an important excitonic peak is evident at about 2.75 eV (see Fig. 4), red-shifted with respect to the first absorption

FIG. 3: Relaxed structure of the Si33BPH36 codoped nanocrystal (diameter=1.10 nm). Gray balls represent Si atoms, while
the light gray balls are the hydrogens used to saturate the dangling bonds. B (dark gray) and P (black) impurities have been
located at subsurface position in substitutional sites on opposite sides of the nanocrystals. The relaxed impurity distance is
DBP=3.64 Å.
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FIG. 4: Left panel: Single-particle imaginary part of the dielectric function for the codoped Si33BPH36 nanocrystal in the
ground (dashed line) and excited (solid line) geometries. Right panel: absorption (dashed line) and emission (solid line)
many-body spectra of Si33BPH36.

peak.

D. Silicon Nanocrystals Embedded in a SiO2 matrix

In this section our goal is to build up a simple model to study the properties of Si nanocrystals embedded in SiO2

matrix from a theoretical point of view.78,79 Ab initio calculations of the structural, electronic and optical properties
of Si NCs embedded in a crystalline SiO2 matrix have been carried out starting with a cubic cell (l = 14.32 Å) of SiO2

β-cristobalite (BC).80 The crystalline cluster has been obtained by a spherical cut-off of 12 O atoms at the center of
a Si64O128 BC geometry, as shown in Fig. 6 (top panels). In this way we have built an initial supercell of 64 Si and
116 O atoms with 10 Si bonded together to form a small crystalline skeleton. No defects (dangling bonds) are present
at the interface and all the O atoms at the Si NC surface are single bonded with the Si atoms of the cluster.
The amorphous silica model has been generated using classical molecular dynamics simulations of quenching from a
melt; the simulations have been done using semi-empirical ionic potentials,81 following a quench procedure.82 The
amorphous dot has been obtained by a spherical cut-off of 10 O atoms from a Si64O128 amorphous silica cell, as
shown in Fig. 6 (bottom panels). For both the crystalline and amorphous case we have performed successive ab initio

dynamics relaxations with the SIESTA code83 using Troullier-Martins pseudopotentials with non-local corrections,
and a mesh cutoff of 150 Ry. No external pressure or stress were applied and we left all the atom positions and the
cell dimensions totally free to move.
Electronic and optical properties of the relaxed structures have been calculated in the framework of DFT, using the
ESPRESSO package.52 Modification of the band structure and of the absorption spectrum due to the many-body
effects have been also computed.

In parallel to the design of the Si10/SiO2 system, both crystalline and amorphous, we have studied three other
systems; i) the pure matrix (SiO2) (the BC for the crystalline case and the glass for the amorphous one), ii) the
isolated Si NC extracted by the nc-silica complex (both crystalline and amorphous) relaxed structure and capped
by hydrogen atoms (Si10-H), iii) the Si NC and the first interface oxygens extracted as in point ii), passivated

FIG. 5: Excitonic wave function of Si33BPH36 (atom colors as in Fig. 3). The gray isosurface represents the probability
distribution of the electron, with the hole fixed on the B impurity.



by H atoms (Si10-OH).84 The goal is to separate the properties related to the Si NC from those related to the
matrix in order to check the possible role of the Si NC/matrix interface, in fact the comparison of the results rela-
tive to different passivation regimes (H or OH groups) could give some insight on the role played by the interface region.

From the analysis of the relaxed crystalline Si10/SiO2 supercell emerges that the Si NC has a strained structure
with respect to the bulk Si,85 while the BC matrix around is strongly distorted near the Si NC and progressively
reduce its stress going from the nc to the external region.86,87 Concerning the structure of the cluster in the
amorphous glass the system (both the cluster and the matrix) has completely lost memory of the starting tetrahedral
symmetry configuration. There aren’t dangling bonds at the cluster surface while some bridge-bonded oxygens
appear that where not present in the crystalline case.88

Table V shows the comparison between the EG of all the considered systems. For the crystalline case we see, first of
all, a strong reduction of the Si10/SiO2 gap with respect to both the bulk BC SiO2 and the isolated Si NC passivated
by H atoms ; finally, as reported by Ref. 25,27–29,89,90, the passivation by OH groups tends to red-shift the energy
spectrum, resulting in a gap similar to that of the embedded Si NC.

The smaller gap of the Si10/SiO2 system with respect to the SiO2 BC bulk case is clearly due to the formation,
at the conduction and valence band edges, of confined, flat states. These new states are not simply due to the Si
NC; actually they are not present in the case of the isolate Si NC capped by H atoms, but are instead visible for the
isolated Si NC passivated by OH groups. This means that a strong influence on the electronic properties of the host
matrix is played not only by the presence of the Si NC but in particular by the interface region where O atoms play
a crucial role. Deep inside the bands, the typical behavior of the bulk matrix is still recognizable.

Concerning the electronic properties of the amorphous systems, the EG of the embedded Si NC and of the isolated
Si10a-OH-NC are similar to that of the crystalline case and, as in the crystalline case, one can find band edges states
due to the interface region. However contrary to the crystalline case, the Si10a-H-NC shows now a strongly reduced
band gap. This difference can be addressed to the amorphization effects, indicating that in the amorphous case the
localization process at the origin of the EG lowering is mainly driven by the disorder.88

In Fig.6 the square modulus contour plot of the HOMO (top left) and of the LUMO (top right) for the Si10

FIG. 6: Stick and ball pictures of the final optimized structure of Si10 in a β-cristobalite matrix (top panels) or in a SiO2 glass
(bottom panes). Dark gray spheres (red) represent O atoms, light gray (cyan) Si of the matrix and white (yellow) Si atoms
of the nanocrystal. Also the isosurfaces at fixed value (7% of max. amplitude) of the square modulus |Ψ|2 of HOMO (left)
and LUMO (right) Kohn-Sham orbitals for the Si10 crystalline (top) and amorphous (bottom) clusters in the silica matrix are
showed. Pink (blue) represents the positive (negative) sign of Ψ.
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FIG. 7: Imaginary part of the dielectric function for the Si10 crystalline (top) and amorphous (bottom) embedded clusters
compared with that of H-terminated clusters, OH-terminated clusters and of the silica matrices. The insets show an enlargement
of the spectra at low energies.

crystalline cluster in the BC matrix are reported. In both cases the spatial distribution is mainly localized on the Si
NC region and on the O atoms immediately around the cluster, i.e. at the Si NC/SiO2 interface. Also the HOMO
and LUMO states for the amorphous case (reported in Fig. 6, bottom left and right) follow the shape of the Si NC,
strongly deformed with respect to the ordered case. Thus they are still localized on the Si NC and on the vicinal O
atoms. In our opinion, this support the important role played by the interface between the Si NC and the matrix.

The electronic properties are reflected into the optical ones. Figure 7 shows the calculated imaginary part of the
dielectric function for all the structures described above. As one can see for both the crystalline and amorphous case,
three regions due to the hosting matrix, to the Si NC, and to the interface, are clearly distinguishable. At high energy
(> 7 eV) the spectra of the embedded Si NC resemble that of silica bulks while in the the energy region between ∼4
eV and ∼6 eV for the crystalline and between ∼2 eV and ∼6 eV for the amorphous case is clear the contribution
of the Si NC itself. Below these intervals, anyway, new transitions exist that are not due to the matrix alone or
to the isolated, hydrogenated cluster. These low energy transitions originate from the interplay between the Si NC
and the embedding matrix and in particular are also due to the O atoms present at the interface region. Indeed,
comparing the imaginary part of the dielectric function (see the insets) for the embedded cluster (solid line) with
that of the OH-terminated cluster (dotted line) one can see that the presence of OH groups at the surface of the
cluster induce low energy transitions in fair agreement with the new peaks observed for the Si NC in the matrix. This
result is in agreement with other work,44 sustaining the idea that the deformation of the nanoclusters seems to be
not determinant for the absorption onset at low energies.

The main differences between crystalline and amorphous case is related to the intensity of the peaks in the visible
region (< 3 eV). Here the localization process due to the disorder enhances the intensities of the optical transitions,
that in the crystalline case are very low. Many-body effects have been considered in both the crystalline and amorphous
embedded Si NC. We have included quasi-particle effects within the GW approach55 and excitonic effects within the
Bethe-Salpeter equation (BSE).56,69

Table VI shows the calculated EG within DFT, GW, GW+BSE approximations. In the ordered (amorphous) case,
the inclusion of GW corrections spreads up the gap of about 1.9 (1.7) eV, while the excitonic and local fields correction
reduces it of about 1.5 (1.6) eV. Thus, the total correction to the LDA results to be of the order of 0.4 (0.1) eV.
Now finally the EG of the crystalline and amorphous embedded Si NC are quite different, i.e. 2.17 and 1.51 eV,
respectively.

This difference is more evident looking at Fig.8 which shows a comparison of the absorption spectra for the embedded
Si NC for both crystalline and amorphous case. We see that even if the inclusion of many-body effects does not change
very much the situation at the onset of the absorption (see insets), it strongly depletes the intensity of the transitions
in the 4-6 eV region for the crystalline case, whereas for the amorphous one the situation in the 2-6 energy region

System SiO2 Si10/SiO2 Si10-OH Si10-H

Crystalline 5.44 1.77 1.60 4.66
Amorphous 5.40 1.41 1.55 1.87

TABLE V: Energy gap values in eV for crystalline and amorphous silica, embedded Si NC, OH-terminated Si NC, H-terminated
Si NC.



Si10/SiO2 DFT GW GW+BSE

Crystalline 1.77 3.67 2.17
Amorphous 1.41 3.11 1.51

TABLE VI: Many-body effects on the gap values (in eV) for the crystalline and amorphous embedded dots.

remain more or less the same. This is a further strong indication of the importance of localization processes for the
optical properties of embedded Si NC.

Until now, no experimental measurements on Si NC with diameter of the order of 1 nm have been performed. Thus,
a straightforward comparison with experimental data is not possible but the fitting of some recent measurements91–97

of Si NC of different sizes shows a fair agreement with our results.

III. ELECTRONIC STRUCTURE AND OPTICAL PROPERTIES FOR LARGE NANOCRYSTALS:

ATOMISTIC SEMI-EMPIRICAL PSEUODOPOTENTIAL CALCULATIONS

As mentioned in the Introduction section, for large NCs, we employ the linear combination of bulk bands (LCBB)
technique which makes use of the semi-empirical pseudopotentials for describing the atomistic environment. Note
that we shall ignore many body effects, unlike our treatment in the previous section, where the excitonic effects were
incorporated within the BSE. In this technique the NC wavefunction with a state index j is expanded in terms of the
bulk Bloch bands of the constituent core and embedding medium (matrix) materials

ψj(~r) =
1√
N

∑

n,~k,σ

Cσ

n,~k,j
ei~k·~ruσ

n,~k
(~r) , (3)

where N is the number of primitive cells within the computational supercell, Cσ

n,~k,j
is the expansion coefficient set to

be determined and σ is the constituent bulk material label pointing to the NC core and embedding medium. uσ

n,~k
(~r)

is the cell-periodic part of the Bloch states which can be expanded in terms of the reciprocal lattice vectors { ~G} as

uσ

n,~k
(~r) =

1

Ω0

∑

~G

Bσ

n~k

(

~G
)

ei ~G·~r , (4)

where Ω0 is the volume of the primitive cell. The atomistic Hamiltonian for the system is given by

Ĥ = −~
2∇2

2m0
+
∑

σ,~Rj ,α

W σ
α (~Rj) υ

σ
α

(

~r − ~Rj − ~dσ
α

)

, (5)

where m0 is the free electron mass, W σ
α (~Rj) is the weight function that takes values 0 or 1 depending on the type

of atom at the position ~Rj − ~dσ
α; an intermediate value between 0 and 1 can be used for the alloys or modeling the
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case.



interface region. υσ
α is the screened spherical pseudopotential of atom α of the material σ. We use semiempirical

pseudopotentials for Si developed particularly for strained Si/Ge superlattices which reproduces a large variety of
measured physical data such as bulk band structures, deformation potentials, electron-phonon matrix elements, and
heterostructure valence band offsets.98 With such a choice, this approach benefits from the empirical pseudopotential
method, which in addition to its simplicity has another advantage over the more accurate density functional ab initio
techniques that run into well-known band-gap problem99 which is a disadvantage for the correct prediction of the
excitation energies.

The formulation can be cast into the following generalized eigenvalue equation:37,42

∑

n,~k,σ

H
n′~k′σ′,n~kσ

Cσ

n,~k
= E

∑
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, (6)

where
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.

Here, the atoms are on regular sites of the underlying Bravais lattice: ~Rn1,n2,n3
= n1~a1+n2~a2+n3~a3 where {~ai} are its

direct lattice vectors of the Bravais lattice. Both the NC and the host matrix are assumed to possess the same lattice

constant and the whole structure is within a supercell which imposes the periodicity conditionW
(

~Rn1,n2,n3
+Ni~ai

)

=

W
(

~Rn1,n2,n3

)

, recalling its Fourier representationW
(

~Rn1,n2,n3

)

→∑

W̃ (q)ei~q·~Rn1,n2,n3 , implies ei~q·Ni~ai = 1, so that

~q → ~qm1,m2,m3
= ~b1

m1

N1
+~b2

m2

N2
+~b3

m3

N3
, where {~bi} are the reciprocal lattice vectors of the bulk material. Thus the

reciprocal space of the supercell arrangement is not a continuum but is of the grid form composed of points {~qm1,m2,m3
},

where mi = 0, 1, . . . , Ni − 1.
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FIG. 10: (a) The evolution of states for four increasing diameters of Si NCs, (b) HOMO and LUMO variation with respect to
diameter. The bulk band edges of Si are marked with a dashed line for comparison.

A. Effective optical gap

The hallmark of quantum size effect in NCs has been the widening of the optical gap , as demonstrated by quite
a number of theoretical and experimental studies performed within the last decade. Figure 9 contains a compilation
of some representative results. For Si NCs, it can be observed that there is a good agreement among the existing
data, including LCBB results. In the latter approach, the optical gap directly corresponds to the LUMO-HOMO
energy difference, as calculated by the single-particle Hamiltonian in Eq. (5). Such a simplicity relies on the finding
of Delerue and coworkers that the self-energy and Coulomb corrections almost exactly cancel each other for Si NCs
larger than a diameter of 1.2 nm.72 The evolution of the individual states with increasing size is shown in Fig. 10 (a).
In particular, the HOMO and LUMO variation is plotted in Fig. 10 (b). It can be clearly observed that for a diameter
larger than about 6 nm the quantum size effect essentially disappears.

B. Radiative lifetime

An excellent test for the validity of the electronic structure is through the computation of the direct photon
emission. The associated radiative lifetime for the transition between HOMO and LUMO is obtained via time-
dependent perturbation theory utilizing the momentum matrix element, which was first undertaken by Dexter.104

Here, we use the expression offered by Califano et al.105 which differs somewhat in taking into account the local field
effects:

1

τfi

=
4

3

n

c2
F 2αω3

fi |rfi|2 , (7)

where α = e2/~c is the fine structure constant, n =
√
ǫmatrix is the refractive index of the host matrix, F =

3ǫmatrix/ (ǫNC + 2ǫmatrix) is the screening factor within the real-cavity model,106 ωi is the angular frequency of the
emitted photon, c is the speed of light. Using for the dipole length element between the initial (i) and final states
(f), the expression rfi = 〈f |p|i〉/ (im0ωfi), we can rewrite the Eq. (7) as,

1

τfi

=
16π2

3
nF 2 e2

h2m2
0c

3
(Ef − Ei) |〈i|p|f〉|2 . (8)

To obtain the thermally-averaged radiative lifetime, the Boltzmann average is performed over the states close to the
HOMO and LUMO as

1

〈τr〉
=

∑

fi

1

τfi

e−β(Efi−EG)

∑

fi

e−β(Efi−Eg)
, (9)
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FIG. 11: The variation of the radiative lifetime with respect to diameter for Si NCs.

where EG is the HOMO-LUMO gap, β = 1/(kBT ), and kB is the Boltzmann constant.
The results107 for the radiative lifetime in Si NCs as a function of diameter are shown in Fig. 11. The LCBB values

for large NCs merge very well with the ab initio calculations for small NCs.108 It should be noted that the radiative
lifetime is reduced exponentially, as the NC size is reduced, turning the indirect bandgap bulk materials into efficient
light emitters. It needs to be remembered that, the nonradiative processes in Si NCs, Auger recombination and carrier
multiplication, are still much more efficient than the radiative process.46 As another remark, for larger NCs the level
spacings become comparable to phonon energies. Therefore, the direct recombination as considered here, needs to be
complemented by the phonon-assisted recombination beyond approximately 3-4 nm diameters.

FIG. 12: Illustration for the three different absorption processes in NCs considered here: interband, intraband and excited-
state absorption. The yellow (light-colored) arrows indicate the direct photon absorption transitions, the blue (dark-colored)
arrow represents optical pumping and the downward green arrow corresponds to luminescence which can be to a interface state
(dashed line).



C. Linear optical absorption

Once the electronic wavefunctions of the NCs are available, their linear optical properties can be readily computed.
The three different types of direct photon (zero-phonon) absorption processes are illustrated in Fig. 12. These are
interband, intraband and excited-state absorptions. In the latter, the blue (dark-colored) arrow represents optical
pumping and following carrier relaxation, the downward green arrow corresponds to luminescence which can be to a
final interface state (dashed line).6 For all these processes, the relevant quantity is the imaginary part of the dielectric
function (which was denoted by ǫ2 in Sec. II). Within the independent-particle approximation and the artificial
supercell framework, it can be put to an alternative form,109

Im{ǫaa(ω)} =
(2πe~)

2

m0VSC

∑

c,v

faa
cv

Ec − Ev

Γ/(2π)

[Ec − Ev − ~ω]
2

+ (Γ/2)2
, (10)

where, a = x, y, z denotes the Cartesian components of the dielectric tensor and

faa
cv =

2 |〈c |pa| v〉|2
m0(Ec − Ev)

, (11)

is the oscillator strength of the transition. In these expressions, e is the magnitude of the electronic charge, and
Γ is the full-width at half maximum value of the Lorentzian broadening. The label v (c) correspond to occupied
(empty) valence (conduction) states, referring only to their orbital parts in the absence of spin-orbit coupling; the
spin summation term is already accounted in the prefactor of Eq. (10). Finally, VSC is the volume of the supercell which
is a fixed value, chosen conveniently large to accommodate the NCs of varying diameters. However, if one replaces it
with that of the NC, VNC, this corresponds calculating Im{ǫaa}/fv, where fv = VNC/VSC is the volume filling ratio of
the NC. For the sake of generality, this is the form the results will be presented here. The electromagnetic intensity

absorption coefficient α(ω) is related to the imaginary part of the dielectric function through110

Im{ǫaa(ω)} =
nrc

ω
αaa(ω) , (12)

where nr is the index of refraction and c is the speed of light.
In the case of intraband absorption, its rate depends on the amount of excited carriers. Therefore, we consider the

absorption rate for one excited electron or hole that lies at an initial state i with energy Ei. As there are a number
of closely spaced such states, we perform a Boltzmann averaging over these states as e−βEi/

∑

j e
−βEj . We further

assume that the final states have no occupancy restriction, which can easily be relaxed if needed. The expression for
absorption rate per an excited carrier in each NC becomes

αaa

fv

=
πe2

2m0cnrωVNC

∑

i,f

e−βEi

∑

j e
−βEj

faa
fi [Ef − Ei]

Γ/(2π)

[Ef − Ei − ~ω]
2

+ (Γ/2)2
, (13)

where again a is the light polarization direction.
Finally, we include the surface polarization effects, also called local field effects (LFE) using a simple semiclassical

model, which agrees remarkably well with more rigorous treatments.111 We give a brief description of its implemen-
tation. First, using the expression

ǫSC = fvǫNC + (1 − fv)ǫmatrix , (14)

we extract (i.e., de-embed) the size-dependent NC dielectric function, ǫNC, where ǫSC corresponds to Eq. (10), sup-
pressing the cartesian indices. ǫmatrix is the dielectric function of the host matrix; for simplicity, we set it to the
permittivity value of SiO2, i.e., ǫmatrix = 4. Since the wide band-gap matrix introduces no absorption up to an
energy of about 9 eV, we can approximate Im{ǫNC} = Im{ǫSC}/fv. One can similarly obtain the Re{ǫNC} within
the random-phase approximation,112 hence get the full complex dielectric function ǫNC. According to the classical
Clausius-Mossotti approach, which is shown to work also for NCs,113 the dielectric function of the NC is modified as

ǫNC,LFE = ǫmatrix

[

4ǫNC − ǫmatrix

ǫNC + 2ǫmatrix

]

, (15)

to account for LFE. The corresponding supercell dielectric function, ǫSC,LFE follows using Eq. (14). Similarly, the
intensity absorption coefficients are also modified due to surface polarization effects, cf. Eq. (12).



1. Interband absorption

For applications such as in solar cells, an efficient interband absorption over a certain spectrum is highly desirable.
Depending on the diameter, Si NCs possess strong absorption towards the UV region. In Fig. 13 we compare LCBB
results44 with the experimental data of Wilcoxon et al. for Si NCs.114 There is a good overall agreement especially
with LFE. The major discrepancies can be attributed to excitonic effects that are not included in the LCBB results.
In Fig. 13 we also display the tight binding result of Trani et al. which also includes LFE.111
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FIG. 13: Comparison of LCBB absorbance results with the available data: experimental work of Wilcoxon et al.114 and the
theoretical tight binding results of Trani et al.111 For LCBB spectra, a Lorentzian broadening energy full width of 200 meV is
used.

2. Intraband absorption

The electrical injection of carriers or doping opens the channel for intraband absorption, also termed as intersub-
band absorption which has practical importance for mid- and near-infrared photodetectors.115 We assume that these
introduced carriers eventually relax to their respective band edges and attain a thermal distribution. Therefore, we
perform a Boltzmann averaging at room temperature (300 K) over the initial states around LUMO (HOMO) for elec-
trons (holes). The absorption coefficients to be presented are for unity volume filling factors and for one carrier per
NC; they can easily be scaled to a different average number of injected carriers and volume filling factors. In Fig. 14
the Si NCs of different diameters are compared.44 The intraband absorption is observed to be enhanced as the NC
size grows up to about 3 nm followed by a drastic fall for larger sizes. For both holes and electrons very large number
of absorption peaks are observed from 0.5 eV to 2 eV. Recently, de Sousa et al. have also considered the intraband
absorption in Si NCs using the effective mass approximation and taking into account the multi-valley anisotropic
band structure of Si.116 However, their absorption spectra lacks much of the features seen in Fig. 14. Mimura et al.

have measured the optical absorption in heavily phosphorus doped Si NCs of a diameter of 4.7 nm.117 This provides
us an opportunity to compare the LCBB results on the intraconduction band absorption in Si NCs. There is a good
order-of-magnitude agreement. However, in contrast to LCBB spectra in Fig. 14 which contains well-resolved peaks,
they have registered a smooth spectrum which has been attributed by the authors to the smearing out due to size
and shape distribution within their NC ensemble.117

3. Excited-state absorption

An optical pumping well above the effective band gap leads to excited-state absorption, also termed as photoinduced
absorption, which is an undesired effect that can inhibit the development of optical gain.118 Recent experiments on
excited-state absorption concluded that more attention should be devoted to the role of the excitation conditions in
the quest for the silicon laser.119–121 For this reason, we consider another intraband absorption process where the
system is under a continuous interband optical pumping that creates electrons and holes with excess energy. We
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FIG. 14: Intravalence and intraconduction state absorption coefficients in Si NCs of different diameters per excited carrier and
at unity filling factor. A Lorentzian broadening energy full width of 30 meV is used. Mind the change in the vertical scale for
4 nm diameter case.

consider three different excitation wavelengths: 532 nm, 355 nm and 266 nm which respectively correspond to the
second-, third- and fourth-harmonic of the Nd-YAG laser at 1064 nm. The initial states of the carriers after optical
pumping are chosen to be at the pair of states with the maximum oscillator strength among interband transitions
under the chosen excitation. As a general trend, it is observed that the excess energy is unevenly partitioned, mainly
in favor of the conduction states.44,46 Once again a Boltzmann averaging is used to get the contribution of states
within the thermal energy neighborhood.

Considering 3 nm and 4 nm diameters, the results44 are shown in Fig. 15. Note that the 532 nm excitation results
are qualitatively similar to those in intraband absorption, cf. Fig. 14. This is expected on the grounds of small excess
energy for this case. Some general trends can be extracted from these results. First of all, the conduction band
absorption is in general smooth over a wide energy range. On the other hand the valence band absorption contains
pronounced absorption at several narrow energy windows mainly below 1 eV and they get much weaker than the
conduction band absorption in the remaining energies. As the excitation energy increases the absorption coefficient
per excited carrier in general decreases. In connection to silicon photonics, we should point out that the excited-
state absorption is substantial including the important 1.55 µm fiber optics communication wavelength. These results
provide a more comprehensive picture than the reported experimental measurements119–121 which are usually obtained
at a single energy of the probe beam. Finally, it needs to be mentioned that for both intraband and excited-state
absorptions displayed in Figs. 14 and 15, the high energy parts will be masked by the interband transition whenever
it becomes energetically possible.

D. Third-order nonlinear optical properties

Recent experimental reports show that Si NCs have promising nonlinear optical properties and device
applications.122–124 One group of very important optical nonlinearities is the third-order nonlinearities which involve
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FIG. 15: Excited-state absorption within valence and conduction states of Si NCs per excited carrier and at unity filling factor
under three different optical pumping wavelengths of 532 nm, 355 nm and 266 nm. Dotted lines in black color refer to total
absorption coefficients. Two different diameters are considered, 3 and 4 nm. A Lorentzian broadening energy full width of
30 meV is used.

nonlinear refraction coefficient or optical Kerr index n2 and two-photon absorption coefficient β. These nonlinearities
are crucial in all-optical switching and sensor protection applications125 as well as in the up-conversion of the sub-
band-gap light for the possible solar cell applications.126 The third-order nonlinear optical susceptibility expression
is obtained through perturbation solution of the density matrix equation of motion.125 To simplify the notation, in
this section we denote the quantities which refer to unity volume filling factor by an overbar. The final expression is
given by125

χ
(3)
dcba(−ω3;ωγ , ωβ, ωα) ≡ χ

(3)
dcba(−ω3;ωγ , ωβ, ωα)

fv

=
e4

VNC~3
S
∑

lmnp

rd
mn

ωnm − ω3

[

rc
nl

ωlm − ω2

(

rb
lpr

a
pmfmp

ωpm − ω1

−
ra
lpr

b
pmfpl

ωlp − ω1

)

−
rc
pm

ωnp − ω2

(

rb
nlr

a
lpfpl

ωlp − ω1
−
ra
nlr

b
lpfln
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, (16)

where the subscripts {a, b, c, d} refer to Cartesian indices, ω3 ≡ ωγ + ωβ + ωα, ω2 ≡ ωβ + ωα, ω1 ≡ ωα are the input
frequencies, rnm is the matrix element of the position operator between the states n and m, ~ωnm is the difference
between energies of these states, S is the symmetrization operator,125 indicating that the following expression should
be averaged over the all possible permutations of the pairs (c, ωγ), (b, ωβ), and (a, ωα), and finally fnm ≡ fn − fm

where fn is the occupancy of the state n. The rnm is calculated for m 6= n through rnm = pnm

im0ωnm
where pnm is

the momentum matrix element. Hence, after the solution of the electronic structure, the computational machinery



is based on the matrix elements of the standard momentum operator, p, the calculation of which trivially reduces to
simple summations.

The above susceptibility expression is evaluated without any approximation taking into account all transitions
within the 7 eV range. This enables a converged spectrum up to the ultraviolet spectrum. In the case of relatively
large NCs the number of states falling in this range becomes excessive making the computation quite demanding. For
instance, for the 3 nm NC the number of valence and conduction states (without the spin degeneracy) exceed 3000.
As another technical detail, the perfect C3v symmetry of the spherical NCs results in an energy spectrum with a
large number of degenerate states.44 However, this causes numerical problems in the computation of the susceptibility
expression given in Eq. (16). This high symmetry problem can be practically removed by introducing two widely
separated vacancy sites deep inside the matrix. Their sole effect is to introduce a splitting of the degenerate states
by less than 1 meV.

The refractive index and the absorption, in the presence of the nonlinear optical effects become, respectively,
n = n0 + n2I, α = α0 + βI , where n0 is the linear refractive index, α0 is the linear absorption coefficient, and I is
the intensity of the light. n2 is proportional to Re

{

χ(3)
}

, and is given by127

n2(ω) =
Re
{

χ(3)(−ω;ω,−ω, ω)
}

2n2
0ǫ0c

, (17)

where c is the speed of light. Similarly, β is given by127

β(ω) =
ωIm

{

χ(3)(−ω;ω,−ω, ω)
}

n2
0ǫ0c

2
, (18)

where ω is the angular frequency of the light. Note that Eqs. (17) and (18) are valid only in the case of negligible

absorption. The degenerate two-photon absorption cross section σ(2)(ω) is given by125

σ(2)(ω) ≡ σ(2)(ω)
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where Γ is the inverse of the lifetime; the corresponding full width energy broadening of 100 meV is used throughout.
The sum over the intermediate states, m, requires all interband and intraband transitions. As we have mentioned
previously, we compute such expressions without any approximation by including all states that contribute to the
chosen energy window. Finally, σ(2)(ω) and β are related to each other through β = 2~ωσ(2)(ω).

The LFEs lead to a correction factor in the third-order nonlinear optical expressions given by,128 L =
(

3ǫmatrix
ǫNC+2ǫmatrix

)2 ∣
∣

∣
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ǫNC+2ǫmatrix

∣

∣

∣

2

where ǫmatrix and ǫNC are the dielectric functions of the host matrix and the NC,

respectively. We fix the local field correction at its static value, since when the correction factor is a function of the
wavelength it brings about unphysical negative absorption regions at high energies.

We consider four different diameters, D =1.41, 1.64, 2.16 and 3 nm. Their energy gap, EG as determined by the
separation between the LUMO and the HOMO energies show the expected quantum size effect.44 The n2 is plotted in
Fig. 16 which increases with the decreasing NC size for all frequencies.45 The smallest diameter gives us the largest n2.
When compared to the n2 of bulk Si in this energy interval (∼ 10−14 cm2/W),129–131 calculated NC n2 is enhanced
by as much as (∼ 104fv) for the largest NC. For Si NCs having a diameter of a few nanometers, Prakash et al.122

have obtained n2 of the order of ∼ 10−11 cm2/W which, in order of magnitude, agrees with LCBB results when a
typical fv is assumed for their samples.

In Fig. 17 we have plotted β against the photon energy.45 Peaks at high energies are dominant in the spectrum and
β decreases with the growing NC volume. The obtained β is about 105fv cm/GW for the largest NC at around 1 eV.
When compared to the experimental bulk value (1.5 − 2.0 cm/GW measured at around 1 eV),129 calculated NC β is
scaled by a factor of 300− 400 fv times. Prakash et al.122 have observed β to be between (101 − 102 cm/GW) at 1.53
eV which is close to LCBB values provided that fv is taken into account. This is in full agreement with the findings
of Prakash et al.122

We should note that β is nonzero down to static values due to band tailing as mentioned above. Another interesting
observation is that the two-photon absorption threshold is distinctly beyond the half band gap value, which becomes
more prominent as the NC size increases. This can be explained mainly as the legacy of the NC core medium, silicon
which is an indirect band-gap semiconductor. Hence, the HOMO-LUMO dipole transition is very weak especially for
relatively large NCs. We think that this is the essence of what is observed also for the two-photon absorption. As
the NC size gets smaller, the HOMO-LUMO energy gap approaches to the direct band-gap of bulk silicon, while the
HOMO-LUMO dipole transition becomes more effective.



FIG. 16: n2 (i.e., at unity filling) as a function of the photon energy for different NC sizes.

FIG. 17: β (i.e., at unity filling) as a function of the photon energy for different NC sizes.

E. Quantum-Confined Stark effect in Si Nanocrystals

In 1984, Miller et al. discovered a variant of the Stark effect in quantum wells, which was much more robust due
to the confinement of the carriers, hence named as the quantum-confined Stark effect (QCSE).132 It took more than
a decade to observe the same effect in NCs, which were chemically synthesized CdSe colloids.133 Interestingly, it has
taken again more than a decade to realize it with Si NCs.134 Based on the importance of QCSE for silicon based
photonics, in this section we provide a theoretical analysis of QCSE in embedded Si NCs. The basic electrostatic
construction of the problem is presented in Fig. 18 with the assumption that the NCs are well separated. If we denote
the uniform applied electric field in the matrix region far away from the NC as F0, then the solution for electrostatic
potential is given in spherical coordinates by110

Φ(r, θ) =

{

− 3
ǫ+2F0r cos θ , r ≤ a

−F0r cos θ +
(

ǫ−1
ǫ+2

)

F0
a3

r2 cos θ , r > a
, (20)

where ǫ ≡ ǫNC/ǫmatrix is the ratio of the permittivities of the inside and outside of the NCs. The effect of this external
field can be incorporated in the framework of LCBB by adding the Vext = eΦ term to the potential energy matrix
elements. A computationally convenient approach is to assume that external potential is relatively smooth so that its
Fourier transform can be taken to be band-limited to the first Brillouin zone of the underlying unit cell, which leads
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FIG. 18: An illustration for the QCSE showing the geometry and the variables.
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FIG. 19: (a) The Stark shift of the (a) valence, (b) conduction states of a 5 nm-diameter Si NC. The electric field values quoted
refer to F0, that in the matrix region far away from the NC.

to,42
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here Rect~b1,~b2,~b3
is the rectangular pulse function, which yields unity when its argument is within the first Brillouin

zone defined by the reciprocal lattice vectors, {~b1,~b2,~b3}, and zero otherwise.
In Fig. 19 we show the evolution of the valence and conduction states of a 5 nm-diameter Si NC under increasing

electric fields. This clearly indicates that valence states are more prone to Stark shift. The LUMO-HOMO band gap
Stark shift is plotted in Fig. 20. As in any electronic structure calculation, this is done at 0 K. However, a shift of
more than 80 meV points out that the QCSE can be easily measured at room temperature. The dotted line in this
figure is a quadratic fit. The deviation for large electric fields indicates the change in charge displacement regime.

Finally, in Fig. 21 the intravalence and intraconduction state electroabsorption curves of a 5 nm-diameter Si NC
are shown, under zero and 1 MV/cm electric fields. As expected from the rigidity of the conduction states under the
electric field from Fig. 19, the electroabsorption effect can be best utilized in p-doped Si NCs. These results can be
important for the assessment of the prospects of nanocrystalline Si-based infrared electroabsorption modulators.
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