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Abstract

We present an implementation of G0W0 calculations including spin-orbit coupling

(SOC) enabling investigations of large systems, with thousands of electrons, and we

discuss results for molecules, solids and nanocrystals. Using a newly-developed set
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of molecules with heavy elements (called GW-SOC81), we find that when based upon

hybrid density functional calculations, fully-relativistic (FR) and scalar-relativistic (SR)

G0W0 calculations of vertical ionization potentials both yield excellent performance

compared to experiment, with errors below 1.9%. We demonstrate that while SR

calculations have higher random errors, FR calculations systematically underestimate

the VIP by 0.1 to 0.2 eV. We further verify that SOC effects may be well approximated

at the FR density functional level and then added to SR G0W0 results for a broad

class of systems. We also address the use of different root-finding algorithms for the

G0W0 quasiparticle equation, and the significant influence of including d electrons in

the valence partition of the pseudopotential for G0W0 calculations. Finally, we present

statistical analyses of our data, highlighting the importance of separating definitive

improvements from those that may occur by chance due to a limited number of samples.

We suggest the statistical analyses used here will be useful in the assessment of the

accuracy of a large variety of electronic structure methods.

1 Introduction

First-principles calculations of the electronic properties of molecules, solids and nanostruc-

tures are of great importance, both in interpreting experimental findings and in seeking to

predict new materials with targeted properties. Density functional theory (DFT)1,2 has been

successful in describing the properties of broad classes of systems,3 and is widely used, but

it still suffers from a number of shortcomings, especially in the calculation of absolute en-

ergies and excited state properties.4 While hybrid functionals5 have led to improved results

compared to semilocal functionals in many applications,6–8 and recent work has removed the

need for empirical parameters in some cases,7,8 the dependence of most density function-

als on material-specific parameters still limits their applicability and accuracy, especially in

inhomogeneous systems such as interfaces.

The presence of heavy elements further complicates material studies, due to the spin-orbit
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effect.9 For example, the band gap and ionization potentials of systems containing elements

such as lead, gold, and iodine varies by as much as 1 eV when spin-orbit coupling (SOC) is

introduced. Further, topological insulators and similar systems are of great current interest,

and many topological effects are a direct result of SOC.10 The latter can be described by

fully-relativistic (FR) many-body perturbation theory (MBPT), and specifically FR GW

calculations.11–13

In this paper we report the inclusion of SOC in a recently developed GW method and

code, WEST, which can perform calculations at the G0W0 level of unprecedented size, in-

cluding nanoparticles, liquids, and interfaces, in addition to crystals and molecules.14,15 This

represents the first implementation of a G0W0 calculation in which both G and W are com-

puted at the FR level, and the use of empty states is avoided. It is further notable in going

beyond plasmon-pole12,13,16–21 and analytic continuation21–24 methods.

The description of SOC in DFT and beyond-DFT methods requires the use of two-

component spinors, instead of scalar wave functions;25–29 related 2-component and 4-component

methods have also been developed in quantum chemistry.30–35 Due to the need for multiple

components, its inclusion into existing electronic structure methods is nontrivial. Only in

the past few years has SOC been included at the GW level of theory in electronic structure

codes.36 A small set of systems have now been investigated by SOC GW approaches, in-

cluding mercury chalcogenides,36 Pu, Am,37 and actinide38 metals, atomically thin MoS2,
39

topological insulators and related materials,40–46 Pb4S4 nanoparticles,47 perovskites,48–53 and

small molecules.34

We go beyond previous work in performing a large survey of the applicability of FR G0W0

to a variety of systems. Included in this survey is the new GW-SOC81 set of 81 molecules,

which can further serve as a tool for the validation of future SOC implementations. Also

included are statistical analyses of the performance of different methods, e.g. SR and FR

calculations with multiple functionals at the DFT and G0W0 levels of theory. We report a

detailed analysis of the actual statistical significance of our results, and not only a comparison
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of the mean absolute errors which may differ simply due to the specific test sets that were

chosen. These analyses should be broadly applicable to method performance studies in the

electronic structure community.

We also use the large set of calculations and systems presented here to investigate two

important issues: First, whether using the SOC corrections found at the DFT level of theory

can be a good strategy for estimating SOC effects at the G0W0 level of theory. This issue is

especially relevant for large systems, as the computational penalty for FR GW vs. SR GW

is severe, with at least 8 to 16 times larger computational resources required.

Second, we discuss the solutions of the G0W0 quasiparticle equation as a function of

frequency.12,13 This equation must be solved through a root-finding procedure in order to

obtain the quasiparticle energies, and its solutions may not be unique.54,55 The GW method

used here allows for efficient computations of energy as a function of frequency, which in

several cases is critical to finding the correct, physical solution.

This paper presents the theoretical methods in Section 2. In Section 3 we use a set of

molecular vertical ionization potentials to assess the improvement of FR GW over SR GW

calculations for molecules. Section 4 presents an analysis of the method’s performance for

bulk semiconductors. Next complex systems, e.g. organic-inorganic hybrid perovskites and

lead chalcogenide nanoparticles, are explored in Sections 5 and 6 respectively. Section 7

investigates the use of SOC corrections obtained at a DFT level to approximate FR GW

results, and Section 8 describes the results of graphical solutions of the quasiparticle equation.

We conclude in Section 9.

2 Method

Throughout this paper we consider two approaches to incorporate relativistic effects in our

computations: Scalar-relativistic (SR) and fully-relativistic (FR) calculations. In the former,

relativistic effects are included in the construction of the pseudopotential used to model core-

4
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valence electron interactions.3,56–58 Scalar-relativistic calculations lead to an error in the total

energy, due to the neglect of spin-orbit coupling, proportional to Z2α2,58–60 where Z is the

ion’s atomic number and α the fine-structure constant.

In contrast, FR calculations explicitly incorporate spin-orbit coupling; we also refer to

these as SOC calculations throughout this paper. These calculations use pseudopotentials

generated using the full four-component Dirac equation, i.e. all core electron effects are

treated using the Dirac equation. Two components are used in DFT and GW calculations

to include spin-orbit effects on valence electrons. These calculations lead to an error due

to relativistic effects of order α2,58,59 which is notably smaller than that of SR for heavy

elements with e.g. Z & 30.

2.1 Relativistic effects in the Kohn-Sham equations

Spin-orbit coupling is included in the solution of the Kohn-Sham (KS) equations whose

eigenvalues are then used as input for perturbative GW calculations. The description of spin-

orbit coupling interactions requires electronic states to be noncollinear; they are represented

as spinors

ψi =







ψ↑
i

ψ↓
i






. (1)

In our work we used the spin-orbit coupling implementation27,29 of Quantum ESPRESSO

(QE),61,62 where spin-orbit (SO) interactions are introduced in the nonlocal part of the pseu-

dopotential, which becomes a 2×2 matrix operating on the spinor wave functions. Separate

pseudopotential projectors are used for each j = l± 1
2

where l is the orbital angular momen-

tum component of pseudopotentials, as labeled in ordinary SR calculations.59,63

The reason why it is sufficiently accurate to include SO interactions only in the pseu-

dopotential is that the SO contribution to the Hamiltonian is given by:3,64

ĤSO ∝
1

r

dV

dr
L · S, (2)

5
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where V is the system potential, r the radial coordinate referenced to the atomic nucleus,

L the orbital angular momentum, and S the electron spin. The term 1
r
dV
dr

is non-negligible

only near the nucleus of a heavy atom, where r is small and dV
dr

is large. As a result, SO

interactions only need to be included explicitly in the four-component all-electron Dirac

equations59 solved for the atoms and used to generate an FR pseudopotential.

2.2 G0W0 calculations

In perturbative GW (termed G0W0) calculations,11–13,65 quasiparticle energies EQP are ob-

tained from KS eigenvalues ǫKS and orbitals ψkµ:

EQP
kµ = ǫKS

kµ +
∑

αβ

〈

ψα
kµ

∣

∣

∣
Σ̂αβ

(

EQP
kµ

)

− V̂ xc
αβ

∣

∣

∣
ψβ
kµ

〉

. (3)

Here µ denotes the eigenvalue index, α and β denote the spin components of the ψ spinor,

and k labels the momentum in the first Brillouin zone. Σαβ = iGαβW is the GW self-energy

with off-diagonal spin elements,36,66,67 and V xc
αβ is the exchange-correlation operator in DFT.

Note atomic units are used throughout the text.

Our approach is based on the formalism given in Refs. 66,67. We consider non-magnetic

systems, for which V xc
αβ = V xcδαβ, and the GW equations also simplify significantly. Our

approach thus mirrors that implemented by Sakuma et al. in the SPEX code.36

In this paper we present calculations using solely the Γ point in the Brillouin zone. These

supercell calculations are ideal for large, inhomogeneous systems. Due to our focus on large

systems, in this section we use the k → 0 limit, hence W does not couple states at different

momenta. For Γ-point-only calculations, this limit does not entail a further approximation.

The expectation value of Σ is split, as usual, into two components, a frequency-independent

exact exchange ΣX and a correlation component ΣC(ω). The former is given by

Σ̂X
αβ(r, r

′) = i

∫ ∞

−∞

dω

2π
GKS

αβ (r, r
′;ω)ν(r, r′), (4)

6
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and

GKS
αβ (r, r

′;ω) =
∑

kµ

ψα
kµ(r)ψ

β∗
kµ(r

′)

ω − ǫKS
kµ + iη sgn(ǫKS

kµ − ǫF )
. (5)

Here ν is the bare Coulomb interaction,

ν(r, r′) =
e2

|r− r′|
(6)

where e is the electronic charge. The expectation value of the exchange part of the self-energy

is then

EX
kµ =

∑

αβ

〈

ψα
kµ

∣

∣

∣
Σ̂X

αβ

∣

∣

∣
ψβ
kµ

〉

=−
∑

k
′, κ in

occupied states

∫∫

dr dr′ τkµ,k′κ(r)ν(r, r
′)τ ∗

kµ,k′κ(r
′) (7)

where we define τ as

τkµ,k′κ(r) =
∑

α

ψα∗
kµ(r)ψ

α
k′κ(r). (8)

Equation 8 is used to avoid applying operations to each spin component separately.

Writing the screened Coulomb interaction within RPA as

WRPA(r, r
′;ω) = ν(r, r′) +Wp(r, r

′;ω), (9)

the correlation self-energy is

Σ̂C
αβ(r, r

′;ω) = i

∫ ∞

−∞

dω′

2π
GKS

αβ (r, r
′;ω + ω′)Wp(r, r

′;ω′). (10)

Note W has no spin dependence.

G0W0 calculations were performed using the formalism proposed in Refs. 14,68,69. This

method avoids both the explicit calculation of empty electronic states and the storage and

7
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inversion of large dielectric matrices, unlike the Adler-Wiser formulation.70,71 The method

relies on the spectral decomposition of the static dielectric matrix (ǫ) through the “projective

dielectric eigenpotential” (PDEP) algorithm,72,73 which uses iterative diagonalization74 and

density functional perturbation theory75 to solve the Sternheimer equation.76 A symmetriza-

tion operation is used to transform the dielectric matrix into a Hermitian one.77

The eigenvalues of the dielectric matrix decay rapidly to 1,73 and hence only a relatively

small number of eigenvectors and eigenvalues is required for an accurate spectral decompo-

sition of ǫ. These eigenvectors are also used as a basis for the representation of ǫ and ǫ−1 at

finite frequency in GW calculations.68,69 Dielectric eigenvectors are represented by the same

plane-wave energy cutoffs as the DFT calculation, and both the PDEP algorithms and the

GW calculations are implemented in the WEST massively parallel code.14

The spectral decomposition of ǫ allows both G and W to be treated as shifted-inverted

problems, which are solved recursively using Lanczos chain techniques.78 Frequency integra-

tion is carried out by contour deformation:14,20,23

Σ̂C
αβ(r, r

′;ω) = i

∫ i∞

−i∞

dω′

2π
GKS

αβ (r, r
′;ω + ω′)Wp(r, r

′;ω′)

−
∑

zG
kµ

∈ Γ+

ψα
kµ(r)ψ

β∗
kµ(r

′)Wp(r, r
′; zG

kµ)

+
∑

zG
kµ

∈ Γ−

ψα
kµ(r)ψ

β∗
kµ(r

′)Wp(r, r
′; zG

kµ). (11)

The contours Γ+ and Γ− are given in Ref. 14. Note that here the poles zG are energies of

KS states, as they come from GKS.

Finally, the contribution of ΣC to the quasiparticle equation is given by

EC
kµ

(

EQP
kµ

)

=
∑

αβ

[

−

∫ ∞

−∞

dω′

2π

〈

ψα
kµ

∣

∣

∣
GKS

αβ

(

r, r′;EQP
kµ + iω′

)

Wp(r, r
′; iω′)

∣

∣

∣
ψβ
kµ

〉

]

+
∑

k′κ

∫∫

dr dr′ fkµ
k′κτkµ,k′κ(r)Wp

(

r, r′; ǫk′κ − EQP
kµ

)

τ ∗
kµ,k′κ(r

′) (12)
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where

fkµ
k′κ =































+1 if ǫF < ǫk′κ < EQP
kµ

−1 if EQP
kµ < ǫk′κ < ǫF

0 otherwise.

(13)

Due to the use of Lanczos chains, it is computationally straightforward to calculate Σ(ω)

at multiple ω. Usually one solves eq 3 by a secant method. In Section 8 we examine this

procedure in detail.

Our calculations were performed using a development version of the WEST code, which

is highly scalable on high-performance architectures.14,15 As mentioned in the introduction,

our implementation is the first to both avoid the use of empty states, and calculate G and

W at the FR level of theory. It also uses contour deformation14,20,23 rather than plasmon-

pole12,13,16–21 or analytic continuation21–24 methods. The calculations performed here used

computational resources ranging from 320 Ivy Bridge processors for small molecules to

262,144 cores on the BlueGene/Q Mira supercomputer at Argonne National Laboratory

for the largest calculation of a 1152-electron CdTe supercell. We note that the inclusion of

SOC considerably adds to the computational complexity of calculations; when using only

the Γ point, the number of bands to be optimized is doubled and it is necessary to use

two-component complex wave functions rather than single-component real wave functions.

This implies an eight times increase in memory, and due to the overall N2
occ ×NPDEP ×Npw

scaling,14 we expect an asymptotic sixteen times increase in running time. Here Nocc is the

number of occupied bands, NPDEP the number of eigenvalues and eigenpotentials included

in the spectral decomposition of the dielectric matrix, and Npw the number of plane waves

used for the expansion of single-particle wavefunctions. In the calculations reported below

we observed an eight to ten times increase in running time.

9
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3 Validation of implementation: vertical ionization po-

tential of small molecules

We validated our implementation for a set of 81 molecules. The NIST Computational Chem-

istry Comparison and Benchmark Database79 and the recent GW2780 and GW10055 test sets

primarily contain systems with light elements, and hence were considered inappropriate for

validation purposes. Instead, we used the NIST WebBook database:81 we selected molecules

for which experimental vertical ionization potential (VIP) data and experimental geometries

were available, and which were composed of elements with atomic number 29 (Cu) or higher

(see Supporting Information (SI)). As detailed in Appendix A and the SI, we also excluded

elements which would have had semicore d states belonging to an incomplete shell. This

selection process resulted in 81 molecules, which we term here the GW-SOC81 set.

3.1 Computational details

Calculations at the SR and FR levels were performed both with the PBE GGA82 and the

hybrid PBE0 functional.83–85 For all molecules we used experimental geometries. After a

self-consistent calculation was performed in QE61,62 at the DFT level, a calculation of EQP

was carried out in WEST.14,15

For SR calculations, version 1.1 of the SG15 Optimized Norm-Conserving Vanderbilt

(ONCV) pseudopotentials were used,86,87 generated with the ONCVPSP code.88,89 The SG15

set87 includes pseudopotentials and input files for all elements up to atomic number 83

(Bi), with the exception of the Lanthanides. Bromine and iodine pseudopotentials were

created separately.90 For FR pseudopotentials, the same input parameters as for the SR case

were used (ONCVPSP version 2.1.1)88 and are also available online.87 Comparisons of the

performance of these pseudopotentials with others reported in literature can be found in

Secs. 4.5, 5 and 6.1, and in the SI.

We first determined the VIP of all molecules with a 120 Ry plane-wave kinetic energy

10
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cutoff at the DFT level. We then used for subsequent calculations the cutoff at which the

VIP was determined to be within 5 meV of the one obtained at the 120 Ry cutoff (see Table

1). Further comparisons of results obtained at different cutoffs are presented in Ref. 86. All

energy levels were referred to vacuum using a Makov-Payne-based correction.91

We carried out converged SR GW@PBE calculations by choosing the number of eigenvec-

tors in the spectral decomposition of the dielectric matrix14 as NPDEP = max(512, 30nelec),

and the cell size as a = max(40a0, ā), where a0 is the Bohr radius and ā is the value that at

the DFT level yields VIPs within 5 meV of those obtained with a = 60a0.

The results of these converged calculations served as reference to estimate the errors made

when using smaller but more tractable NPDEP and a values. In particular we used NPDEP =

max(512, 7.9nelec+158), with the latter term used to interpolate betweenNPDEP = 20nelec for

13 electrons and NPDEP = 10nelec for 74 electrons. For the cell size we used a = max(30a0, ā
′)

where ā′ yield VIPs within 10 meV of those obtained with a = 60a0 at the DFT level of

theory. At the SR GW@PBE level of theory, VIP results had a mean absolute error (MAE)

of 11 meV, and a maximum deviation of 40 meV in Mo(CO)6, compared to the stricter

parameters above. Table 1 provides all parameters used for the G0W0 results reported in

Table 2.

Table 1: Molecules used in the GW-SOC81 set. The table includes a local GW-SOC81
set number, the linear size of the cubic cell used, the plane-wave energy cutoff for the
wavefunctions (Ewfc

cut ), and the number of eigenvalues used in the spectral decomposition of
the dielectric matrix (NPDEP).

Set number Formula Name CAS Number Cell size (a0) Ewfc
cut (Ry) NPDEP

1 AgBr Silver bromide 7785-23-1 40 40 364
2 AgCl Silver chloride 7783-90-6 40 40 364
3 AgI Silver iodide 7783-96-2 45 40 364
4 Al

2
Br

6
Dialuminum hexabromide 18898-34-5 30 40 662

5 AlBr
3

Aluminum bromide 7727-15-3 30 40 410
6 AlI

3
Aluminum iodide 7784-23-8 30 40 410

7 AsBr
3

Arsenic tribromide 7784-33-0 30 40 364
8 AsCl

3
Arsenic trichloride 7784-34-1 30 40 364

9 AsF
3

Trifluoroarsine 7784-35-2 30 70 364
10 AsF

5
Pentafluoroarsorane 7784-36-3 30 70 474

11 AsH
3

Arsine 7784-42-1 30 50 256
12 AsI

3
Arsenic triiodide 7784-45-4 30 40 364

13 Br
2

Bromine 7726-95-6 30 40 268
14 BrCl Bromine chloride 13863-41-7 30 40 268
15 C

2
H

2
Se Selenoketene 61134-37-0 30 50 284

16 C
2
HBrO Bromoketene 78957-22-9 30 60 332

17 C
4
H

4
Se Selenophene 288-05-1 30 50 364

18 (C
5
H

5
)
2
Ru Bis(5-cyclopentadienyl) Ruthenium 1287-13-4 30 60 678

11
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19 CF
3
I Trifluoroiodomethane 2314-97-8 30 50 410

20 (CH
3
)
2
Cd Dimethylcadmium 506-82-1 30 50 426

21 (CH
3
)
2
Hg Dimethylmercury 593-74-8 30 50 426

22 (CH
3
)
2
Se Dimethylselenide 593-79-3 30 40 316

23 (CH
3
)
2
Zn Dimethylzinc 544-97-8 30 50 426

24 CH
3
HgBr Bromomethylmercury 506-83-2 40 40 426

25 CH
3
HgCl Chloromethylmercury 115-09-3 40 40 426

26 CH
3
HgI Iodomethylmercury 143-36-2 40 40 426

27 CH
3
I Iodomethane 74-88-4 30 40 268

28 CI
4

Tetraiodomethane 507-25-5 30 40 410
29 CaBr

2
Calcium bromide 7789-41-5 35 40 348

30 CaI
2

Calcium iodide 10102-68-8 35 40 348
31 CdBr

2
Cadmium bromide 7789-42-6 30 40 426

32 CdCl
2

Cadmium chloride 10108-64-2 30 40 426
33 CdI

2
Cadmium iodide 7790-80-9 30 40 426

34 CsCl Cesium chloride 7647-17-8 45 40 284
35 CsF Cesium fluoride 13400-13-0 35 70 284
36 CsI Cesium iodide 7789-17-5 50 40 284
37 CuF Copper monofluoride 13478-41-6 30 80 364
38 HgCl

2
Mercury(II) chloride 7487-94-7 30 40 426

39 I
2

Iodine dimer 7553-56-2 30 40 268
40 IBr Iodine bromide 7789-33-5 30 40 268
41 ICl Iodine monochloride 7790-99-0 30 40 268
42 IF Iodine monofluoride 13873-84-2 30 50 268
43 KBr Potassium bromide 7758-02-3 50 40 284
44 KI Potassium iodide 7681-11-0 50 40 284
45 Kr

2
Krypton dimer 12596-40-6 30 40 284

46 KrF
2

Krypton difluoride 13773-81-4 30 70 332
47 LaBr

3
Lanthanum tribromide 13536-79-3 30 40 410

48 LaCl
3

Lanthanum chloride 10099-58-8 30 40 410
49 LiBr Lithium bromide 7550-35-8 35 40 256
50 LiI Lithium iodide 10377-51-2 35 40 256
51 MgBr

2
Magnesium bromide 7789-48-2 30 40 348

52 MgI
2

Magnesium iodide 10377-58-9 30 40 348
53 Mo(CO)

6
Molybdenum hexacarbonyl 13939-06-5 30 60 740

54 NaBr Sodium bromide 7647-15-6 45 40 284
55 NaI Sodium iodide 7681-82-5 45 40 284
56 OsO

4
Osmium tetraoxide 20816-12-0 30 70 474

57 PBr
3

Phosphorus tribromide 7789-60-8 30 40 364
58 POBr

3
Phosphoryl tribromide 7789-59-5 30 50 410

59 RbBr Rubidium bromide 7789-39-1 50 40 284
60 RbCl Rubidium chloride 7791-11-9 50 40 284
61 RbI Rubidium iodide 7790-29-6 50 40 284
62 RuO

4
Ruthenium tetraoxide 20427-56-9 30 70 474

63 SOBr
2

Thionyl dibromide 507-16-4 30 50 364
64 SPBr

3
Thiophosphoryl tribromide 3931-89-3 30 40 410

65 SeCl
2

Selenium dichloride 14457-70-6 30 40 316
66 SeO

2
Selenium(IV) oxide 7446-08-4 30 50 300

67 SiBrF
3

Bromotrifluorosilane 14049-39-9 30 50 410
68 SiH

3
I Iodosilane 13598-42-0 30 40 268

69 SrBr
2

Strontium bromide 10476-81-0 40 40 348
70 SrCl

2
Strontium chloride 10476-85-4 35 40 348

71 SrI
2

Strontium iodide 10476-86-5 40 40 348
72 SrO Strontium oxide 1314-11-0 45 60 284
73 TiBr

4
Titanium tetrabromide 7789-68-6 30 40 474

74 TiI
4

Titanium tetraiodide 7720-83-4 30 40 474
75 ZnBr

2
Zinc bromide 7699-45-8 30 50 426

76 ZnCl
2

Zinc chloride 7646-85-7 30 60 426
77 ZnF

2
Zinc fluoride 7783-49-5 30 70 426

78 ZnI
2

Zinc iodide 10139-47-6 30 50 426
79 ZrBr

4
Zirconium tetrabromide 13777-25-8 30 40 474

80 ZrCl
4

Zirconium tetrachloride 10026-11-6 30 40 474
81 ZrI

4
Zirconium tetraiodide 13986-26-0 30 40 474
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3.2 The GW-SOC81 set

Results of the VIP for the molecules of the GW-SOC81 set are displayed in Table 2. All

experimental values were taken from the NIST WebBook.81 We found that starting from

results obtained with the PBE0 functional provides a significant improvement over the use

of the PBE functional, which regularly underestimates the experimental VIP. These results

are consistent with those reported in Ref. 14 using SR methods.

At the GW@PBE level, FR calculations yield lower VIPs than SR calculations, and in

worse agreement with experiment. However, at the GW@PBE0 level, the performance of

FR and SR methods is essentially identical (see Fig. 1).

In order to quantify the errors more thoroughly, we considered FR and SR methods with

a constant offset applied to the VIP of all molecules, chosen to minimize the MAE of each

method, respectively. Such results are shown in Table 3. The shifted FR GW@PBE0 results

show a noticeable decrease in MAE, while the improvement in SR GW@PBE0 results is

much smaller.

Table 2: Vertical ionization potential (VIP, in eV) of 81 molecules containing heavy elements
(Z ≥ 29) compared to experiment. We report results obtained with scalar-relativistic (SR)
and fully-relativistic (FR) calculations, and using Kohn-Sham wave functions computed with
the PBE and hybrid PBE0 functionals. In all calculations we used experimental geometries.
Summarized at the end of the table are the mean error (ME), standard deviation of the
errors (SE), mean absolute error (MAE), and mean absolute relative error (MARE) with
respect to experiment for each method.

Number Molecule SR GW@PBE FR GW@PBE SR GW@PBE0 FR GW@PBE0 Experiment
1 AgBr 9.03 8.90 9.53 9.38 9.59
2 AgCl 9.35 9.31 10.03 9.98 10.08
3 AgI 8.60 8.44 8.96 8.66 8.80
4 Al

2
Br

6
10.38 10.34 10.78 10.74 10.97

5 AlBr
3

10.53 10.48 10.91 10.86 10.91
6 AlI

3
9.44 9.23 9.78 9.57 9.66

7 AsBr
3

9.83 9.77 10.17 10.10 10.21
8 AsCl

3
10.67 10.66 11.00 10.99 10.90

9 AsF
3

12.49 12.49 12.89 12.89 13.00
10 AsF

5
14.51 14.49 15.28 15.26 15.53

11 AsH
3

10.33 10.33 10.55 10.54 10.58
12 AsI

3
8.99 8.72 9.39 9.11 9.00

13 Br
2

10.33 10.16 10.59 10.42 10.54
14 BrCl 10.79 10.67 11.06 10.93 11.01
15 C

2
H

2
Se 8.48 8.48 8.72 8.72 8.71

16 C
2
HBrO 8.98 8.97 9.28 9.27 9.10

17 C
4
H

4
Se 8.60 8.60 8.86 8.86 8.86

18 (C
5
H

5
)
2
Ru 7.00 6.90 7.31 7.45

19 CF
3
I 10.52 10.20 10.81 10.48 10.45

20 (CH
3
)
2
Cd 8.82 8.83 9.09 9.10 8.80

13
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21 (CH
3
)
2
Hg 8.99 9.07 9.20 9.28 9.32

22 (CH
3
)
2
Se 8.17 8.12 8.41 8.41 8.40

23 (CH
3
)
2
Zn 9.38 9.38 9.65 9.65 9.40

24 CH
3
HgBr 9.72 9.59 10.11 9.97 10.16

25 CH
3
HgCl 10.30 10.26 10.76 10.72 10.84

26 CH
3
HgI 9.08 8.79 9.38 9.09 9.25

27 CH
3
I 9.57 9.26 9.78 9.46 9.52

28 CI
4

8.91 8.76 9.28 9.04 9.10
29 CaBr

2
9.80 9.67 10.24 10.10 10.35

30 CaI
2

9.09 8.79 9.48 9.18 9.39
31 CdBr

2
10.21 10.06 10.62 10.46 10.58

32 CdCl
2

10.91 10.87 11.39 11.34 11.44
33 CdI

2
9.41 9.09 9.76 9.43 9.57

34 CsCl 7.87 7.84 8.51 8.47 8.69
35 CsF 8.24 8.24 9.08 9.08 9.68
36 CsI 7.01 6.64 7.49 7.20 7.46
37 CuF 10.23 10.17 10.03 9.99 10.90
38 HgCl

2
10.93 10.85 11.35 11.28 11.50

39 I
2

9.41 9.01 9.64 9.26 9.35
40 IBr 9.81 9.51 10.04 9.73 9.85
41 ICl 10.14 9.85 10.37 10.07 10.10
42 IF 10.55 10.23 10.80 10.47 10.62
43 KBr 7.56 7.37 8.21 8.07 8.82
44 KI 7.12 7.34 7.67 7.38 7.40
45 Kr

2
13.42 13.27 13.68 13.53 13.77

46 KrF
2

12.58 12.51 13.30 13.22 13.34
47 LaBr

3
9.90 9.82 10.41 10.31 10.68

48 LaCl
3

10.73 10.72 11.26 11.24 11.29
49 LiBr 8.95 8.81 9.35 9.21 9.44
50 LiI 8.35 8.04 8.65 8.36 8.44
51 MgBr

2
10.49 10.35 10.91 10.76 10.85

52 MgI
2

9.62 9.31 9.97 9.65 10.50
53 Mo(CO)

6
8.55 8.50 8.78 8.50

54 NaBr 8.06 7.89 8.67 8.54 8.70
55 NaI 7.65 7.75 8.12 7.82 8.00
56 OsO

4
11.74 11.74 12.41 12.41 12.35

57 PBr
3

9.60 9.57 9.92 9.88 10.00
58 POBr

3
10.55 10.49 11.01 10.93 11.03

59 RbBr 7.41 7.26 8.09 7.95 8.62
60 RbCl 7.75 7.72 8.54 8.50 8.70
61 RbI 6.97 7.19 7.55 7.26 7.30
62 RuO

4
11.45 11.44 12.19 12.18 12.15

63 SOBr
2

10.17 10.13 10.57 10.52 10.59
64 SPBr

3
9.45 9.43 9.82 9.79 9.89

65 SeCl
2

9.24 9.24 9.53 9.53 9.50
66 SeO

2
11.03 11.03 11.61 11.60 11.76

67 SiBrF
3

11.78 11.64 12.10 11.95 12.46
68 SiH

3
I 9.93 9.64 10.17 9.86 9.82

69 SrBr
2

9.49 9.35 9.92 9.77 9.82
70 SrCl

2
10.00 9.97 10.49 10.46 10.20

71 SrI
2

8.82 8.51 9.21 8.90 9.01
72 SrO 6.26 6.26 6.01 6.01 6.91
73 TiBr

4
9.98 9.89 10.57 10.47 10.57

74 TiI
4

8.90 8.65 9.42 9.17 9.27
75 ZnBr

2
10.52 10.37 10.90 10.75 10.89

76 ZnCl
2

11.36 11.32 11.79 11.75 11.80
77 ZnF

2
12.69 12.66 13.42 13.39 13.91

78 ZnI
2

9.63 9.30 9.96 9.63 9.73
79 ZrBr

4
10.26 10.17 10.78 10.68 10.86

80 ZrCl
4

11.35 11.32 11.93 11.91 11.94
81 ZrI

4
9.17 8.93 9.62 9.36 9.55

ME -0.421 -0.531 -0.014 -0.149
SE 0.321 0.306 0.253 0.227
MAE 0.431 0.532 0.176 0.184
MARE 4.25% 5.27% 1.84% 1.87%
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given the large data set and large differences, in this case and in other multiple-set compar-

isons shown below (unless otherwise noted), the Friedman test gives p < 10−5, confirming

there are distinctions in the MAEs of the sets.

To compare individual methods, we performed pairwise Wilcoxon Signed-Rank Tests to

determine which median AEs in the set show differences.95,96 This test uses rank ordering,

but in contrast to the Friedman test it also incorporates for each molecule the magnitude

of the difference in AE between the methods. The resulting p values, and associated confi-

dence intervals for differences in the median AEs, are shown in Table 4. Due to the multiple

hypotheses tested, we adjusted the p-values produced by the Wilcoxon test using the Holm

(often termed Holm-Bonferroni) method.97,98 Based on this analysis, for the absolute er-

rors we found all pairwise comparisons show clearly significant differences, except for FR

GW@PBE0 vs. SR GW@PBE0, for which there is insufficient evidence to say either is

better.

Table 4: Statistical analysis of the results obtained with different methods for the GW-
SOC81 set of Table 2. The acronyms used for the methods are the same as in Table 2.
For each pair of methods, the first entry of the table gives the adjusted p-value for the
significance of the difference in median absolute errors (AEs). The original p-values were
arranged from smallest to largest, denoted as p(1), . . . , p(n), and then multiplied by factors
C(i) = (n, n− 1, . . . , 1) to give p′(1), . . . , p

′
(n). If p′(j) > p′(k) for any j < k, we set p′(k) = p′(j) to

maintain the ordering, and p-values are set to a maximum of 1.0 (Holm-Bonferroni method).
For each pair of methods, the second entry in parentheses gives the estimated median values
for the row AE minus column AE (eV) and corresponding 95% confidence intervals based on
the Wilcoxon test.95,99 These are not adjusted based on the number of tests, in contrast to
the first entry.

FR GW@PBE SR GW@PBE0 FR GW@PBE0

SR GW@PBE 2× 10−10 (−0.10± 0.03) 1× 10−8 (0.27± 0.08) 2× 10−10 (0.25± 0.06)
FR GW@PBE 2× 10−11 (0.38± 0.07) 1× 10−12 (0.36± 0.05)

SR GW@PBE0 0.06 (−0.02± 0.02)

The statistical significance results for the shifted values in Table 3 are presented in Ta-

ble 5, and interesting changes are present compared to Table 4. All GW@PBE0 methods

continue to show improvement over GW@PBE methods, but FR GW@PBE is as good,
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and possibly better (but with no statistical significance) compared to SR GW@PBE. Most

notably, however, FR GW@PBE0 shows a statistically significant improvement over SR

GW@PBE0.

Based on these analyses, it is clear that GW@PBE0 offers significant improvements

over GW@PBE. For FR vs. SR methods, conclusions are less straightforward: The two

are statistically similar in terms of accuracy, but FR GW@PBE0 does show a statistically

significant improvement in the precision of its calculations—in other words, it captures the

variations of VIP between molecules more accurately, but systematically underestimates

them by about 0.15 eV. Finally, given the generally very good agreements of these results

with experiments, and the availability of coordinates in the SI, the GW-SOC81 set can now

serve to validate future implementations of SOC in electronic structure methods.

Table 5: Statistical analysis of the results obtained with different methods for the GW-
SOC81 set of Table 3, for which VIPs were shifted by a constant for each method in order
to minimize MAE. This helps establish the precision of each method. The presentation is
identical to that described in Table 4.

FR GW@PBE SR GW@PBE0 FR GW@PBE0

SR GW@PBE 0.12 (0.03± 0.03) 6× 10−5 (0.07± 0.03) 2× 10−5 (0.10± 0.04)
FR GW@PBE 0.005 (0.06± 0.04) 2× 10−7 (0.09± 0.03)

SR GW@PBE0 0.01 (0.03± 0.02)

4 Bulk semiconductor calculations

In order to further quantify the performance of FR G0W0 calculations, we next considered

semiconducting solids incorporating heavy elements, and we computed the splitting of the

valence band maximum (VBM) and the electronic gap (as the difference between VBM and

conduction band minimum (CBM)). We found that in the case of valence band splittings

FR GW at least matches, and may exceed, the performance of FR DFT. For band gaps, FR

GW significantly improves upon FR DFT, but any definitive conclusions are complicated by
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systematic errors discussed below.

4.1 Computational details

Computations were performed using the same sequence of calculations as in Section 3, and

with the same pseudopotentials and energy cutoff; here we only used the PBE functional.

The lattice constant was optimized within ±0.005Å, using a conventional 8-atom cell and a

4× 4× 4 unshifted Monkhorst-Pack100 (MP) grid of k-points with an FR calculation.

For the G0W0 calculations, supercells were used with 64 atoms and sampling only the

Γ point. See the SI for notes on convergence of this supercell size. Aside from silicon (256

valence electrons), the number of valence electrons ranged from 576 (e.g. GaAs) to 1152

(CdTe and ZnTe). We chose NPDEP = 2048 for all computations; an SR GW@PBE test

with GaAs for NPDEP = 4096 gave a 47 meV change in the band gap.

Semiconductors were selected based on available results in Table 3.3 of Ref. 101 for

the valence band splitting. Of those, C was excluded due to its very small splitting. For

simplicity we restricted our investigation to semiconductors with diamond or zincblende

structures, hence GaN and ZnO were excluded. Finally, GaSb, Ge, InAs, and InSb were not

considered due to the lack of a semiconducting gap in the DFT calculation at the FR PBE

level.

4.2 Splitting of the highest-energy valence band

In the materials studied here, the valence band maximum is a p-bonding state. When spin-

orbit coupling is included, the state splits into j = 1/2 and j = 3/2 states, whose energies

differ by a gap that we call ∆so (see Figure 2).101 By definition, in SR calculations ∆so = 0.

In our GW calculations, ∆so is reproduced rather accurately, with results shown in Fig-

ure 3 and Table 6. Compared to DFT calculations; the splittings for AlSb, CdS, and ZnSe

improve substantially. Overall, the MAE of our GW calculations decreases by 14 meV com-

pared to DFT. This may suggest an improvement over DFT, however, the statistical evidence

18

Page 18 of 65

ACS Paragon Plus Environment

Journal of Chemical Theory and Computation

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



Page 19 of 65

ACS Paragon Plus Environment

Journal of Chemical Theory and Computation

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



4.3 Calculation of the electronic band gap

Spin-orbit coupling also affects the magnitude of the band gap, Eg. In all of the semicon-

ductors investigated in this section, SOC led to a decrease in the band gap of 0 to 0.4 eV.

As Table 6 shows, these changes are quite similar between DFT and GW calculations. On

average the magnitude of the change is larger at the GW level by 0.019 eV, but even this

difference has little significance with p = 0.08 for the Wilcoxon signed rank test.

As expected, the absolute value of GW -level band gaps are significantly larger than

DFT band gaps. However, further conclusions on method performance are hampered by a

significant dependence of results on the choice of pseudopotentials, especially the presence

of d electrons in the valence partition. These issues are explored further in Appendix A.2,

and they are not specific to relativistic effects analyzed in this paper.

Table 6: Calculated and experimental values, and mean errors determined with different
methods for the valence band splitting ∆so, as well as differences caused by SOC in the
electronic band gap Eg. ∆so = 0 for all SR calculations.

∆so EFR
g − ESR

g

FR DFT FR GW Exp.101 DFT GW

AlSb 0.657 0.731 0.75 -0.202 -0.242
CdS 0.049 0.060 0.07 -0.017 -0.022
CdTe 0.703 0.713 0.92 -0.278 -0.314
GaAs 0.328 0.344 0.34 -0.136 -0.123
GaP 0.083 0.092 0.13 -0.028 -0.031
InP 0.099 0.119 0.11 -0.031 -0.037
Si 0.048 0.049 0.04 -0.016 -0.017

ZnS 0.060 0.073 0.07 -0.021 -0.022
ZnSe 0.381 0.412 0.43 -0.128 -0.148
ZnTe 0.876 0.864 0.93 -0.289 -0.380

ME (eV) -0.050 -0.033
MAE (eV) 0.051 0.037
MARE (%) 15.0% 9.8%
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4.4 Choice of lattice constant

In our calculations, the optimized lattice constants at the FR PBE level of theory were used.

The absolute value of the electronic band gap can depend heavily on the choice of the lattice

constant. This effect was checked at the SR GW level of theory. We found a band gap

increase up to 0.36 eV when using the experimental lattice constant (average increase of 0.21

eV). The SR DFT increases are smaller but similar, with an average of 0.13 eV. Further

analysis of absolute band gap values is presented in Appendix A.2.

Differences due to SOC effects reported here have been checked for lattice constants

computed at the DFT level, and appear to be quite small—for ∆so, values shift by −0.005±

0.039 eV; for EFR
g −ESR

g values shift by 0.007±0.011 where errors are one standard deviation

of the distribution of changes. Shifts of this magnitude at the GW level would not affect the

conclusions we draw above regarding comparisons of ∆so results to experiment.

4.5 Band structure of HgS

Some semiconducting compounds have large SOC shifts that lead to inverted band struc-

tures, which is of relevance to topological insulators.10 Here we study one of these materials,

zincblende β-HgS, in order to compare with literature FR DFT and GW results36 obtained

for an inverted band structure solid.102 While the identity of HgS as a semimetal or semi-

conductor is still debated,36,103–107 at the DFT level SOC effects consistently open a gap

between inverted bands at Γ.36,104 In our calculations we used a 60 Ry plane-wave energy

cutoff, a 64-atom supercell with Γ-only sampling, and NPDEP = 2048. For PBE calculations

we used the SG15 pseudopotential set;86,87 for LDA calculations we used the SG15 inputs to

the ONCVPSP code,88,89 but with the LDA functional used for the actual pseudopotential

generation. We checked that when using a 64-atom supercell with a 4× 4× 4 unshifted MP

grid100 of k-points, the DFT band separations reported here changed by only 4 meV. The

experimental lattice constant was used.36

Reference 36 finds that at the DFT level the states are ordered Γ6−Γ8−Γ7 from lowest to
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highest energy; we find the same ordering in our calculations along with the same symmetry

character of the bands (Γ8 is a fourfold degenerate p3/2 band, Γ7 a twofold degenerate p1/2

band, Γ6 an s band). Results for separations between the gaps, and comparisons with Ref.

36, are shown in Table 7. Both LDA and GW@LDA results are in excellent agreement with

those of Ref. 36 except for the GW correction to the (Γ8 − Γ7) energy difference. This 0.09

eV difference could be due e.g. to the use of pseudopotentials, or to differences in how SOC

is treated at the DFT level. GW@PBE results are fairly similar to GW@LDA, but exhibit

a larger magnitude of the inverse gap (Γ6 − Γ8).

Table 7: Values for splittings (eV) between given bands of β-HgS. All calculations here
include SOC.

Calculation Γ6 − Γ8 Γ8 − Γ7

PBE -0.42 -0.11
GW@PBE -0.10 -0.06
LDA -0.64 -0.11
GW@LDA -0.02 -0.10
Ref. 36 LDA -0.66 -0.12
Ref. 36 GW@LDA -0.02 -0.19

5 Band gap of MAPbI3 perovskite

As another example of an important application of GW methods incorporating spin-orbit

coupling, we computed the quasiparticle energy levels of the perovskite CH3NH3PbI3, il-

lustrated in Figure 4. This perovskite has been found to be promising for solar energy

applications,108,109 and has drawn significant attention from the computational community,

where several investigations of alternative compositions, the roles of the organic cations, and

the interplay of spin-orbit coupling, crystal structures, and hydrogen bonding have been

reported.48–53,110–113 Given the complexity of this system, it was surprising to find that the

band gap was well-determined by SR DFT calculations.48 Further investigation, however,

revealed that this is primarily due to the cancellation of two very large (order 1 eV) unrelated
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The results reported in Table 8 show the incidental agreement between the SR DFT and

FR GW calculations, with only a 0.03 eV difference. The agreement with experiment is good,

with 1.51 eV for the computed gap vs. the experimental optical band gaps ranging from 1.51

to 1.64 eV;48,51,114–118 note than an exciton binding energy of approximately 0.05 eV117,119

should be added to the measured optical gap in order to compare with the quasiparticle gaps

in Table 8.

Our results fall in the range of those of previous calculations48,51,110 (also shown in Table

8), with the SR GW gap slightly higher and the FR DFT gap slightly lower than the results

reported in the literature. Some differences are expected due to the fact that we used explicit

frequency integration rather than a plasmon-pole model,14 included FR effects in both G

and W , and avoided sums over empty states. Remaining differences may also be due to the

unoptimized crystal structure used here, and the lack of k-points at the DFT level (SR DFT

with a 4× 4× 4 unshifted MP grid increased the gap by 0.10 eV, to 1.58 eV, with respect to

Γ-only calculations).

Table 8: Computed band gap (eV) of solid CH3NH3PbI3, compared to the results of previous
work. Values come from (a) Ref. 51, (b) Ref. 48, (c) Ref. 110 [note that the LDA functional
is used in (a) and (c) and PBE in (b)]. See also Table 9 for a crucial dependence of these
numbers on pseudopotential choices.

Method This work Previous work
SR DFT 1.49 1.50a, 1.68b, 1.46c

FR DFT 0.44 0.58a, 0.60b, 0.53c

SR G0W0 2.84 2.55a, 2.68b, 2.73c

FR G0W0 1.51 1.20a, 1.32a, 1.67b, 1.27c

Due to significant effects from semicore d electrons found in other calculations carried out

in the present work (see Appendix A), we also investigated the role of pseudopotentials and

that of valence electron configurations in the case of perovskites. Table 9 shows our results,

and in Appendix A we give a description of iodine pseudopotentials. Goedecker-Teter-Hutter

(GTH) pseudopotentials120,121 were taken from the library generated by Krack.122,123 SG15-
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based LDA pseudopotentials used the SG15 inputs into the ONCVPSP code,88 but with the

LDA functional used for the pseudopotential generation as in Section 4.5. We used plane-

wave energy cutoffs of 60 Ry, except for calculations with I25+, for which we increased this

cutoff to 100 Ry yielding converged band gaps within 6 meV at the DFT level.

Our results are consistent with those of Ref. 51, with at most a few tenths of an eV

difference in absolute values and all of the same trends present. In agreement with Ref. 51, at

the FR GW level using the I17+ pseudopotential configuration yields the best agreement with

experiment for the MAPbI3 gap. Unfortunately, our work indicates that this result is due to

the incomplete semicore electron shell included in the valence; using an I25+ configuration

gives results very close to that of the I7+ configuration. Thus, the I17+ pseudopotential

appears to yield good agreement with experiments for unphysical reasons. This calls for

further investigations, beyond the scope of this work, into the band gaps of solar perovskites:

both in understanding how to accurately reproduce the measured experimental gap while

carefully controlling the role of the pseudopotential in the calculation, and in understanding

why different calculations using the iodine 5s5p pseudopotential give significantly different

results in Ref. 48 compared to those in Ref. 51 and here. In addition, hybrid functionals

may be necessary to provide wavefunctions that are a sufficiently accurate starting point for

G0W0 calculations.

6 Pb4S4 and Pb14Se13 nanocrystals

We now turn to semiconducting nanocrystals, intriguing hybrids between bulk semicon-

ductors and molecular systems, with properties, especially the band gap, that are heavily

size-dependent. This tunability has made them promising candidates for e.g. photovoltaic

applications.124–126 While many calculations have been done on nanocrystals, most are at

the DFT level,125 and higher-accuracy GW calculations are desirable. A separate technique,

∆SCF, can give relatively accurate results for the electronic gap of finite systems,47 but it
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Table 9: Computed band gap (eV) of solid CH3NH3PbI3 as determined with SR and FR
calculations, for different pseudopotential configurations as described in the text.

Pseudo. Set Functional I config. Pb config. DFT Eg GW Eg

SR
ONCV (I25+) PBE 4s4p4d5s5p 5d6s6p 1.50 2.27
SG15 (I17+) PBE 4d5s5p 5d6s6p 1.49 2.84
SG15 (I7+) PBE 5s5p 5d6s6p 1.48 2.26
GTH PBE 5s5p 5d6s6p 1.46 2.17
GTH PBE 5s5p 6s6p 1.44 2.22
SG15-based (I17+) LDA 4d5s5p 5d6s6p 1.36 2.86
SG15-based (I7+) LDA 5s5p 5d6s6p 1.37 2.39
GTH LDA 5s5p 6s6p 1.32 2.18
Ref. 51 LDA 4d5s5p 5d6s6p 1.50 2.55
Ref. 51 LDA 5s5p 5d6s6p 1.42 2.16

FR
ONCV (I25+) PBE 4s4p4d5s5p 5d6s6p 0.46 0.85
SG15 (I17+) PBE 4d5s5p 5d6s6p 0.44 1.51
SG15 (I7+) PBE 5s5p 5d6s6p 0.43 0.87
SG15-based (I17+) LDA 4d5s5p 5d6s6p 0.32 1.41
SG15-based (I7+) LDA 5s5p 5d6s6p 0.32 0.98
Ref. 51 LDA 4d5s5p 5d6s6p 0.58 1.32
Ref. 51 LDA 5s5p 5d6s6p 0.52 0.98
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cannot easily provide full quasiparticle spectra in contrast toGW , and it involves calculations

for both neutral and charged systems.

Here we performed FR G0W0 calculations for two sample systems, both lead chalco-

genides: Pb4S4, for which our results can be compared to existing ones,47 and Pb14Se13,

which to our knowledge has not been investigated at the GW level. The non-stoichiometric

structure of the latter system has been found to lead to “trap” states that change the char-

acter of the HOMO and/or LUMO levels compared to stoichiometric nanocrystals;125–128

non-stoichiometric ones have also been observed experimentally.129 The geometries of the

two lead chalcogenide clusters considered here are nearly cubic with (100) surfaces, which

have been found to be the most stable surfaces for these materials.130–132

6.1 Pb4S4

Pb4S4 is the smallest nanocrystal that displays the bulk PbS rock salt structure, and it

has been shown to be exceptionally stable (a “magic-number” behavior).125 Recent work

reported GW and ∆SCF calculations for this nanocrystal,47 which are compared to our

results in Table 10. We used the same ONCV pseudopotentials described in Section 3.1

with an 85 Ry cutoff, and a (20Å)3 unit cell. Our DFT results were compared with those

obtained using PAW pseudopotentials from pslibrary 1.0.0,133 (and the recommended kinetic

energy cutoffs contained with that library) showing deviations of at most 0.04 eV in the gap.

The structure, available in the SI, was generated by taking a Pb4S4 cubic unit from bulk

PbS, randomly perturbing atoms to break symmetries, and then performing an FR DFT

relaxation. We used NPDEP = 256.

Table 10 shows good agreement between our results and those of Ref. 47, especially given

the different pseudopotentials and details of the GW computations. We note that both the

spin-orbit (∼ 0.9 eV) and the GW correction (∼ 3.5 eV) to SR DFT are quite large, but

in contrast to the accidental cancellation of the two terms in the MAPbI3 perovskite, these

corrections are different in magnitude for PbS clusters. In addition, we found that SOC
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mostly affects the energy of the LUMO level, with minor corrections for the HOMO, which

is to be expected, given that the LUMO state has a predominantly Pb character.126,134

Table 10: Highest occupied molecular orbital (HOMO) and lowest unoccupied molecular
orbital (LUMO) of Pb4S4 referred to the vacuum level (see Section 3.1),91 as obtained with
different methods. We also report the gap calculated as the energy difference of the LUMO
and HOMO levels. The results of Ref. 47 were obtained using a ∆SCF procedure for the
HOMO and LUMO levels. All entries are in eV.

Method HOMO LUMO Gap
SR DFT -5.36 -2.45 2.90
FR DFT -5.37 -3.31 2.06
SR GW -7.60 -1.17 6.43
FR GW -7.56 -2.00 5.55

Ref. 47 FR DFT 1.98
Ref. 47 FR ∆SCF -7.66 -1.74 5.92
Ref. 47 FR GW 5.5

6.2 Pb14Se13

We chose to investigate this non-stoichiometric nanoparticle, displayed in Figure 5, due

to its interesting electronic structure which is not closed shell, given the excess Pb atom.

The HOMO of this cluster is an intragap state (IGS) primarily localized on Pb surface

atoms.127,128 The LUMO also has Pb character, and hence both HOMO and LUMO are

expected to be affected by the inclusion of SOC.

6.2.1 Calculation details

We used the same computational procedure as in previous sections. A cubic cell with sides

of 20Å was adopted; using the Makov-Payne correction, the difference in the HOMO and

LUMO energies obtained with a 30Å cell was less than 1 meV. We employed a cutoff of 60

Ry, which led to less than 1 meV difference in the absolute HOMO/LUMO levels compared to

calculations with a 120 Ry cutoff at the DFT level. For the dielectric matrix NPDEP = 1024

was used.

28

Page 28 of 65

ACS Paragon Plus Environment

Journal of Chemical Theory and Computation

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



Figure 5: Perspective view of the Pb14Se13 nanoparticle with dark gray Pb atoms and green
Se atoms.

To determine the geometry of the nanocrystal, we cut out a 3× 3 cubic section of PbSe

bulk. Atomic positions were then randomly perturbed by up to 0.5Å, and the structure

relaxed. Up to eight relaxations with different random perturbations were performed to

search for a reasonable state.

We used the geometry from an FR DFT relaxation (“FR geometry”) for the FR GW

calculation, and the geometry from an SR DFT relaxation (“SR geometry”) for the SR GW

calculation (both are available in the SI). This choice was made due to the fact that when

using the FR geometry, the nanocrystal behaved as a metallic system in SR calculations

(no intragap state formed). The two geometries had a root mean square (RMS) change in

atomic positions of 0.08Å, and a maximum change in atomic positions of 0.10Å, including

possible rotations and translations. At the FR DFT level of theory, the total energy of the

SR geometry was found to be 0.88 eV larger than that of the FR geometry. Table 11 shows

further details about the differences between the two nanocrystal configurations.
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6.2.2 Results

As might be expected, the GW corrections are quite large for Pb14Se13, and SOC corrections,

while comparatively smaller, are also substantial. We report both the location of the highest

state delocalized over Se (“HOMO-1”), and the IGS and LUMO locations (see Figure 6).

Results are summarized in Table 12. In general, we find that the SR DFT results compare

reasonably well with the results of recent calculations,128 while both FR and GW corrections

are necessary to approach an accuracy of ±0.2 eV compared to experiments. As expected,

the effect of SOC on the highest Se state is rather small. States with Pb character are

affected to a greater extent: the intragap state by 0.07 eV to 0.11 eV, and the LUMO by

0.37 eV to 0.39 eV.

Table 12: Computed energies (eV) of the second-highest occupied molecular orbital (HOMO-
1), intragap state (IGS), lowest unoccupied molecular orbital (LUMO), and energy gaps
(Eg1 and Eg2, see Figure 6) of the Pb14Se13 nanoparticle, as obtained with different methods
(acronyms are the same as in Table 2). SR and FR calculations were performed with slightly
different geometries (see text).

Method HOMO-1 IGS LUMO Eg1 Eg2

SR DFT -5.02 -3.92 -3.05 1.97 0.87
FR DFT -5.05 -4.03 -3.44 1.61 0.59
SR GW -6.58 -5.45 -2.37 4.21 3.08
FR GW -6.56 -5.52 -2.74 3.81 2.77

7 Validity of separate GW/SOC corrections

A common approximation to FR GW results adopted in the literature is to calculate the

SOC effect at the DFT level and add it to SR GW results.135–139 Here we assess the validity

of this approximation by considering the difference between FR DFT and SR DFT energy

levels, which we add to SR GW results. We term this approximation an “SR-GW+∆FR”

calculation.

SR GW and FR DFT calculations can both be viewed as yielding perturbative corrections
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to SR DFT results, hence one may expect that combining the two would only omit second-

order perturbative corrections with respect to full FR GW results. This view is bolstered

by a recent analysis of the SR-GW+∆FR method on a small set of atomic and molecular

VIPs;34 formal analyses also established that low-order perturbative terms are sufficient

to accurately describe SOC contributions.33,140,141 However, for systems whose electronic

structure is dramatically affected by spin-orbit coupling, e.g. topological insulators,10 the

use of the SR-GW+∆FR method would seem to be an uncontrolled, and potentially poor,

approximation to the correct many-body electronic structure.41

Our results allowed us to assess the validity of this approximation for all of the systems

presented above. In Table 13, we show the VIP results of the GW-SOC81 data set when

using the SR-GW+∆FR method. Comparing to the results in Table 2 (see summary of

deviations from the FR GW calculation at the bottom of Table 13), we concluded that in

general differences are quite small and the SR-GW+∆FR method is a good approximation

to the FR GW results. Statistically, we found unadjusted p-values for a difference in medians

between FR GW and SR-GW+∆FR of p = 0.06 at the PBE level and p = 0.15 at the PBE0

level. Thus, while in both cases FR GW shows lower MAE values than SR-GW+∆FR, more

data is needed to conclude that actual improvements are present.

In Table 13 there are three outliers at the GW@PBE level that show corrections larger

than 0.2 eV: KI, NaI, and RbI. In these cases, the result is due to the FR GW and SR GW

calculations differing just enough for the secant solver of the quasiparticle equation to lead

to different roots which are both valid (see Section 8 below).

Table 13: Vertical ionization potential (VIP, in eV) of the GW-SOC81 set of molecules.
Here we report results obtained with the “SR-GW+∆FR” method (see text), using Kohn-
Sham wave functions computed with the PBE and hybrid PBE0 functionals. Summarized
at the end of the table are the mean error (ME), standard deviation of the errors (SE), mean
absolute error (MAE), and mean absolute relative error (MARE) for each method, compared
both to experiment, and to FR GW results from Table 2.

Number Molecule GW@PBE GW@PBE0
1 AgBr 8.89 9.38
2 AgCl 9.29 9.97
3 AgI 8.33 8.67
4 Al

2
Br

6
10.34 10.74
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5 AlBr
3

10.49 10.86
6 AlI

3
9.27 9.59

7 AsBr
3

9.77 10.10
8 AsCl

3
10.67 10.99

9 AsF
3

12.49 12.89
10 AsF

5
14.49 15.26

11 AsH
3

10.33 10.54
12 AsI

3
8.81 9.12

13 Br
2

10.17 10.42
14 BrCl 10.67 10.93
15 C

2
H

2
Se 8.48 8.72

16 C
2
HBrO 8.97 9.27

17 C
4
H

4
Se 8.60 8.86

18 (C
5
H

5
)
2
Ru 7.00

19 CF
3
I 10.21 10.48

20 (CH
3
)
2
Cd 8.83 9.10

21 (CH
3
)
2
Hg 9.06 9.27

22 (CH
3
)
2
Se 8.17 8.41

23 (CH
3
)
2
Zn 9.38 9.65

24 CH
3
HgBr 9.58 9.96

25 CH
3
HgCl 10.25 10.71

26 CH
3
HgI 8.79 9.08

27 CH
3
I 9.28 9.46

28 CI
4

8.70 9.06
29 CaBr

2
9.67 10.10

30 CaI
2

8.81 9.18
31 CdBr

2
10.06 10.46

32 CdCl
2

10.86 11.34
33 CdI

2
9.10 9.43

34 CsCl 7.84 8.47
35 CsF 8.24 9.08
36 CsI 6.75 7.20
37 CuF 10.17 10.00
38 HgCl

2
10.85 11.27

39 I
2

9.07 9.27
40 IBr 9.53 9.74
41 ICl 9.88 10.08
42 IF 10.25 10.48
43 KBr 7.44 8.07
44 KI 6.86 7.39
45 Kr

2
13.27 13.52

46 KrF
2

12.50 13.20
47 LaBr

3
9.80 10.30

48 LaCl
3

10.72 11.24
49 LiBr 8.82 9.21
50 LiI 8.08 8.36
51 MgBr

2
10.36 10.76

52 MgI
2

9.33 9.66
53 Mo(CO)

6
8.51

54 NaBr 7.93 8.54
55 NaI 7.39 7.84
56 OsO

4
11.74 12.38

57 PBr
3

9.57 9.88
58 POBr

3
10.45 10.89

59 RbBr 7.28 7.95
60 RbCl 7.72 8.50
61 RbI 6.71 7.27
62 RuO

4
11.44 12.19

63 SOBr
2

10.07 10.50
64 SPBr

3
9.43 9.79

65 SeCl
2

9.24 9.54
66 SeO

2
11.03 11.60

67 SiBrF
3

11.65 11.95
68 SiH

3
I 9.65 9.87

69 SrBr
2

9.35 9.77
70 SrCl

2
9.98 10.47

71 SrI
2

8.54 8.91
72 SrO 6.26 6.01
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73 TiBr
4

9.89 10.47
74 TiI

4
8.67 9.17

75 ZnBr
2

10.37 10.75
76 ZnCl

2
11.31 11.75

77 ZnF
2

12.66 13.39
78 ZnI

2
9.32 9.63

79 ZrBr
4

10.17 10.67
80 ZrCl

4
11.32 11.90

81 ZrI
4

8.94 9.36
Versus experiment

ME -0.540 -0.149
SE 0.296 0.228
MAE 0.541 0.185
MARE 5.41% 1.88%

Versus FR GW
ME -0.009 -0.000
SE 0.090 0.008
MAE 0.033 0.005
MARE 0.42% 0.05%

In the case of valence band splitting presented in Section 4.2, FR GW may give better

results than an FR DFT-based correction, but without strong statistical support and with

an average improvement of 0.012 eV in the absolute error. The largest improvement was

found for AlSb (0.075 eV); we note that Ref. 36 shows a similar improvement of about 0.1

eV in the same quantity for HgSe and HgTe.

Finally, in Section 5 a larger correction between FRGW and SR-GW+∆FR was found for

MAPbI3, with a shift of -0.29 eV to -0.41 eV from SR-GW+∆FR to FR GW , depending on

the pseudopotential and functional. We note that Ref. 51 found similar differences between

these approaches, of -0.23 eV to -0.31 eV depending on the level of theory, while Ref. 48

showed a smaller shift in the opposite direction of 0.07 eV. In contrast to the perovskite

case, we found maximum differences of only 0.04 eV for lead chalcogenide nanoparticles (see

Tables 10 and 12 in Section 6).

In summary, while in a few cases the difference between the results of FR GW and SR-

GW+∆FR approaches can be 0.3 eV or more, in most cases we found that these methods

performed in a very similar fashion. More work is necessary to understand if FR GW

performs better than SR-GW+∆FR.
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which in general cannot be detected by the secant or one-shot methods. Three different

systems exhibiting multiple roots are shown in Figure 8. Specifically, in CuF a pole causes

the one-shot approximation to deviate significantly from the solution of eq 14, which is found

by both the secant and graphical methods. In RbCl, the graphical solution reveals a second

candidate quasiparticle energy at ω = −8.71 eV. Finally, for SrO, both the one-shot and

secant methods give inaccurate results due to the presence of a pole.

In order to treat cases of multiple roots, additional information is needed to establish

the physical quasiparticle energy, such as the slope of the self-energy.12 Here, we make use

of the spectral function Akµ(ω) defined below. The area of the peak in the spectral function

corresponding to each root represents the “weight” with which each root contributes to the

full quantum state. The general retarded Green’s function is

Gret
kµ(ω) =

1

ω − ǫkµ − Σret
kµ(ω)

, (15)

and the spectral function is given by

Akµ(ω) = −2ImGret =
2Γ

σ2 + Γ2
(16)

where σ = ω − ǫkµ − ReΣret
kµ(ω) and Γ = −ImΣret

kµ(ω).
143 The real and imaginary parts

of Σ are obtained by the contour deformation technique. For integer occupation numbers,

Σret = Σ∗ for occupied states and Σret = Σ for unoccupied states.143 In both cases

Akµ(ω) =
2|ImΣkµ(ω)|

σ2 + |ImΣkµ(ω)|
2 . (17)

The spectral function computed from eq 17 is reported in Figure 9 for CuF.

The results presented in Table 14 were obtained by using the value of Akµ(ω) at each

intercept ωi to sort the roots. We also considered an averaged Akµ(ω) in order to capture the

full quasiparticle peak weight. To do so, for each ωi, A was averaged over an energy of ±0.1
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eV over ωi. For quasiparticle solutions with A(ω)/Amax > 0.1, the only ordering change this

method caused was for the ω = 8.77 eV and 8.70 eV solutions in CI4, which is a consequence

of having three solutions within the interval of 0.1 eV over which A is averaged.

We note that secant values were used in Table 2, except for cases in which the secant

solver never converged and the root of the graphical solution was found to differ from the

secant one, in which case the final 30th iteration is listed for the secant method in Table 14,

whereas the graphical solution value with largest A is listed in Table 2. For SR GW@PBE,

this leads to small changes in VIPs for KBr and RbBr; for FR GW@PBE it causes large

changes for CsI and SrO. For secant calculations at the GW@PBE0 level, all VIP values

converged, and in no cases was there a second quasiparticle solution with larger A than the

one found using the secant solution.

There are some systems in which the graphical solution for FR GW@PBE yields a sig-

nificantly better result if the optimal root is chosen, such as CsCl, CsI, KI, RbI, and SrO.

However, in most of these cases there are multiple roots, and while the spectral function

is generally a good guide of which root to choose, it does not always yield the root closest

to the experimental value. In all multi-root cases, though, the graphical method does show

that there are intrinsic uncertainties in the GW solution that one-shot or secant methods are

oblivious to. The errors of the various approximations used to solve eq 14 are summarized in

Table 15. We see that one-shot biases all VIP values to higher energies; this gives superior

MAE values for SR GW@PBE, FR GW@PBE, and FR GW@PBE0, all with p < 10−7. In

comparing secant and graphical (A) solutions, the number of differences are not enough to

form any statistically significant conclusions.

Table 14: Values for the VIP (eV) of small molecules at the FR GW@PBE level, obtained
using various techniques to find quasiparticle energies, as described in the text. For the
graphical method, the main roots listed have a spectral function (A) value within a factor of
10 of the maximum spectral function value found at an intercept, A(ω0). While most roots
with smaller spectral values were at much higher energies, those roots with small A(ω) but
within 2 eV or less of the experimental VIP are given in parentheses. When multiple roots
of eq 14 met the criteria for inclusion, they are listed in descending order of A(ωi), with the
value closest to experiment highlighted in green (not considering those roots in parentheses).

38

Page 38 of 65

ACS Paragon Plus Environment

Journal of Chemical Theory and Computation

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



Number Molecule 1-shot Secant Graphical Experiment
1 AgBr 9.27 8.90 8.91, 10.01 (9.70) 9.59
2 AgCl 9.82 9.31 9.31, 10.43 (9.95) 10.08
3 AgI 8.59 8.44 8.44, 9.44 (9.36) 8.80
4 Al

2
Br

6
10.44 10.34 10.34 10.97

5 AlBr
3

10.59 10.48 10.48 10.91
6 AlI

3
9.34 9.23 9.23 9.66

7 AsBr
3

9.86 9.77 9.77 10.21
8 AsCl

3
10.75 10.66 10.66 10.90

9 AsF
3

12.57 12.49 12.49 13.00
10 AsF

5
14.68 14.49 14.49 15.53

11 AsH
3

10.40 10.33 10.33 10.58
12 AsI

3
8.89 8.72 8.72 9.00

13 Br
2

10.24 10.16 10.16 10.54
14 BrCl 10.74 10.67 10.67 11.01
15 C

2
H

2
Se 8.54 8.48 8.48 8.71

16 C
2
HBrO 9.02 8.97 8.97 9.10

17 C
4
H

4
Se 8.65 8.60 8.60 8.86

18 (C
5
H

5
)
2
Ru 6.97 6.90 6.90 7.45

19 CF
3
I 10.27 10.20 10.20 10.45

20 (CH
3
)
2
Cd 8.90 8.83 8.83 8.80

21 (CH
3
)
2
Hg 9.12 9.07 9.07 9.32

22 (CH
3
)
2
Se 7.88 8.12 8.12 8.40

23 (CH
3
)
2
Zn 9.46 9.38 9.38 9.40

24 CH
3
HgBr 9.74 9.59 9.59 10.16

25 CH
3
HgCl 10.44 10.26 10.26 10.84

26 CH
3
HgI 8.91 8.79 8.79 9.25

27 CH
3
I 9.34 9.26 9.26 9.52

28 CI
4

8.81 8.76 8.76, 8.70, 8.69 9.10
29 CaBr

2
9.84 9.67 9.67 10.35

30 CaI
2

8.95 8.79 8.79 9.39
31 CdBr

2
10.21 10.06 10.06 10.58

32 CdCl
2

11.05 10.87 10.87 11.44
33 CdI

2
9.22 9.09 9.09 9.57

34 CsCl 8.21 7.84 7.84, 8.51 (8.43) 8.69
35 CsF 8.60 8.24 8.24 9.68
36 CsI 7.03 7.23 6.64, 7.15, 6.90 7.46
37 CuF 9.44 10.17 10.17, 8.26 (12.01, 11.85, 8.57) 10.90
38 HgCl

2
11.00 10.85 10.85 11.50

39 I
2

9.10 9.01 9.01 9.35
40 IBr 9.57 9.51 9.51 9.85
41 ICl 9.91 9.85 9.85 10.10
42 IF 10.29 10.23 10.23 10.62
43 KBr 7.85 7.37 7.37, 8.40 (8.15) 8.82
44 KI 7.20 7.34 6.70, 7.34, 7.02 7.40
45 Kr

2
13.37 13.27 13.27 13.77

46 KrF
2

12.73 12.51 12.51 13.34
47 LaBr

3
9.98 9.82 9.82 10.68

48 LaCl
3

10.89 10.72 10.72 11.29
49 LiBr 9.03 8.81 8.81 9.44
50 LiI 8.23 8.04 8.04 8.44
51 MgBr

2
10.52 10.35 10.35 10.85

52 MgI
2

9.45 9.31 9.31 10.50
53 Mo(CO)

6
8.52 8.50 8.50 8.50

54 NaBr 8.31 7.89 7.89, 9.17, 15.10 (8.96) 8.70
55 NaI 7.66 7.75 7.24, 7.75, 7.57, 7.49, 7.50 8.00
56 OsO

4
11.87 11.74 11.74 12.35

57 PBr
3

9.64 9.57 9.57 10.00
58 POBr

3
10.59 10.49 10.49 11.03

59 RbBr 7.72 7.26 7.26, 8.31 (8.00) 8.62
60 RbCl 8.22 7.72 7.72, 8.71, 15.09, 11.66 (8.31) 8.70
61 RbI 7.07 7.19 6.56, 7.19, 6.85 7.30
62 RuO

4
11.61 11.44 11.44 12.15

63 SOBr
2

10.26 10.13 10.13 10.59
64 SPBr

3
9.55 9.43 9.43 9.89

65 SeCl
2

9.30 9.24 9.24 9.50
66 SeO

2
11.20 11.03 11.03 11.76

67 SiBrF
3

11.72 11.64 11.64 12.46
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68 SiH
3
I 9.71 9.64 9.64 9.82

69 SrBr
2

9.53 9.35 9.35 9.82
70 SrCl

2
10.18 9.97 9.97 10.20

71 SrI
2

8.70 8.51 8.51 9.01
72 SrO 5.61 4.99 6.26, 4.98, 7.38 (7.29, 5.38) 6.91
73 TiBr

4
10.07 9.89 9.89 10.57

74 TiI
4

8.84 8.65 8.65 9.27
75 ZnBr

2
10.50 10.37 10.37 10.89

76 ZnCl
2

11.48 11.32 11.32 11.80
77 ZnF

2
12.93 12.66 12.66 13.91

78 ZnI
2

9.42 9.30 9.30 9.73
79 ZrBr

4
10.31 10.17 10.17 10.86

80 ZrCl
4

11.49 11.32 11.32 11.94
81 ZrI

4
9.07 8.93 8.93 9.55

Table 15: Mean error (ME), standard deviation of the errors (SE), mean absolute error
(MAE), and mean absolute relative error (MARE) in eV of results presented in Table 14
for the different root-finding methods described in Section 8. Graphical solution method
“Graph. A” yields the root with the largest spectral function value A(ωi). Graphical solution
method “Graph. opt” yields the root closest to the experimental value (see green values in
Table 14).

Run Measure One-shot Secant Graph. A Graph. opt
SR GW@PBE ME -0.276 -0.420 -0.421 -0.320

SE 0.321 0.319 0.321 0.338
MAE 0.312 0.430 0.431 0.378
MARE 3.06% 4.24% 4.25% 3.64%

FR GW@PBE ME -0.407 -0.540 -0.553 -0.422
SE 0.277 0.343 0.298 0.329
MAE 0.411 0.541 0.554 0.465
MARE 4.10% 5.41% 5.56% 4.50%

SR GW@PBE0 ME 0.024 -0.014 -0.014 -0.014
SE 0.241 0.253 0.253 0.253
MAE 0.174 0.176 0.175 0.175
MARE 1.84% 1.84% 1.84% 1.84%

FR GW@PBE0 ME -0.109 -0.149 -0.149 -0.149
SE 0.215 0.227 0.227 0.227
MAE 0.155 0.184 0.184 0.184
MARE 1.58% 1.87% 1.87% 1.87%

9 Conclusions

We reported the results of large-scale G0W0 calculations including spin-orbit coupling for

molecules, solids and nanocrystals, as carried out using fully-relativistic pseudopotentials
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and two-component spinor wave functions. Our implementation, which avoids the use of

empty states and plasmon-pole models, enabled G0W0-SOC calculations for large systems

(with thousands of electrons), including complex semiconductors and nanocrystals. We

presented the newly-developed GW-SOC81 set, which contains 81 small molecules with at

least one heavy element (Z ≥ 29) and associated experimental VIP data and geometries.

Through the use of the GW-SOC81 set, we reported evidence that aside from a systematic

underestimation of VIP, FR GW calculations perform better than SR ones for the prediction

of VIPs of small molecules. In effectively all cases studied here, we found that energy shifts

from both spin-orbit and GW corrections are essential to obtain results in agreement with

experiments.

We also showed that in the majority of cases, the SR-GW+∆FR method is a good

approximation to fully FR GW calculations. However more work is necessary to establish

in what cases such an approximation is most susceptible to failure.

In the case of many small molecules, we showed that the use of “one-shot” or secant

methods to solve the quasiparticle equation as a function of frequency may be susceptible to

failure, especially at the GW@PBE level of theory. We note that the GW method used here

permits efficient computation of the quasiparticle equation over a large range of frequencies,

which may lead to much more precise solutions of the quasiparticle equation—or to the

observation of multiple, potentially valid solutions.

Finally we discussed the importance in separating out definitive improvements from those

that occur by chance, when comparing results obtained at different levels of theory. We

suggest the statistical analyses used here should be widely adopted in the assessment of the

accuracy of electronic structure methods.
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Supporting Information Available

A document is included with further tables and descriptions of additional small molecule

results, GW-SOC81 selection procedures, DFT-level calculations, and calculations of the

absolute band gap in semiconductors. A text file is also provided with coordinates used

(in Å) for the GW-SOC81 set, other small molecules noted in the appendix, Pb4S4, and

Pb14Se13 (FR and SR geometries). Finally, inputs to the ONCVPSP code88,89 are provided

for the I25+ pseudopotential. This material is available free of charge via the Internet at

http://pubs.acs.org/.

42

Page 42 of 65

ACS Paragon Plus Environment

Journal of Chemical Theory and Computation

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



A Effect of including d electrons in the valence partition

for pseudopotential calculations at the G0W0 level

Pseudopotential calculations require the definition of core and valence electron partitions.

Sets of pseudopotentials, including SG15, commonly include semicore d electrons in the

valence partition, without including the s and p electrons of the same shell in the valence. It

has been shown, however, that excluding s and p semicore electrons can lead to substantial

errors in GW calculations, as observed for systems including elements such as Cd,145,146

Zn,147,148 Cu,149 and Au.136 The results of GW calculations turn out to be quite sensitive

to the inclusion of incomplete semicore shells in the valence partition (ISSV), even in cases

where the corresponding DFT results were unaffected. This sensitivity of GW is due in

large part to the dependence of the exchange integral only on wavefunction overlaps, not on

relative energies of single-particle states,149,150 though the correlation part of the self-energy

also showed sensitivity in some systems.51,151 Alternative methods or corrections to the use

of ISSV have been explored in the literature.151–153

In spite of these concerns, GW calculations with ISSV pseudopotentials are still frequently

employed.48,51,150,154–156 Avoiding the use of ISSV pseudopotentials can be cumbersome, as

including all semicore states in the valence requires high energy cutoffs, and pre-generated

pseudopotential sets often contain only ISSV pseudopotentials. Here we present the results

for molecules and bulk systems obtained with different core-valence partitions. We find cases,

e.g. systems containing iodine, where the use of ISSV pseudopotentials in GW calculations

leads to calculated VIP errors of over 1 eV.

A.1 Effect of iodine semicore states on VIP results

We analyzed the case of I in detail. We used the original 4d5s5p SG15 pseudopotential

for iodine,86,87 a second pseudopotential produced in the same manner but with only a

5s5p valence configuration, and a third iodine pseudopotential with a 4s4p4d5s5p valence
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configuration which was also created using the ONCVPSP code88 but simply choosing input

parameters by hand (i.e. without the optimizations used by SG15 pseudopotentials;86 inputs

available in the SI).

Calculations presented in this section are for a subset of molecules with two or three

atoms and one or two elements with Z ≥ 29, for which experimental VIP data available

in the NIST WebBook.81 Geometries were obtained by relaxing molecules at the FR PBE

level until forces were less than 10−5 Ry/a0 (MAE of 64 meV vs. FR GW@PBE results

with experimental geometries). SG15 pseudopotentials, or fully-relativistic versions derived

with the same input parameters, were used, except for some iodine calculations as specified

above. The kinetic energy cutoff for wavefunctions was chosen to be 60 Ry for I7+ and I17+

calculations (MAE vs. 90 Ry cutoffs of 3 meV for FR PBE HOMO values), while for I25+

calculations the cutoff was chosen for each system to converge the PBE HOMO value, at

both the SR and FR levels, within 10 meV of a 160 Ry calculation; such cutoffs ranged from

80 Ry to 120 Ry. Finally, a cubic cell of 30 a0 was used (MAE vs. a 45 a0 cell of 3 meV for

FR PBE HOMO values), and NPDEP = 256 (MAE of 25 meV compared to NPDEP = 512 for

FR GW@PBE for a 16-molecule subset).

Results for all configurations at the GW@PBE level, and for selected configurations at

the GW@PBE0 level, are shown in Table 16. We find that in all cases the 4d5s5p valence

configuration increases the average VIP significantly (by 0.65 eV to 0.82 eV depending on

the method), whereas the 4s4p4d5s5p and 5s5p valence configurations behave very similarly.

While systematic errors in the VIP at the PBE level make it hard to determine which

results best fit experiment, at the PBE0 level there is a clear improvement in experimental

agreement when using the 5s5p valence configuration, as opposed to the 4d5s5p configuration

(unadjusted p-value of 0.001 for difference in median AE). Finally, we note that Table 16

includes a number of elements—Ga, Ge, In, Pb, Sn and Tl—for which SG15 pseudopotentials

also include semicore d electrons without the corresponding s and p electrons of the same

shell, which may cause similar errors. Further calculations for molecules containing ISSV
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pseudopotentials can be found in the SI.

Table 16: VIPs calculated for small molecules including iodine, with three different va-
lence configurations of iodine pseudopotentials, and various G0W0-based methods. Summary
statistics for each method compared to experiment are also given.

SR GW@PBE FR GW@PBE FR GW@PBE0
Molecule I7+ I17+ I25+ I7+ I17+ I25+ I7+ I17+ Expt.
AgI 8.58 10.00 8.58 8.41 9.69 8.42 8.63 9.25 8.80
CaI2 9.09 9.77 9.11 8.80 9.51 8.84 9.18 9.84 9.39
CdI2 9.34 10.11 9.35 9.01 9.74 9.03 9.37 10.09 9.57
CsI 7.06 8.10 7.06 7.18 7.85 7.20 7.23 7.81 7.46
GaI 9.14 9.79 9.17 8.88 9.48 8.90 9.22 9.77 9.19
GeI2 8.96 9.73 8.96 8.76 9.42 8.77 9.12 9.80 9.08
I2 9.44 10.38 9.45 9.01 10.12 9.03 9.29 10.13 9.35
ICl 10.18 10.88 10.20 9.90 10.58 9.93 10.12 10.77 10.10
IF 10.63 11.46 10.67 10.33 11.13 10.38 10.54 11.33 10.62
InI 8.71 9.29 8.72 8.44 8.98 8.45 8.87 9.41 8.88
KI 7.18 8.39 7.18 7.34 8.18 7.34 7.41 8.00 7.40
LiI 8.32 8.98 8.34 8.01 8.79 8.04 8.35 8.99 8.44
MgI2 9.56 10.31 9.58 9.23 9.94 9.26 9.59 10.31 10.50
NaI 7.66 8.60 7.63 7.73 8.11 7.78 7.82 8.43 8.00
PbI2 8.61 9.21 8.61 8.37 9.46 8.37 8.85 9.51 8.90
RbI 7.05 8.29 6.98 7.26 8.04 7.22 7.29 7.88 7.30
SnI2 8.84 9.53 8.84 8.63 9.26 8.63 9.00 9.64 9.05
TlI 8.44 8.99 8.43 8.20 8.78 8.21 8.68 9.28 8.84
ZnI2 9.58 10.37 9.58 9.26 10.01 9.34 9.58 10.31 9.73
ME -0.222 0.609 -0.218 -0.413 0.340 -0.394 -0.129 0.524
SE 0.225 0.330 0.231 0.263 0.343 0.258 0.208 0.206
MAE 0.241 0.629 0.245 0.413 0.405 0.394 0.140 0.545
MARE 2.71% 7.18% 2.77% 4.48% 4.62% 4.28% 1.50% 6.11%

A.2 Absolute values for semiconductor band gaps, and the effect of

semicore states

As mentioned in Section 4, we found that numerous factors had significant effects on the cal-

culation of the electronic band gap Eg, which prevented us from drawing conclusions about

the importance of changes in the band gap between FR and SR calculations. Table 17 gives

the Eg values using the methods described in Section 4, as well as the results of SR calcula-
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tions using the experimental lattice parameter rather than the optimized lattice parameter.

All DFT calculations, as well as GW calculations at the optimized lattice parameter, show

gaps that are overall much smaller than experimental gaps. In all cases, errors are still large,

and we find that both the valence configuration chosen for the pseudopotentials, and the

type of pseudopotential have significant effects on Eg.

Table 17: Calculated and experimental values, and mean errors for the band gap Eg (eV),
using the parameters described in Section 4 (acronyms are the same as in Table 2). Results
for both the optimized lattice constant, (aopt, Å) and the experimental lattice constant (aexpt,
Å) are given.

System aopt SR DFT FR DFT SR GW FR GW aexpt 157 SR DFT SR GW Expt.157

AlSb 6.23 1.22 1.02 1.89 1.65 6.136 1.20 2.23 1.60
CdS 5.93 1.02 1.01 1.61 1.59 5.832 1.14 1.77 2.42
CdTe 6.63 0.56 0.29 1.07 0.76 6.477 0.76 1.29 1.44
GaAs 5.75 0.15 0.01 0.25 0.13 5.653 0.50 0.62 1.35
GaP 5.51 1.54 1.51 1.95 1.91 5.450 1.63 2.17 2.24
InP 5.96 0.42 0.39 0.61 0.57 5.869 0.68 0.90 1.27
Si 5.48 0.72 0.71 1.38 1.36 5.431 0.67 1.29 1.12

ZnS 5.45 1.99 1.97 3.08 3.06 5.409 2.09 3.26 3.54
ZnSe 5.73 1.13 1.01 1.89 1.74 5.668 1.26 2.06 2.58
ZnTe 6.18 1.08 0.79 1.87 1.49 6.101 1.24 2.08 2.26
ME -1.00 -1.11 -0.42 -0.55 -0.87 -0.22
SE 0.42 0.43 0.44 0.44 0.38 0.40

MAE 1.00 1.11 0.53 0.61 0.87 0.38
MARE 51.7% 58.3% 30.3% 34.6% 43.9% 21.4%

To understand our sources of error, we first performed computations with a number of

different pseudopotentials at the DFT level, followed by further computations at the GW

level. Details of these computations, and of the other pseudopotentials used,88,122,123,133,158,159

are given in the SI. In Table 18, we show G0W0 results for the band gap Eg. Comparisons

with Ref. 160 are also given. Unfortunately, none of the pseudopotentials used here approach

the performance shown in Ref. 160. In general, it seems that when semicore d electrons are

included without corresponding s and p electrons of the same shell, band gaps are too low.

However, when d electrons are omitted entirely, band gaps are too high. AlSb is the only

compound to reverse this trend, while CdTe, GaAs, GaP, InP, and ZnTe all follow it to some

degree. In contrast, Ref. 160 uses full semicore electron shells in the valence; our results

indicate that such a choice is necessary for accurate gaps. We note that the gaps of CdS,
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GaAs, and Zn compounds show variation between different pseudopotentials derived with

the same valence partition. Further work is necessary to understand these discrepancies;

such an investigation is beyond the scope of this paper.

Table 18: SR GW@PBE results for the band gap Eg (eV) using a number of different
pseudopotentials. Pseudopotentials labeled “alt.” differ in valence configurations from SG15
by placing semicore d electrons in the core.

System SG15 PseudoDojo PseudoDojo alt. Ceresoli GTH GTH alt. Ref. 160 Expt.
AlSb 2.23 2.27 1.41 1.60 1.87 1.60
CdS 1.77 2.23 2.15 2.42
CdTe 1.29 1.98 1.57 1.44
GaAs 0.62 1.26 1.27 1.23 1.35
GaP 2.17 2.17 2.18 2.39 2.30 2.24
InP 0.90 0.70 0.95 1.65 1.23 1.27
Si 1.29 1.23 1.31 1.31 1.28 1.12

ZnS 3.26 3.56 3.46 3.54
ZnSe 2.06 2.55 2.58
ZnTe 2.08 2.39 2.97 2.27 2.26

vs. Ref. 160
ME -0.22 0.00 0.22 -0.04 -0.13 0.07
SE 0.27 0.26 0.60 0.11 0.22 0.28

MAE 0.30 0.18 0.52 0.07 0.15 0.20
MARE 17.1% 11.0% 27.1% 3.8% 12.5% 13.8%
vs. Experiment

ME -0.22 0.00 0.35 0.07 -0.07 0.11 0.01
SE 0.40 0.35 0.48 0.18 0.36 0.20 0.15

MAE 0.38 0.23 0.48 0.12 0.25 0.15 0.12
MARE 21.4% 15.1% 26.9% 9.8% 21.0% 10.6% 7.0%
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