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ABSTRACT It is well-known that the availability of transmit and receive arrays in colocated multiple-
input multiple-output radar systems can be exploited to detect multiple targets, and estimate their range
and angular coordinates. Unluckily, the accuracy achieved in the estimation of target parameters can be
severely affected by hardware nonidealities. The impact of these nonidealities can be mitigated through
the adoption of specific methods explicitly developed to estimate and compensate for them, i.e., briefly,
of calibration methods. As far as we know, until now, most of the calibration techniques proposed in the
technical literature for colocated multiple-input multiple-output radars are based on the idea of placing one
or more reference targets in front of the considered radar device at perfectly known and fixed locations, and
quantifying the difference between the expected radar image and the measured one. In this manuscript, two
novel calibration methods are proposed. Both exploit the measurements captured by a colocated multiple-
input multiple-output radar device at multiple positions; for this reason, the acquisition of suchmeasurements
involves the movement of the radar. The first one does not require any knowledge about the nature, number,
position or radar cross section of the reference targets, provided that all these are in far-field; the second
one, instead, needs a single reference target in near-field conditions, with the only constraints for it to be
pointwise and isolated from stray targets in the range domain. This drastically simplifies the experimental
setup to be employed for radar calibration. The proposed methods are tested on a commercial radar device
and compared with a traditional method for radar calibration.

INDEX TERMS Calibration, multiple-input multiple-output, radar, synthetic aperture radar.

I. INTRODUCTION
In the last few years, an increasing attention has been paid by
a number of researchers to colocated multiple-input multiple-
output (MIMO) radars because of their potential applications
in a number of fields. These devices, being equipped with
transmit (TX) and receive (RX) antenna arrays, can detect
multiple targets and, unlike their single-input single-output
(SISO) counterparts, are able to measure not only their range,
but also their angular coordinates (namely, their azimuth
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and elevation); such coordinates are estimated by assessing
the angle-of-arrival (AoA) of the electromagnetic echoes
that originate from the detected targets [1]. In commercially
available colocated MIMO radars, the accuracy of AoA
estimation is influenced by hardware nonidealities, that can
make the structure of the acquired measurements signifi-
cantly different from that described by standard mathematical
models (e.g., see [2], [3]). Well-known nonidealities in the
considered radar systems include: a) array shape and antenna
misplacements, that lead to an AoA-dependent phase error
in the received signal; b) mismatches in the distribution
and in the length of antenna feed lines, and tolerances in
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TABLE 1. List of the manuscripts describing calibration methods based on the acquisition of measurements in a controlled propagation environment; the
nonidealities to be compensated for are specified for each manuscript and for the two versions of the calibration method proposed in this manuscript
(one requiring the acquisition of measurements in near-field conditions, the other one in far-field conditions; see the last two rows).

hardware components, both introducing phase and frequency
offsets independent of AoA; c) TX-to-RX coupling, that
generates strong low frequency components in the baseband
received signal; d) RX-to-RX coupling, that, being angle-
dependent, affects AoA estimation accuracy. The impact of
these nonidealities on radar performance can be mitigated by
estimating the resulting signal distortions and compensating
for them (when possible), i.e., briefly, by accomplishing radar
calibration on the basis of a set of measurements acquired in a
controlled propagation environment; this allows to reduce the
difference between the behaviour of real hardware and that
described by standardmathematical models, so improving the
reliability of acquired measurements [16].

In principle, full calibration would require accomplishing
the following three tasks1:

1) Deleting the low frequency components due to
TX-to-RX coupling; this result can be obtained by subtracting
the time domain deterministic coupling signal (provided that
this is known) or by inserting an high-pass filter at the output
of the downconversion mixers at the RX side.

2) Applying proper phase and frequency shifts to the
signals provided by the available virtual channels in order to
align their spectra [17], [18].

3) Multiplying the RX signal matrix by the inverse of the
RX-RX coupling matrix [19]. Note that, in principle, one
matrix would be required for each AoA; however, in practice,
a single coupling matrix can be used for the full field of view
with good results [20], [21].

The calibration of colocated MIMO radars in a controlled
propagation environment has been investigated in a limited

1Note that the most important of these steps is the second one, whereas
the less important is the last one.

number of technical manuscripts. A list of such manuscripts
is provided in Table 1, where the nonidealities for which
the proposed calibration methods have been developed
are specified. Note that these methods may also differ
for the experimental setup employed in the acquisition of
the measurements they process. In fact, they may need:
a) the knowledge of the position and/or the number of
the employed reference targets; b) the positioning of the
reference targets in near-field or far-field; c) the availability
of an anechoic chamber or a controlled (e.g., multipath-free)
environment whose size depends on the radar aperture if
far-field conditions are required. A list of the requirements
of the experimental setups described in the references of
Table 1 is provided in Table 2. It is also worth mentioning
that some calibration methods developed to compensate for
the coupling and the phase mismatches of radars already
mounted in their final position (e.g., on a vehicle) have
been also devised [19], [22], [23]. Such methods do not
require a specific experimental setup, and are based on
tracking radar movement via a Kalman filter [22] or a
MUSIC-like eigendecomposition [19], or on evaluating the
mutual coupling between antennas [24] or on maximising the
contrast of radar images [23].
The most critical issue in the use of the above mentioned

calibration methods undoubtedly concerns the needed exper-
imental setup. As it can be easily inferred from Table 2, the
calibration methods illustrated in [4], [5], [7], [8], [13], and
[22] require the use of an anechoic chamber containing one or
more reference targets; these are placed in the far-field region
of the device under test at precisely known locations. Since all
this is costly and time-consuming, various efforts have been
made to develop alternative methods relying on substantially
simpler setups [6], [10], [12]. Another relevant technical issue
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TABLE 2. Requirements of the experimental setup adopted for radar calibration in the manuscripts listed in Table 1.

is represented by the size of the propagation environment in
which the measurements required for radar calibration need
to be acquired. In fact, if such measurements can be obtained
in near-field conditions, the overall calibration procedure
involves a restricted area and, consequently, becomes simpler.

In this manuscript, the problem of compensating for phase
and frequency mismatches in the TX and RX arrays of
a colocated MIMO radar is tackled and a novel solution
is developed. The proposed solution is based on the idea
that, in principle, the signals captured by two distinct RX
antennas belonging to the same radar device and placed
exactly in the same position at different times should be
identical if the employed TX antenna, the waveform radiated
by it and the surrounding propagation scenario do not
change. Therefore, any difference in the phase/frequency of
the downconverted signals received through the considered
couple of RX antennas can only originate from hardware
nonidealities and can be exploited to estimate them. All this
can be elegantly reformulated for a colocated MIMO radar
system since, under certain conditions, any couple of its
distinct TX and RX antennas can be approximated by a single
antenna of a virtual monostatic radar, i.e., briefly, by a virtual
antenna (VA). In fact, based on our previous considerations,
we can state that, if distinct VAs are positioned at exactly the
same point, the measurements provided by them should be
identical in the absence of noise and nonidealities. In practice,
these measurements can be acquired by installing the radar
to be calibrated on an actuator that allows to move it with
high spatial accuracy and without changing its orientation.
In fact, if the geometry of the TX and RX arrays of the
considered radar is perfectly known, its distinct VAs can be
positioned at exactly the same point sequentially by simply
moving this device. To the author’s knowledge, this approach

to radar calibration has never been proposed in the technical
literature. Moreover, the calibration method based on it and
called Movement-Based Calibration (MBC), if employed in
far-field conditions, offers the following advantages with
respect to the currently available alternatives:

a) It is unaffected by multipath.
b) It does not require any pointwise reference target;

extended targets are suited as well.
c) It does not need any prior knowledge or setting specific

constraints on the propagation environment.
d) It requires radar displacements smaller than those

needed by other calibration methods.
Consequently, MBC can be used in a completely uncon-

trolled far-field environment; this means that there is no
need to employ reference targets or to remove undesired
objects potentially affecting other calibration methods [14],
[25], [26].

Another relevant feature of the MBC approach is rep-
resented by the fact that it can be used in near-field
conditions as well, albeit with some modifications. In this
case, the main issue is not represented by the need of taking
into account wavefront curvature and range/angle coupling
phenomena [11] (to which our approach is insensitive), but
from the fact that the VA approximation adopted in far-
field conditions is no longer valid. In our work, this problem
is circumvented by positioning a single pointwise target
in the proximity of the considered radar and accurately
estimating its coordinates; the last result is obtained through
the exploitation of a synthetic aperture, which is generated by
moving a single TX-RX couple.

In this manuscript, we concentrate on the applica-
tion of MBC to a MIMO frequency modulated continu-
ous wave (FMCW) radar; however, our method can be
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easily reformulated for MIMO radars employing different
waveforms.

The remaining part of this manuscript is organized as
follows. The adopted systemmodel is described in Section II,
where the origin of the considered nonidealities is also
illustrated. In Section III a well-known approach to radar
calibration (dubbed traditional calibration, TC) is described,
whereas our movement-based approach to radar calibration
is developed for both far-field and near-field use conditions
in Section IV. The impact of TC and MBC methods is
analyzed in Section V. Finally, some conclusions are offered
in Section VI.

II. SIGNAL AND SYSTEM MODELS
In this section, the architecture of the MIMO FMCW radar
system considered in the remaining part of this manuscript
is described. This radar system has the following essential
features: a) it is equipped with TX and RX antenna arrays,
consisting of NT and NR elements, respectively; b) the
waveform radiated by each of its TX antennas (and generated
by a voltage controlled oscillator, VCO) is a frequency
modulated signal whose frequency increases linearly with
time (i.e., a chirp); c) the architecture of its signal chain
for an arbitrary couple of TX/RX antennas is described by
the block diagram illustrated in Fig. 1, and referring to the
lth TX antenna and the mth RX antenna (with l = 1,
2, . . . , NT and m = 1, 2, . . . , NR). Note that this diagram
allows us not only to describe the entire signal flow in the
radar system, but also to highlight all the relevant delays
characterizing the considered signal chain. Since these delays
are antenna dependent (i.e., depend on l or/and m), they
represent a source of nonideality to be compensated for
through radar calibration. In the following, we illustrate
the impact of such delays on the transmitted and received
waveforms, and explain how target estimation is affected by
them. In our analysis, we assume that the electromagnetic
echo captured by themth RX antenna originates from a single
point-wise target;2 this is placed at a distance R from the
radar and its position is described by the coordinate vector
o ≜ (ox , oy, oz), which is evaluated with respect to a three-
dimensional (3D) reference system O, solidal to the radar.3

Moreover, we neglect, for simplicity, the effects of channel
noise and of the attenuation due to propagation, waveguide
absorption as well as gain mismatches, because all these
have usually a smaller impact on target estimation than phase
errors [27].
Our analysis starts from the TX side of the radar system

shown in Fig. 1. The radar transmitter employs a VCO to
generate the radio frequency (RF) waveform

s(VCO)I (t) ≜ cos (2π (f0 + µt) t) (1)

2This assumption does not limit the generality of our analysis because the
superposition principle can be easily applied in the case of multiple targets.

3In the following, the coordinates of the elements of the TX and RX arrays
are also evaluated with respect toO.

and its phase shifted version

s(VCO)Q (t) ≜ − sin (2π (f0 + µt) t) (2)

for t ∈ [0,T ); here, f0 denotes the start frequency of
the chirp, µ its slope and T its duration. The VCO signal
s(VCO)I (t) (1) travels, through a transmission line (usually a
microstrip), to the lth TX antenna and to a downconversion
mixer, whereas s(VCO)Q (t) (2) feeds a different downconver-
sion mixer (see Fig. 1). Therefore, the signal radiated by the
lth TX antenna can be expressed as

s(TX)l (t) ≜ s(VCO)I

(
t − τ

(TX)
l

)
, (3)

where τ (TX)l denotes the (antenna dependent) delay due to the
transmission line connecting the antenna itself to the VCO.

The signal s(TX)l (t) (3) is reflected by a single point-wise
target. The (antenna dependent) time intervals that this signal
takes to travel from the lth TX antenna to the target and from
the target to the mth RX antenna can be expressed as

τ
(F)
l =

1
c

∥∥∥o − p(TX)l

∥∥∥
2

(4)

and

τ (B)m =
1
c

∥∥∥o − p(RX)m

∥∥∥
2
, (5)

respectively; here, ∥·∥2 denotes the Euclidean norm and

p(Z)k ≜
(
x(Z)k , y(Z)k , z(Z)k

)
(6)

is the coordinate vector of the kth TX (RX) antenna if Z = TX
(Z = RX). Then, the signal available at the output of the
mth RX antenna can be expressed as

s(RX)l,m (t) ≜ s(TX)l

(
t − τ

(RT)
l,m

)
=

= s(VCO)I

(
t − τ

(TX)
l − τ

(RT)
l,m

)
, (7)

where

τ
(RT)
l,m ≜ τ

(F)
l + τ (B)m (8)

represents the overall delay (i.e., the round trip delay)
experienced by the signal radiated by lth TX antenna and
captured by the considered RX antenna. The last signal
travels from the RX antenna to the RF port of each of
the two downconversion mixers (that are also fed by the
waveforms generated by the VCO, as shown in Fig. 1); this
introduces an additional (antenna dependent) delay, denoted
τ
(R)
m . Therefore, on the one hand, the signal applied to the RF
port of the above mentioned mixers is given by

s(RF)l,m (t) ≜ s(RX)l,m (t − τ (R)m )

= s(VCO)I

(
t − τ

(TX)
l − τ

(RT)
l,m − τ (R)m

)
. (9)

On the other hand, the local oscillator (LO) ports of the
same mixers are fed by the signals s(VCO)I (t − τ

(LO)
m ) (1)

and s(VCO)Q (t − τ
(LO)
m ) (2); here, τ (LO)m denotes the delay

experienced by both s(VCO)I (t) and s(VCO)Q (t) in travelling
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FIGURE 1. Representation of the signal chain involving the l th TX and mth RX antennas in the considered colocated
MIMO radar. In this model, all the relevant delays originating from the employed hardware are highlighted.

along the two transmission lines that connect the VCO to the
considered mixers. The signals available at the output of the
two mixers undergo low-pass filtering (LPF; see Fig. 1); it is
easy to show that the couple of the resulting real signals can
be condensed in the single complex signal4

s(ADC)l,m (t) ≃ exp
(
j
(
2π f (B)l,m t + φ

(B)
l,m

))
, (10)

where

f (B)l,m ≜ 2µ
(
τ
(TX)
l + τ

(RT)
l,m + τ (RX)m

)
(11)

and

φ
(B)
l,m ≜ 2π f0

(
τ
(TX)
l + τ

(RT)
l,m + τ (RX)m

)
(12)

are the phase and frequency, respectively, of s(ADC)l,m (t) and

τ (RX)m ≜ τ (R)m − τ (LO)m (13)

represents the total net delay associated with each branch of
the receiver. In the last part of the signal chain represented in
Fig. 1, each of the two components of the signal s(ADC)l,m (t)
(10) is sampled at the instants {tn = τ

(ADC)
m + nTs; n =

0, . . . ,N − 1} by an analog-to-digital converter (ADC);
here, τ (ADC)m denotes an (antenna dependent) delay5 due to
analog-to-digital conversion, and Ts = 1/fs and

fs ≜
N
T

(14)

4The following expression is approximate because it results from
neglecting, in the phase of the complex exponential, all the quadratic terms
that provide a negligible contribution to the phase itself. Despite this, it offers
an accurate representation of the downconverted signal.

5The estimation of this parameter is out the scope of this manuscript; for
this reason, it is not taken into consideration in the following.

represent the ADC sampling period and its sampling
frequency, respectively. Finally, the sequence of samples
resulting from the analog-to-digital conversion undergoes
serial-to-parallel conversion (accomplished by the S/P block
in Fig. 1); this produces the N -dimensional row vector

sl,m ≜
[
sl,m[0], sl,m[1], . . . , sl,m[N − 1]

]
, (15)

where sl,m[n] ≜ s(ADC)l,m (tn) for any n. This concludes our
description of the signal chain represented in Fig. 1.

The mathematical results illustrated above deserve the
following comments:

a) The overall delay appearing in the right-hand side (RHS)
of both (11) and (12) can be seen as the sum of two terms: the
first one is the round trip delay τ (RT)l,m (8), whereas the second
one,

τ
(I)
l,m ≜ τ

(TX)
l + τ (RX)m

= τ
(TX)
l + τ (R)m − τ (LO)m , (16)

called total net instrumental delay, represents the contri-
bution of the radar itself [25]. Note that the three terms
contributing to τ (I)l,m do not have the same sign and that,
in particular, τ (LO)m tends to partially cancel the contribution
due to both τ (TX)l and τ (R)m . Note also that τ (LO)m is often
negligible in single chip radar devices, but can play an
important role in cascaded devices.

b) Based on the considerations illustrated in the previous
point, (11) and (12) can be rewritten as

f (B)l,m ≜ f (RT)l,m + f (I)l,m (17)

and

φ
(B)
l,m ≜ φ

(RT)
l,m + φ

(I)
l,m (18)
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respectively; here,

f (RT)l,m ≜ 2µτ (RT)l,m (19)

and

φ
(RT)
l,m ≜ 2π f0τ

(RT)
l,m (20)

are the frequency and phase contributions, respectively, due
to the round trip delay, whereas

f (I)l,m ≜ 2µτ (I)l,m = 2µ
(
τ
(TX)
l + τ (RX)m

)
(21)

and

φ
(I)
l,m ≜ 2π f0τ

(I)
l,m = 2π f0

(
τ
(TX)
l + τ (RX)m

)
(22)

are the frequency and phase contributions, respectively,
associated with the stray delays originating from the radar
hardware [4]; the last two terms can be seen as a form of
frequency bias and phase bias, respectively (or, equivalently,
frequency offset and phase offset).
c) The contribution of f (I)l,m to the beat frequency f (B)l,m

is much smaller than that of f (RT)l,m , since the delays τ (TX)l

and τ (RX)m are significantly smaller than τ (RT)l,m (see (8) and
(16)); on the other hand, the contribution of φ(I)l,m to the beat
phase φ(B)l,m should not be ignored.

d) Eqs. (21) and (22) can be put in the form

f (I)l,m = f (TX)l + f (RX)m (23)

and

φ
(I)
l,m = φ

(TX)
l + φ(RX)m , (24)

where

f (Z)k ≜ 2µτ (Z)k (25)

and

φ
(Z)
k ≜ 2π f0τ

(Z)
k , (26)

represent the frequency and phase stray contributions,
respectively, associated with the TX (RX) array kth antenna
if Z = TX (Z = RX).

e) In FMCW radar systems, any frequency bias (see point
b)) results in a range bias, since the range of any detected
target is evaluated as [1]

Rl,m = f̂ (B)l,m
c
2µ
, (27)

where f̂ (B)l,m denotes the frequency estimated at the RX side
for the target itself. Consequently, the range bias affecting the
kth TX (RX) antenna can be expressed as (see (25))

r (Z)k ≜ cτ (Z)k = f (Z)k
c
2µ
, (28)

with Z = TX (Z = RX), whereas that associated with the
frequency bias f (I)l,m (characterizing the lth TX and mth RX
antennas) is given by

rl,m = f (I)l,m
c
2µ
. (29)

f) The bias f (I)l,m (21) is antenna dependent and, usually,
is not large enough to represent a problem by itself,
but may affect the accuracy of AoA estimation in radar
imaging [4], [12], since the same target is detected at different
ranges by distinct antennas. Similar considerations can be
made for the phase bias φ(I)l,m (22). However, calibration is not
required to fully compensate for the last bias, but to make
it antenna independent; in fact, if this condition is met, the
residual phase bias has no impact on imaging algorithms.

The phase and frequency calibration of the considered
MIMO radar requires estimating the set {f (TX)l , f (RX)m ,

φ
(TX)
l , φ

(RX)
m ; l = 1, 2, . . . , NT , m = 1, 2, . . . , NR},

collecting 4NTNR distinct parameters, and compensating for
their effects. This problem is tackled in two different ways in
Sections III and IV.

III. TRADITIONAL CALIBRATION
In this section, the method for radar calibration presented
in [4] and [28] is illustrated. When this method is adopted,
a reference targetmust be positioned precisely in front of the
MIMO radar to be calibrated and in its far-field region. This
choice has the following implications:

1) The distance

R ≜∥ o ∥2 (30)

of the reference target from the first TX antenna of the radar
system satisfies the inequality

R ≫
2D2

λ
, (31)

whereD is the largest Euclidean distance between TX andRX
antennas of the radar array, and λ is the radar wavelength.

2) The parameter R represents, with good approximation,
the distance of the reference target from each antenna of the
radar array. Then, the approximations

τ
(F)
l ≃ τ (B)m ≃

R
c

(32)

and

τ
(RT)
l,m ≃ 2

R
c
. (33)

can be adopted for τ (F)l (4), τ (B)m (5) and τ (RT)l,m (8) for any l
and m.

The TC method also requires the knowledge of reasonably
accurate estimate6 R̂ of the target range R. This allows to
compute the estimates

f̂ (RT)l,m ≜ 4µ
R̂
c

(34)

6In practice, a range error of a few centimeters is not of concern. However,
if this error is antenna dependent, its presence results in range-angle coupling
in AoA estimation. This negatively affects the quality of target estimates if
the difference among the errors on all the antennas is greater than the range
resolution of the considered radar system. This explains the importance of
frequency compensation, which should make the range error equal on all the
antennas. If the range of the reference target is known with high accuracy,
then the range error is close to zero.
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and

φ̂
(RT)
l,m ≜ 4π f0

R̂
c

(35)

of the frequency f (RT)l,m (19) and the phase φ
(RT)
l,m (20),

respectively (note that both estimates are independent of the
selected TX and RX antennas).

The first step of TC consists in computing an order N0 fast
Fourier transform (FFT) of the vector sl,m (15) for any l and
m; this produces the N0-dimensional vector7

Sl,m =
[
Sl,m[0], Sl,m[1], . . . , Sl,m[N0 − 1]

]
≜ FFTN0

[
sl,m

]
,

(36)

where FFTN0 [x] denotes the order N0 FFT of the vector x,

N0 ≜ N · L, (37)

and L represents the adopted oversampling factor. In TC it
is assumed that the strongest electromagnetic echo detected
by the considered radar system on each of its RX antennas
(and independently of the employed TX antenna) is generated
by the reference target. For this reason, the detection of that
target and the estimation of its range can be accomplished
through the periodogram method, i.e. by identifying the
element of Sl,m having the highest amplitude; the index of
this element can be expressed as

k̂ (B)l,m = arg max
k∈SN0

∣∣∣Sl,m[k]∣∣∣, (38)

for any l and m; here,

SX ≜ {0, 1, . . . ,X − 1} (39)

is a set collecting X consecutive integers. Given k̂ (B)l,m (38), the
estimates

f̂ (B)l,m = k̂ (B)l,m
fs
N0

(40)

and

φ̂
(B)
l,m = ̸ Sl,m

[
k̂ (B)l,m

]
(41)

of the frequency f (B)l,m (11) and the phase φ(B)l,m (12), respec-
tively, characterizing the main tone detected in the sequence
{sl,m[n]}, are evaluated8 for any l and m.
Then, substituting the right hand side (RHS) of (34)

and (40) in that of (17) leads to the estimate

f̂ (I)l,m = k̂ (B)l,m
fs
N0

− 4µ
R̂
c

(42)

7The use of the FFT leads to discretizing the frequency domain (i.e., the
range domain in a FMCW radar system) and, in particular, to partitioning it
into N0 frequency (i.e., range) bins.

8Note that a more accurate algorithm for the estimation of both parameters
can be adopted in place of that proposed here (e.g., see [29] and references
therein).

of f (I)l,m (23). Similarly, substituting the RHS of (35) and (41)
in that of (18) produces the estimate

φ̂
(I)
l,m = ̸ Sl,m

[
k̂ (B)l,m

]
− 4π f0

R̂
c

(43)

of φ(I)l,m (24). Given the sets {f̂ (I)l,m} and {φ̂
(I)
l,m} (each consisting

of NTNR elements), the estimates

f̂ (TX)l ≜
1
NR

NR∑
m=1

f̂ (I)l,m −
1

NTNR

NT∑
l′=1

NR∑
m=1

f̂ (I)l′,m (44)

and

φ̂
(TX)
l ≜

1
NR

NR∑
m=1

φ̂
(I)
l,m −

1
NTNR

NT∑
l′=1

NR∑
m=1

φ̂
(I)
l′,m (45)

of f (TX)l and φ(TX)l (see (25) and (26), with Z = TX),
respectively, are computed for the lth TX antenna (for any
l). Similarly, the estimates

f̂ (RX)m ≜
1
NT

NT∑
l=1

f̂ (I)l,m (46)

and

φ̂(RX)m ≜
1
NT

NT∑
l=1

φ̂
(I)
l,m (47)

of f (RX)m and φ(RX)m (see (25) and (26), with Z = RX), respec-
tively, are evaluated for the mth RX antenna (for any m).
This concludes our description of the estimation procedure

accomplished in TC.
Finally, it is worth pointing out that:
1) The frequency biases f̂ (TX)l (44) and f̂ (RX)m (46) can be

easily converted into the corresponding range biases r̂ (TX)l
and r̂ (RX)m , respectively; this conversion can be accomplished
through (28), with Z = TX and RX.

2) The TC method requires the reference target to be
positioned perfectly in front of the radar system (and in its
far-field region; see (31)) and its range R to be known with
good accuracy. Moreover, any other target detectable in the
considered propagation environment should not be close to
the reference one and, in particular, should have a different
range (otherwise its presence would represent a source of
interference).

3) If the range R of the reference target is unknown (but that
target is still in the far-field region of the radar system), (34)
and (35) cannot be exploited. In this case, it can be assumed
that

f̂ (RT)l,m = min
l,m

{
f̂ (B)l,m

}
(48)

and

φ̂
(RT)
l,m = 0 (49)

for any l and m, where f̂ (B)l,m and φ̂(RT)l,m are expressed by (40)
and (35) respectively. These choices result in frequency and
phase offsets in the calibrated data; however, such offsets are
independent of the selected pair of TX and RX antennas.
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IV. MOVEMENT-BASED CALIBRATION
In this section, our movement-based approach to radar
calibration is illustrated and two specific methods, called
far-field-MBC (FF-MBC) and near-field MBC (NF-MBC),
are proposed; the former method is used when the measure-
ments acquired for radar calibration originate from targets
positioned in the far-field region of the considered radar
system, whereas the latter one relies on a reference target
positioned in its near-field region. The description of both
methods requires defining two distinct Cartesian coordinate
systems to describe the radar movements; the first one, called
global system and denoted O′, is solidal to the propagation
environment, whereas the other one, called sensor system and
denotedO, is solidal to the radar and has the same orientation
as O′. Therefore, we have that

O = O′
+ q′, (50)

where q′
= (q′

x , q
′
y, q

′
z) is a vector describing the translation

that relates the two reference systems.
As shown in the following two subsections, both the

FF-MBC and the NF-MBC involve the processing of multiple
(say, Nm) measurements, each of which is acquired at
a different position of the considered radar device in a
completely static propagation environment. In practice, the
radar device is moved along an horizontal rail and each
new measurement is acquired after shifting the radar itself
along the rail by a known quantity. For this reason, distinct
measurements are characterized by different values of the
vector q′ in (50). The value of q′ to be selected when
the measurement originates from the lth TX and mth RX
antennas is evaluated as follows. First of all, let us define:

a) The vector

vl,m ≜
p(TX)l + p(RX)m

2
, (51)

that collects the barycentric coordinates (with respect to the
sensor system O) of the lth TX and mth RX antennas; here,
p(TX)l and p(RX)m are defined by (6) with Z = TX and RX,
respectively.

b) A reference point, having a fixed position with respect
to O′ and whose coordinates with respect to that reference
system are collected in the vector v′.
Then, the translation vector associated with the lth TX and

mth RX antennas is computed as

q′
l,m = v′

− vl,m. (52)

In other words, each measurement is acquired after bringing
the barycentric position of the considered couple of TX and
RX antennas always to the same position (specified by v′);
this result is obtained by physically moving the radar without
changing its orientation with respect to O′.
Finally, it is important to point out that, in principle, the

choice of the reference point is arbitrary; however, in practice,
this point should be selected in a way that the barycenters of
all the couples of TX and RX antennas can easily reach it

(i.e., all the translations {q′
l,m} are really feasible by shifting

the radar on the employed rail).

A. FAR-FIELD MOVEMENT-BASED CALIBRATION
If all the targets involved in radar calibration are in far-field,
the following assumptions are made in MBC:

1) Each couple of TX-RX antennas of the considered
MIMO radar can be represented as the antenna of a virtual
monostatic radar, i.e., briefly, as a VA [30]. In particular, if the
lth TX and mth RX antennas are considered, the position
of the VA associated with this couple of physical antennas
(briefly, the VA (l,m)) coincides with vl,m (51) for any l
andm. Note that, ifNT TX andNR RX antennas are available,
the overall number of VAs is NVA = NTNR.
2) The electromagnetic echoes received by our radar

system originate from an arbitrary number of (pointwise or
extended) targets, but all positioned in the far-field region
of the radar system. At least one target is required for radar
calibration, but no additional requirement is given. It should
be kept in mind, however, that the greater is the power
returned by the set of targets, the larger is the signal-to-noise
ratio (SNR) characterizing the resulting calibration matrix.
3) The difference between the distances of each couple of

VAs from every target can be deemed negligible.9

In the following description of our approach to radar
calibration, we can assume the presence of Np detectable
pointwise targets for simplicity. If Rp denotes the distance
of the pth target from the reference point v′ (with p =

1, 2, . . . ,Np), the propagation delay experienced by an
electromagnetic wave reflected by that target and reaching
any VA of the MIMO radar is (see (8))

τ (RT)p =
2Rp
c
, (53)

so that the frequency and the phase associated with it are
(see (19) and (20), respectively)

f (RT)p ≜ 4µ
Rp
c

(54)

and

φ(RT)p ≜ 4π f0
Rp
c
, (55)

respectively.
As already stated above, the proposed calibration method

requires the availability of a set of Nm distinct measurements.
As far as their acquisition is concerned, the following simple
rules are adopted:

1) Each measurement originates from a different VA,
so that Nm = NVA.
2) All the measurements are always acquired after

positioning the associated VAs exactly at the same point v′

with respect toO′. This requires shifting the considered radar
device from measurement to measurement, without changing
its spatial orientation.

9Note that this is a consequence of the far-field assumption.
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In practice, the first measurement is acquired through
a reference VA (say, the VA (l̄, m̄)). Then, all the other
measurements are obtained through the remaining (NVA − 1)
VAs, after positioning each of the virtual elements at the same
point as the VA (l̄, m̄).
The baseband signal made available by the VA (l,m) can

be expressed as10

s(ADC)l,m (t) =

Np∑
p=1

exp
(
j
(
2π f (RT)p t + φ(RT)p

))
× exp

(
j
(
2π f (I)l,mt + φ

(I)
l,m

))
(56)

for t ∈ [0,T ), and for any l and m. Similarly as TC, the last
signal undergoes analog-to-digital conversion; this produces
the N -dimensional vector sl,m (see (15)), that, after zero
padding, undergoes an order N0 FFT, whose output is the
N0-dimensional vector Sl,m (see (36) and (37)). However, the
remaining processing steps are substantially different from
those accomplished in TC. In fact, first of all, since the VA
(l̄, m̄) is taken as a reference antenna, it is assumed that

f (I)
l̄,m̄

= 0, (57)

i.e., that, for this VA, the frequency shift appearing in the
RHS of (56) is equal to zero. Then, for any (l,m) ̸=

(l̄, m̄), the frequency shift f (I)l,m associated with the VA (l,m)
is estimated by: a) computing the correlation between the
amplitude spectrum referring to the reference antenna and
that referring to the VA (l,m); b) evaluating the positive or
negative frequency shift associated with the correlation peak.
In practice, we first extract the portion of the spectrum Sl,m
associated with the far-field region; that portion is conveyed
by the d-dimensional vector

Ul,m =
[
Ul,m[0], . . . ,Ul,m[d − 1]

]
≜

[
Sl,m[k̄], . . . , Sl,m[N0 − 1]

]
, (58)

where d ≜ N0 − k̄ ,

k̄ ≜

⌈
2N0

cD2

µλfs

⌉
(59)

represents the index of the first bin associated with the far-
field region (see (31)) and ⌈·⌉ represents the ceiling function.
Then, the estimate f̂ (I)l,m of the frequency mismatch f (I)l,m with
respect to the reference antenna is evaluated as11

f̂ (I)l,m =
fs
N0

(
arg max

n∈Sd

{
cl,m[n]

}
−
d
2

)
(60)

for any l and m; here,

cl,m[n] =

d−1∑
k=0

∣∣∣Wl̄,m̄ [k + n]
∣∣∣∣∣∣Ul,m[k]∣∣∣ (61)

10Note that: a) the followingmodel generalizes that expressed by (10), that
refers to the case Np = 1; b) the second factor appearing in the phase of its
complex exponential does not depend on the target index p (i.e., it represents
a phase & frequency shift influencing the echoes produced by different
targets in the same way).

11From the following equation it is easily inferred that f̂ (I)
l̄,m̄

= 0.

is the correlation between the amplitude spectrum of the VA
(l,m) and (2d − 1)-dimensional vector

Wl̄,m̄ =
[
Wl̄,m̄[0],Wl̄,m̄[1], . . . ,Wl̄,m̄[2d − 1]

]
≜

[
W(L)

l̄,m̄
,W(C)

l̄,m̄
,W(U)

l̄,m̄

]
(62)

that represents a cyclically extended version of the amplitude
spectrum of the reference VA, since

W(L)
l̄,m̄

≜
[
Ul̄,m̄[d/2],Ul̄,m̄[d/2 + 1], . . . ,Ul̄,m̄[d − 1]

]
,

(63)

W(C)
l̄,m̄

≜
[
Ul̄,m̄[0],Ul̄,m̄[1], . . . ,Ul̄,m̄[d − 1]

]
(64)

and

W(U)
l̄,m̄

≜
[
Ul̄,m̄[0],Ul̄,m̄[1], . . . ,Ul̄,m̄[d/2 − 1]

]
. (65)

Once the estimate f̂ (I)l,m (60) has been computed for any
(l,m) ̸= (l̄, m̄), the spectrum of the VA (l,m) can be aligned
with that of the reference antenna by applying a frequency
shift to the elements of the time domain vector sl,m associated
with Sl,m, i.e. by computing [4]

s(FC)l,m [k] = sl,m[k] exp
(
−j2π f̂ (I)l,mkTs

)
(66)

for k = 0, 1, . . . ,N − 1. These samples are collected in the
vector

s(FC)l,m =

[
s(FC)l,m [0], s(FC)l,m [1], . . . , s(FC)l,m [N − 1]

]
, (67)

that feeds an order N FFT; this produces the N -dimensional
vector

S(FC)l,m ≜ FFTN
[
s(FC)l,m

]
=

[
S(FC)l,m [0], S(FC)l,m [1], . . . , S(FC)l,m [N − 1]

]
. (68)

Given this vector, the estimate12

φ̂
(I)
l,m ≜ ̸


N∑
k=k̂

S(FC)l,m [k]

S(FC)
l̄,m̄

[k]

∣∣∣S(FC)l̄,m̄
[k]

∣∣∣2
 (69)

of the instrumental phase φ
(I)
l,m is evaluated for any l

and m; here, k̂ is an integer parameter whose definition
is obtained from that of k̄ (59) by simply replacing N0
with N . Given the sets {f̂ (I)l,m} and {φ̂

(I)
l,m}, the estimates of

the phase shifts {φ̂
(TX)
l , φ̂

(RX)
m } and those of the frequency

shifts {f̂ (TX)l , f̂ (RX)m } characterizing all the elements of both
the TX and RX arrays are evaluated according to (44)-(47).
This concludes our description of the parameter estimation
procedure accomplished in FF-MBC; this procedure is
summarized in Algorithm 1.
Finally, it is worth pointing out that:

1) The squared term |S(FC)
l̄,m̄

[k]|2 appearing in the RHS of

(69) does not modify the phase of the ratio S(FC)l,m [k]/S(FC)
l̄,m̄

[k]

12From the following equation it is easily inferred that φ̂(I)
l̄,m̄

= 0.
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Algorithm 1 Far-field MBC
1: Place the radar to be calibrated in a static propagation

environment characterized by multiple (pointwise or
extended) targets in far-field. Select the reference VA
(corresponding to (l,m) = (l̄, m̄)).

2: for l = 1 to l = NT do
3: for m = 1 to m = NR do
4: Move the radar according to the translation vector

q′
l,m (see (52)).

5: Acquire the N -dimensional vector s(ADC)l,m from
the VA (l,m).

6: Compute the N0-dimensional vector Sl,m on the
basis of (36).

7: end for
8: end for
9: Extract the vector Ul,m from Sl,m (see (58) and (59)) for

any l and m.
10: Generate the cyclically extended version Wl̄,m̄ of Ul̄,m̄

according to (62).
11: Compute the correlation sequence {cl,m[n]} and the

frequency estimate f̂ (I)l,m on the basis of (61) and (60),
respectively, for any (l,m) ̸= (l̄, m̄).

12: Compute the vectors s(FC)l,m and SFCl,m, and the phase
estimate φ̂

(I)
l,m on the basis of (67), (68) and (69),

respectively, for any (l,m) ̸= (l̄, m̄).
13: Compute the phase estimates {φ̂

(TX)
l , φ̂

(RX)
m } and the

frequency estimates {f̂ (TX)l , f̂ (RX)m } according to (44)-(47)
for any l and m.

and aims at emphasizing the contribution of strongest
reflections (i.e., at increasing the SNR in phase estimation).

2) The estimate φ̂
(I)
l,m of the instrumental phase φ

(I)
l,m

evaluated on the basis of (69) does not require any knowledge
about the overall number of targets (i.e., Np) and their
positions.

3) The selection of the reference antenna VA(l̄, m̄) is
arbitrary; as already pointed out above, both the frequency

shift f̂ (I)
l̄,m̄

and the phase shift φ̂(I)
l̄,m̄

associated with it are equal
to zero.

B. NEAR-FIELD MOVEMENT-BASED CALIBRATION
The calibration procedure described in the previous
subsection cannot be applied to the near-field scenario as it
is since, in this case, the two way delay of each echo must be
evaluated separately for each couple of TX and RX antennas.
Moreover, in contrast to far-field scenario, where there is
no reference target, a pointwise reference target is needed.
This target is put in a point close to the radar and whose
coordinate vector (with respect to the global system O′) is
denoted o′

= (xo′ , yo′ , zo′ ). Its position is approximately
known;13 however, it is required that its range is not equal or

13It can be accurately estimated, as shown in the following.

similar to that of any other target detectable in the considered
propagation environment.

Given these assumptions, the derivation of the NF-MBC
procedure can be summarized as follows. The time intervals
the signal radiated by the the l th TX antenna takes to reach
the reference target and to travel from this to the mth RX
antenna can be expressed as (see (4) and (5), respectively)

τ
(F)
l,m(o

′) =
1
c

∥∥∥o′
− p′(TX)

l,m

∥∥∥
2

(70)

and

τ
(B)
l,m (o

′) =
1
c

∥∥∥o′
− p′(RX)

l,m

∥∥∥
2
, (71)

respectively, where

p′(RX)
l,m = p(RX)m − q′

l,m (72)

and

p′(TX)
l,m = p(TX)l − q′

l,m (73)

are the positions (with respect to the global system O′)
of the lth TX and mth RX antennas, respectively, q′

l,m is
the translation vector relating our two reference systems
(see (52)), v′ is the coordinate vector (evaluated with respect
toO′) of a fixed reference point and vl,m is expressed by (51)
(i.e., it identifies the position of the barycenter14 of the lth TX
and mth RX antennas). Therefore, the overall propagation
delay characterizing the lth TX and the mth RX antennas is
(see (8))

τ
(RT)
l,m (o′) = τ

(F)
l,m(o

′) + τ
(B)
l,m (o

′). (74)

Substituting the RHS of the last formula in (19) and (20) and,
then, the resulting formulas in (10) allows us to express the
couple of real input signals of the ADCs connected to the
mth RX antenna in complex form as

s(ADC)l,m (t; o′) = exp
(
j
(
2π f (RT)l,m (o′)t + φ

(RT)
l,m (o′)

))
× exp

(
j
(
2π f (I)l,mt + φ

(I)
l,m

))
(75)

for t ∈ [0,T ), and for any l and m. Sampling this signal at
the N instants {tk = kTs; k = 0, 1, . . . ,N −1)} generates the
elements of the N -dimensional vector15 sl,m (see 15), with
sl,m[k] ≜ s(ADC)l,m (tk ; o′) for k = 0, 1, . . . ,N − 1. Similarly
as FF-MBC, this vector feeds an order N0 FFT, producing
the N0-dimensional vector Sl,m (see (36); the parameter N0 is
still defined by (37)). Based on this vector, the estimates f̂ (B)l,m

and φ̂(B)l,m of f (B)l,m (11) and φ(B)l,m (12), respectively, are evaluated
according to16 (40) and (41), respectively, where k̂l,m is still

14As a matter of fact, the position of this barycenter coincides with that of
the VA (l,m); however, the VA concept is not mentioned in this subsection,
in order to avoid any confusion.

15In the following, the dependence of this and other vectors on o′ is
omitted to simplify the notation.

16Similarly as TC, more refined algorithms different from the peri-
odogram method can be used to to estimate f̂ (B)l,m and φ̂(B)l,m in this case.
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expressed by (38). Then, based on (17) and (18), we can state
that, if f (RT)l,m (o′) and φ(RT)l,m (o′) were known, the estimate

f̂ (I)l,m = f̂ (B)l,m − f (RT)l,m (o′) (76)

of the frequency f (I)l,m (21) and the estimate

φ̂
(I)
l,m = φ̂

(B)
l,m − φ

(RT)
l,m (o′) (77)

of the phase φ(I)l,m (22) could be easily evaluated. However,
since o′ is not perfectly known, the values of the frequency
f (RT)l,m (o′) and the phase φ

(RT)
l,m (o′) are unavailable and,

consequently, have to be estimated as well. A simple method
for estimating this couple of parameters can be devised as
follows. To begin, let us replace f (RT)l,m (o′) with f̃ (RT)l,m (õ′) in
(76) and, similarly, φ(RT)l,m (o′) with φ̃(RT)l,m (õ′) in (77); here,
õ′ represents a trial value of o′, and f̃ (RT)l,m (õ′) and φ̃(RT)l,m (õ′)
denote the trial values of f (RT)l,m and φ

(RT)
l,m , respectively,

associated with o′
= õ′. This yields

f̃ (I)l,m(õ
′) = f̂ (B)l,m − f̃ (RT)l,m (õ′) (78)

and

φ̃
(I)
l,m(õ

′) = φ̂
(B)
l,m − φ̃

(RT)
l,m (õ′). (79)

Then, we note that the phase φ̃(I)l,m(õ
′) can be represented as

the sum of two terms, namely the true value φ(I)l,m (22) and
an error term, denoted ε(8)l,m (õ

′) and depending on õ′ (this
error is expected to become smaller as õ′ approaches o′). This
consideration allows us to express the phase φ̃(I)l,m(õ

′) as

φ̃
(I)
l,m(õ

′) = 2π f0
(
τ
(TX)
l + τ (RX)m

)
+ ε

(8)
l,m (õ

′). (80)

Let us define now:
a) The NT × NR instrumental phase matrix 8̃(I)(õ′) =[
φ̃
(I)
l,m(õ

′)
]
and the (NT − 1)×NR differential phase matrix17

8̃(D)(õ′) =

[
φ̃
(D)
l,m(õ

′)
]

(81)

where

φ̃
(D)
l,m(õ

′) ≜ φ̃
(I)
l+1,m(õ

′) − φ̃
(I)
l,m(õ

′), (82)

for l = 1, 2, . . . ,NT − 1 and m = 1, 2, . . . ,NR.
b) The (NT − 1) × (NR − 1) error matrix18

8̃(E)(õ′) =

[
φ̃
(E)
l,m(õ

′)
]

(83)

where

φ̃
(E)
l,m(õ

′) ≜ φ̃
(D)
l,m+1(õ

′) − φ̃
(D)
l,m(õ

′) (84)

for l = 1, 2, . . . ,NT − 1 and m = 1, 2, . . . ,NR − 1.

17This matrix results from evaluating the element-by-element difference
of adjacent columns of 8̃(I)(õ′) (i.e., of columns referring to distinct RX
antennas).

18This matrix results from evaluating the element-by-element difference
of adjacent rows of 8̃(D)(õ′) (i.e., of rows referring to distinct TX antennas).

The elements of the matrices 8̃(D)(õ′) (81) and
8̃(E)(õ′) (83) have some relevant properties. In fact,
substituting the RHS of (80) in that of (82) yields

φ̃
(D)
l,m(õ

′) = 2π f0
(
τ
(TX)
l+1 − τ

(TX)
l

)
+ ε

(8)
l+1,m(õ

′) − ε
(8)
l,m (õ

′).

(85)

The last results entails that φ̃(D)l,m(õ
′) does not depend on the

delay τ (RX)m for any l and m; this is due to the fact that
the dependence on that delay is cancelled by the subtraction
appearing in the RHS of (82). Similary, substituting the RHS
of (85) in that of (84) yields

φ̃
(E)
l,m(õ

′) = ε
(8)
l+1,m+1(õ

′) − ε
(8)
l,m+1(õ

′) − ε
(8)
l+1,m(õ

′) + ε
(8)
l,m (õ

′).

(86)

From the last result it is easily inferred that:
a) The matrix 8̃(E)(õ′) (83) is independent not only of the

delays {τ
(RX)
m }, but also of the delays {τ

(TX)
l }; this property

originates from the one illustrated above for the elements of
the matrix 8̃(D)(õ′) (81) and from the subtraction appearing
in the RHS of (84).
b) An estimate of o′ can be evaluated by minimizing the

absolute value of the elements of the matrix 8̃(E)(õ′), since
they can be expressed as a superposition of the error terms

{ε
(8)
l,m (õ

′)}.
In our work, based on the last consideration, the estimate

ô′ of o′ is evaluated as

ô′
= argmin

õ′

NT−1∑
l=1

NR−1∑
m=1

∣∣∣φ̃(E)l,m(õ
′)
∣∣∣ . (87)

Note that the computation of φ̃(E)l,m(õ
′) for a given value of õ′

is based on (20), (70),(71), (74), (77), (82) and (84).
Unluckily, the optimization problem (87) may not admit

a unique solution and need to be solved numerically. The
method we have adopted to solve it in an approximate fashion
can be summarized as follows. First of all, the trial position
of the target is expressed in spherical coordinates, i.e. as

õ′
= (R̃o′ , θ̃o′ , ψ̃o′ ), (88)

where R̃o′ , θ̃o′ and ψ̃o′ denote the trial values of target range,
azimuth and elevation, respectively. Then, it is assumed
that accurate estimates θ̂o′ and ψ̂o′ of the target azimuth
θo′ and elevation ψo′ , respectively, are available. Under
this assumption, the optimization problem (87) can be
easily reformulated as a one-dimensional (1D) optimization
problem involving the variable R̃o′ , i.e. as

R̂o′ = argmin
R̃o′

NT−1∑
l=1

NR−1∑
m=1

∣∣∣φ̃(E)l,m(R̃o′ , θ̂o′ , ψ̂o′ )
∣∣∣ , (89)

since ô′
= (R̂o′ , θ̂o′ , ψ̂o′ ). Therefore, if an approximate

knowledge of the target range is available, the last problem
can be easily solved by performing an exhaustive search over
a relatively small grid of trial values for Ro′ .
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As far as the evaluation of θ̂o′ and ψ̂o′ is concerned, the
following procedure is employed. A single couple of TX
and RX antennas is selected to acquire Nm measurements
at Nm different positions; this is tantamount to: a) using
the MIMO radar as if it was a SISO device; b) exploiting
the synthetic aperture built up through its movement.
Then, the availablemeasurements undergo three-dimensional
(3D) FFT processing; finally, θ̂o′ and ψ̂o′ are evaluated
through a peak search in the resulting amplitude spectrum. In
doing so, it should be kept inmind that, in 3D FFT processing,

the range, azimuth and elevation orders, denoted N (R)
0 , N (θ )

0
and N (ψ)

0 , respectively, should be large enough to ensure an
accurate estimation of the spatial coordinates of the reference
target; further details about this are provided in Section V.

Once ô′ is available, the estimates f̂ (I)l,m and φ̂(I)l,m of f (I)l,m (21)
and φ(I)l,m (22) are evaluated through the following three steps:
a) setting o′

= ô′ in (70) and (71); b) substituting the resulting
value of τ (RT)l,m in (19) and (20); c) computing (76) and (77).
Then, the estimates {φ̂

(TX)
l , φ̂

(RX)
m } and {f̂ (TX)l , f̂ (RX)m } of the

TX & RX phase shifts and frequency shifts, respectively, are
computed according to (44)-(47).

To conclude, it is worth stress that, unlike FF-MBC andTC,
NF-MBC is able of estimate the absolute range bias for each
couple of TX and RX antennas without the need of selecting a
reference couple (i.e. without the need to rely on assumptions
like those expressed by (48) or (57)), provided that a reliable
estimate of the angular coordinates of the reference target can
be obtained.

C. IMPLEMENTATION OF MOVEMENT-BASED
CALIBRATION
Let us assume, for simplicity, that the consideredMIMO radar
device is equipped with a 1D array and, in particular, with a
virtual uniform linear array (VULA) consisting of NVA VAs
(see Fig. 2-a). In this case, we have that:

1) The FF-MBC method can be implemented by moving
the considered device along an horizontal rail, as exemplified
by Fig. 2-a), that refers to the case in which the overall
length of the array is equal to LVA. The objective of the radar
movement is to sequentially put each VA of the array in the
same specific point, namely in the reference point, that has a
fixed position with respect to the reference systemO′ (such a
position is identified by the vector v′). Therefore, the radar on
the rail always observes any target from a single fixed point,
even if through different antennas.

2) At the end of the acquisition procedure, NVA distinct
measurements become available, one for each of the NVA
positions of the radar device. In fact, the VA providing a given
measurement is the one positioned at the reference point.
In practice, in the considered case, the first measurement
originates from the rightmost VA of the array (see Fig. 2-b)
and the last one from the leftmost VA (see Fig. 2-c).

3) After acquiring a newmeasurement, the device is moved
from left to right by the interantenna spacing da, which is
usually equal to λ/4.

Algorithm 2 Near-field MBC
1: Place a reference target in front of the radar to be

calibrated (a precise alignment is not required) and
estimate its range in an approximate fashion.

2: for l = 1 to l = NT do
3: for m = 1 to m = NR do
4: Move the radar according to the translation vector

q′
l,m (see (52)).

5: Acquire the N -dimensional vector s(ADC)l,m from
the mth RX antenna when the lth TX antenna is
active.

6: Compute the estimates f̂ (B)l,m and φ̂(B)l,m on the basis
of (40) and (41), respectively.

7: end for
8: end for
9: Compute the estimates θ̂o′ and ψ̂o′ of the target azimuth
θo′ and elevationψo′ , respectively, of the reference target;
this requires: a) exploiting the synthetic aperture built
up through the movement of a single couple of TX and
RX antennas; b) applying the periodogram method to the
acquired measurements.

10: for multiple values of the trial target range R̃o′ do
11: Compute the corresponding trial values f̃ (RT)l,m , φ̃(RT)l,m ,

f̃ (I)l,m and φ̃(I)l,m of f (RT)l,m , φ(RT)l,m , f (I)l,m and φ(I)l,m, respec-
tively, on the basis of (17)-(20) for any l and m.

12: Compute the error matrix 8̃(E)(õ′) (83) and store it.
13: end for
14: Evaluate the estimate R̂o′ of the target range Ro′ by

solving the optimization problem (89).
15: Compute the phase estimates (φ̂(TX)l , φ̂

(RX)
m ) and the

frequency estimates (f̂ (TX)l , f̂ (RX)m ) on the basis of
(44)-(47) for any l and m.

Note also that, since λ/4 is usually small (0.975 mm in the
radar system described in Section V), the position of the radar
has to be precisely controlled; in practice, this result can be
achieved by changing its position through a stepper motor,
electronically controlled by a computer. Finally, it is worth
pointing out that:

a) If a 2D virtual array is employed, a similar approach
can be followed. However, the MIMO radar needs to
be mechanically moved across a plane, like in the SAR
system implemented in [4]. Therefore, in that case, the
implementation of MBC becomes more complicated.

b) The procedure described above for FF-MBC is also
exploited as it is in NF-MBC for setting up a synthetic
aperture.

V. EXPERIMENTAL SETUP AND NUMERICAL RESULTS
In this section, we first illustrate themain technical features of
the radar device employed in our experimental activities and
describe the experimental setup developed for its calibration
in far-field and near-field conditions. Then, we analyse some
numerical results obtained through the FF-MBC, NF-MBC
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FIGURE 2. Representation of the procedure accomplished in FF-MBC for
measurement acquisition: a) a reference point, identified by the vector v′

with respect to the reference system O′ , is fixed before starting the
acquisition procedure and the radar is moved from left to right in order to
position its rightmost VA at the reference point itself; b) the first
measurement is acquired through the rightmost VA (whose position is
identified by the vector v1,1 with respect to the reference system O);
c) the last measurement is acquired through the leftmost VA of the array
(the position of this VA is identified by the vector vNT ,NR

with respect to
the reference system O).

and TC methods. Finally, we show the impact of calibration
on SAR imaging.

A. EMPLOYED RADAR DEVICE
Our experimental work has aimed at calibrating the FMCW
TIDEP-01012 Cascade mmWave radar (see Fig. 3-a), which
is designed and manufactured by Texas Instruments Inc [28].
Its main parameters are: a) chirp slope µ = 87 MHz/µs;
b) central frequency fc = 77 GHz (wavelength λ =

3.89 mm); c) sampling frequency fs = 10 MHz; d) number
of samples per chirp N = 512; e) chirp duration T = 51 µs.
Moreover, this device is endowed with a planar array made
of NT = 12 TX and NR = 16 RX antennas, so that
the total number of available VAs is 12 × 16 = 192;
however, only 9 TX antennas are used in our work, since a
uniform linear portion of the whole virtual array is exploited.
A representation of the physical TX and RX arrays, together

with the employed VULA, is provided in Fig. 3b. The
considered VULA has the following features:

1) It consists of 9×16 = 144 elements, but some of them
are overlapped (see Fig. 3b). In practice, the overall
number of distinct virtual elements is equal to 86.

2) The spacing of its adjacent virtual elements is
da = λ/4.

FIGURE 3. Representation of: a) the TI FMCW radar employed in our
experiments (the physical TX and RX arrays are delimited by the green
and blue rectangles, respectively); b) the configuration of the VULA
considered in our work.

B. EXPERIMENTAL SETUP FOR TRADITIONAL AND
MOVEMENT-BASED CALIBRATION METHODS
In our work, all the measurements required for TC have been
acquired in a static outdoor environment and, in particular,
in the garden of the Department of Engineering ‘‘Enzo
Ferrari’’ (University of Modena and Reggio Emilia, Italy).
The radar has been positioned on a table and a corner cube,
having all its sides equal to 16 cm, has been put in front
of it on a tripod, at a distance equal to 6.8 m (see Fig. 4),
so that the far-field condition (31) is satisfied; moreover,
electromagnetic absorbers have been placed on the tripod in
order to mitigate its impact on calibration. Our measurements
have been acquired through the 144 VAs contributing to the
VULA.

On the other hand, all the measurements required for MBC
have been acquired according to the procedure illustrated in
Subsection IV-C for a VULA. For this reason, the radar has
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FIGURE 4. Experimental setup developed for the TC of a TIDEP-01012
Cascade mmWave radar. The rail on which the radar is mounted is not
used in this scenario, i.e. the radar is kept in a fixed position. A corner
cube, located in front of it, is installed on a tripod, whose legs are covered
by electromagnetic absorbers in order to prevent stray reflections.

been installed on the mechanical horizontal rail19 shown in
Fig. 5. In both NF- and FF-MBC, 144 distinct measurements
have been acquired; however, because of the presence of
overlapped elements in the considered VULA, 86 different
steps were needed to cover the whole virtual array itself20

(see Fig. 2). As far as the targets are concerned, no explicit
reference target is actually needed for FF-MBC; in fact, any
target detectable in the surrounding propagation environment
is useful for calibration purposes. For this reason, our radar
device has been installed on a support and the required
measurements have been acquired in the garden surrounding
the Department of Engineering ‘‘Enzo Ferrari’’. In this case,
all the electromagnetic echoes originate frommultiple targets
(all in far-field); in particular, in our experiments, the main
echoes are generated by a near building and a fence at
about 8 m from the radar, as shown in Fig. 5a. Near-field
MBC, instead, has required the use of a reference target
and, in particular, of a metal cylinder,21 whose radius and
height are equal to 5 and 15 cm, respectively; the overall
experimental setup is shown in Fig. 5b. Note that:
a) The reference target is not required to be positioned

exactly in front of the radar and that, in principle, prior
knowledge of its position is not required. In practice, in our
experiments, an approximate knowledge of its 2D position

19The maximum displacement allowed by this rail is equal to 30 cm;
however, it has not been fully exploited since the total span required is given
by the distance of the two farthest virtual elements (such a distance is denoted
LVA in Fig. 2), which is equal to 83,85 mm.

20In this case, the step size characterizing radar movements is equal to
λ/4 ≃ 0.975 mm.

21Note that a cylinder represents a better approximation of a pointwise
target than a corner cube; however, it can be used in near-field conditions
only, since, having a small radar cross section, it may not be easily detectable
in far-field conditions.

FIGURE 5. Experimental setup developed for the NF- and FF-MBC of a
TIDEP-01012 Cascade mmWave radar. In both cases, the radar device is
moved along an horizontal rail by a stepper motor controlled through a
portable computer. Note that, in far-field conditions, the main targets are
a fence and the wall of a building. In near-field conditions, instead,
a cylinder positioned on the top of a support (covered by electromagnetic
absorbers) is used as pointwise target.

was available;22 this simplifies solving the optimization
problem (89) by narrowing the search space.

b) All the measurements have been acquired in a large
(and almost empty) room, namely in the attic of one of the
buildings of the Department of Engineering ‘‘Enzo Ferrari’’;
no anechoic chamber has been employed.

C. EXPERIMENTAL RESULTS FOR THE NEAR-FIELD AND
FAR-FIELD SCENARIO
In this section, various numerical results, obtained for the
TC, FF-MBC and NF-MBC of the radar device described
in Subsection V-A, are analysed. In generating these results,
the following choices have been made for the considered
calibration methods:

22The actual position of this target with respect toO′ is o′
= (−0.15, 0, 1)

m, whereas the one provided by the estimation strategy described at the end
of Subsection IV-B is ô′

= (−0.15, 0, 0.99) m.
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FIGURE 6. Representation of the phase biases ((a), (b)) and range biases ((c), (d)) evaluated for the TX and RX arrays associated with the selected
VULA. Three different calibration methods are considered.

TC - The complex single frequency estimation and
cancellation (CSFEC) algorithm developed in [29] has
been used for estimating the frequency and the complex
amplitude (and, consequently, the phase) of the complex tone
associated with the employed reference target in place of the
periodogram method; this choice has allowed us to achieve
a better accuracy. Moreover, the following parameters have
been selected for the CSFEC: 1) FFT order N0 = 8192
(corresponding to an oversampling factor L equal to 16, since
N = 512); 2) number of iterations Nit = 8.

FF-MBC - The order N0 = 6144 has been selected in the
evaluation of the FFT (68) (corresponding to an oversampling
factor L equal to 12).
NF-MBC - Due to the lack of vertical movement in the

employed rail, the elevation ψo′ of the reference target has
not been estimated and has been assumed to be equal to
zero. Accurate estimation of the target azimuth θo′ , instead,
has been made possible by the synthetic aperture generated
through the horizontal movement of the couple of TX and
RX antennas associated with the VA (8, 8) (i.e., with the
central virtual element shown in Fig. 3b); in fact, this
has made available Nm = 86 equally spaced channels,

characterized by an inter-channel distance equal to λ/4 =

0.975 mm. The order N (R)
0 = 1024 (N (θ )

0 = 256) has been
adopted in the FFT processing applied to the measurements
provided by the synthetic aperture in order to achieve
range (azimuth) estimation. Moreover, similarly as TC, the
CSFEC algorithm has been used, in place of the method
described by (38), (40) and (41), to estimate the frequency and
the complex amplitude (and, consequently, the phase) of the
complex tone associated with the employed reference target;
the values of the parameters selected for this algorithm are
the same as those adopted in case of TC. The measurements
acquired through the experimental setups illustrated in Figs. 4
and 5 have been processed to generate, for the set of TX
and RX antennas associated with the considered VULA and
for each of the calibration methods, the following quantities:

a) the sets of frequency estimates {f̂ (TX)l } and {f̂ (RX)m } (see (44)
and (46), respectively); the sets of phase estimates23 {φ̂

(TX)
l }

23To ease the interpretation of our results, the mean value has been
computed for each set and been subtracted from its elements, before
representing them. Do not forget that, as already explianed in Section II,
introducing the same phase shift on all the antennas does not have any effect
on radar imaging algorithms.
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FIGURE 7. Reconstruction of a specific image (a) through the BPA. Three different methods
are used for the computation of the calibration matrices: (b) TC; (c) NF-MBC; d) FF-MBC.

and {φ̂
(RX)
l } (see (45) and (47), respectively). Then, these sets

have been exploited to evaluate: a) the phase biases {φ
(TX)
l }

and {φ
(RX)
m } shown in Figs. 6a and 6b, respectively; b) the

range biases {r (TX)l } and {r (RX)m }, shown in Figs. 6c and 6d.
These results show that the phase and range biases evaluated
through the three different calibration methods are similar.
However, as it can be easily inferred from Fig. 6d, such
methods behave differently with respect to the absolute phase
bias. In fact, we have that:

a) The FF-MBCmethod, because of its nature, is unable to
estimate the absolute range bias. Note that, if all the VAs were
affected by same range bias, the estimates of the quantities
r (TX)l and r (RX)m (28) would be equal to 0 for any l and m.
This is due to the fact the FF-MBC method is only capable
of detecting the differences among the range biases affecting
distinct virtual elements.

b) In principle, the TC method would be able to estimate
the absolute range bias if the reference target range R (30)
was known with high accuracy. For instance, in our case,
acquiring an accurate knowledge of R would require to
estimate a distance of approximately 7 m with an accuracy
in the order of a few centimeters;24 this is not easy to do
in practice. For this reason, in practice, a null range bias is

24The exact distance between the radar and the reference target (i.e., the
employed corner cube) was equal to 6.8 meters.

assigned to a given reference antenna and all the other range
biases are evaluated with respect to that antenna.

c) The NF-MBC method allows to estimate the absolute
range bias. In fact, solving the optimization problem in (89)
produces an accurate estimate of the actual position of the
reference target (including its range) with respect to the
reference system O without the need of evaluating f (B)l,m (17).
Moreover, in our experiments, since the reference target
adopted for NF-MBC was close to the radar, it was easy to
measure its distance with sufficient accuracy and validate
the effectiveness of target range estimation through (89).
In this case, since we were able to reliably estimate the
reference target position, the absolute range bias can be
trivially assessed by evaluating (78) and (29).

The considerations illustrated above explain why, in our
numerical results, the range biases provided by NF-MBC are
substantially different from the ones obtained through TC
and FF-MBC (see Fig. 6d). However, apart from a constant
offset, the range bias estimates {r̂ (TX)l } evaluated through TC,
FF-MBC and NF-MBC methods are similar.

Then, in order to assess the effectiveness of MBC,
we exploited the obtained calibration matrices in the
generation of a specific radar image through a well
known MIMO-SAR algorithm, namely the back projection
algorithm (BPA) [4]. This choice is motivated by the fact
that BPA is very sensitive to phase mismatches, since these
may appreciably affect the quality of the radar images it
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generates [31], [32], [33]. In our experimental set-up, the
radar device has been rotated by 90 degrees with respect
to our previous set-ups in order to generate, through its
movement along the rail, a uniform rectangular array of size
86 × 300. The results we obtained in this case are shown
in Fig. 7. More specifically, the reference image and the
radar images generated by means of the BPA on the basis of
our three different calibration matrices are shown in Fig. 7a,
and in Figs. 7b, 7c and 7d,, respectively. The two objects
appearing in the reference image are perfectly visible in all
the radar images, which have similar quality. This result was
expected, because the phases {φ̂

(TX)
l } and {φ̂

(RX)
m } (and, to a

lesser extent, the frequencies {f̂ (TX)l } and {f̂ (RX)m } are similar,
as shown in Fig. 6. The aim of this comparison is to show
that three completely different approaches to calibration lead
to the same result in terms of image quality, eve if they require
different efforts to perform the calibration itself. It is also
worth stressing that, while TC requires a pointwise target and
a wide multipath-free area, NF-MBC only need a pointwise
target and a small area (in this experiment, a free surface of
about 1 m2 in front of the radar was sufficient to obtain a good
calibration) and FF-MBC does not pose any constraint on the
surrounding propagation environment.

Our final results, shown in Fig. 8, concern the beam-
patterns observed for one and two corner cubes placed in
front of the radar at a distance equal to 6.8 m (Fig. 8a) and
9.7 m (Fig. 8b), respectively. The interest in these results
is motivated by the fact that they allow to quantify the
impact of calibration accuracy on radar imaging. In fact,
if a good calibration matrix is employed to compensate for
frequency and complex amplitude mismatches in the TX and
RX arrays, the angular profile observed in the presence of
a pointwise target should exhibit a narrow main lobe and
a low side-lobe level (SLL). In this case, a Kaiser-Bessel
windowing function with α = 9 [34] has been applied to
the measurements, acquired through the considered VULA.
Then, the resulting data have undergone 2D FFT processing
for range and azimuth estimation (the ordersN (R)

0 = 2048 and
N (θ )
0 = 512 have been selected for range and azimuth,

respectively). Our results evidence that:
a) The FF-MBC method and, especially, the NF-MBC

method offer the best results in terms of SLL in different
scenarios.

b) In the considered case, despite all the efforts we made in
the implementation of the TC approach (that should represent
the golden standard in radar calibration), that method failed
achieving the same performance as MBC in terms of SLL.
This is due to the fact that, in practice, the implementation of
TC is not easy.

Based on these results, we can conclude that the MBC
methods perform better, thanks to their implementation
simplicity (a low cost mechanical device for moving the
radar horizontally has been employed in our laboratory). The
FF-MBC method, in particular, does not even require any
specific reference target to be placed in the field of view of

the radar; this feature contributes to substantially reduce the
effort required to perform phase and frequency calibration.
The NF-MBC method, instead, requires a single pointwise
target, but it can be placed anywhere in the proximity of
the radar, with little or no control of its position (which can
be accurately estimated through the procedure described in
Section IV-B ); once again, this substantially simplifies the
calibration procedure.

FIGURE 8. Beampattern powers obtained for a) one corner cube anf
b) two corner cubes placed in front of the considered radar device.
Distinct curves refer to different choices for the calibration matrices.

VI. CONCLUSION
In this manuscript, two novel methods for the calibration
of colocated MIMO radars have been proposed. They lend
themselves to a simple implementation, since they do not
require a controlled environment for the acquisition of
the required measurements. Our numerical results have
evidenced that, when applied to a commercial radar device,
they are able to accurately estimate the phase and frequency
mismatches in its TX and RX arrays; moreover, they
outperform a calibration method commonly adopted in the
technical literature. In this work we have only focused on
phase and frequency mismatches across antennas. Our future
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work aims at investigating other nonidealities of MIMO
radars (with a particular interest in radar systems employing
cascaded-chip devices), and at developing novel techniques
to estimate and compensate for them.
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