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ABSTRACT

Inspired by an automated teller machine (ATM) cash replenishment problem involving popu-
lation coverage requirements (PCRs) in the Netherlands, we propose the vehicle tour prob-
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lem with minimum coverage requirements. In this problem, a set of minimum-cost routes is

constructed subject to constraints on the duration of each route and the population cover-
age of the replenished ATMs. A compact formulation incorporating a family of valid inequal-
ities and an efficient tour-splitting metaheuristic are proposed and tested on 77 instances
derived from real-life data involving up to 98 ATMs and 237,604 citizens and on 144 newly
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generated synthetic instances. Our results for the real-life instances indicate significant cost
differences in replenishing ATMs for seven major Dutch cities when the PCRs vary.
Additionally, we illustrate the impact of different PCRs on the ATM replenishment costs for
seven major cities in the Netherlands by presenting an aggregated cost evaluation of 11
PCRs involving 1,003,519 citizens, 338 ATMs, and 19 cash distribution vehicles.

1. Introduction

Service level requirements (SLRs) are widely used in
supply chain logistics but have received little atten-
tion in the academic literature on optimising distri-
bution problems. For example, Lin and Yang (2011)
address the design of public bicycle systems both
from a user’s and an investor’s viewpoint. The ser-
vice level provided to users is measured by the
demand coverage level and travel costs, while the
setup costs for bike stations and bike lanes are con-
sidered in the case of the investor. Escalona et al.
(2015) develop an inventory location model for the
design of a distribution network for fast-moving
items able to provide differentiated service levels in
terms of product availability for two demand classes
(high and low priority) using a critical level policy.
Hensher and Houghton (2004) use SLRs to ensure
that bus operators deliver service levels consistent
with stakeholder needs, especially with the objectives
of the Australian government. Recently, Ibarra-Rojas
et al. (2014) studied the trade-off between the level
of service in the bus network and operating costs
incurred (related to fleet size) in Monterrey, while
Sawik (2015) deals with a supplier selection and
scheduling problem to optimise the expected costs
and customer service levels under disruption risks.
Zhang et al. (2018) define a service level as the

probability of satisfying uncertain demand in buil-
d-operate-transfer projects. This service level is
imposed by the government on the private firm so
that capacity and stochastic demand can be better
matched in public transport projects. Moons et al.
(2019) provide a recent review measuring, among
others, the logistics performance in distributing
internal hospital supplies while determining the
desired SLRs. The literature on service level consid-
erations in vehicle routing is scarce with the notable
exception of Bulhoes et al. (2018) who investigate a
capacitated routing problem minimising the sum of
transportation costs and lost profits subject to
strictly non-violated SLRs for groups of customers.
Lai (2004) empirically studies different types of ser-
vice providers and their performance under different
SLRs. For an extended and more general overview
of the several key performance indicators for logis-
tics service providers, see Krauth et al. (2005).

Our research is motivated by a real-life auto-
mated teller machine (ATM) cash replenishment
problem involving an SLR imposed by the Dutch
Central Bank (DNB) through the National Forum
on the Payment System to Geldmaat.' Cash pay-
ments represent the most dominant payment instru-
ment in a large majority of sectors throughout
Europe. In recent vyears, however, digital or
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Figure 1. ATM population coverage map in the Netherlands
for 2017. Black areas represent postal codes with residents
not having access to an ATM within five kilometres.

contactless payments have become widely available
(2017). This trend has caused the gradual removal
of ATMs in many European countries (2018). The
accessibility of the public to ATMs and to cash in
general has recently received public and political
attention in the Netherlands. The high operational
and maintenance costs of ATMs combined with the
reduced used of cash led the banks to remove 6.4%
of the ATMs in the country between 2014 and 2017.
Despite the increasing use of digital currencies
(2018), cash payments still enjoy a high acceptance
rate, and their use is unlikely to significantly decline
in the next few years (2018). Accessibility also remains
an issue, especially for those groups of the population
that are less mobile and that often live in rural com-
munities where ATM coverage is low (2017).
According to DNB guidelines, Geldmaat has to ensure
that 99.73% of the Dutch population has access to a
replenished ATM within five kilometres. Figure 1
maps the ATM population coverage in the
Netherlands for 2017 when all ATMs are replenished.
The problem of operating an ATM network subject
to population coverage requirements (PCRs) is closely
related to the multi-vehicle covering tour problem (m-
CTP) first introduced by Hachicha et al. (2000). The
m-CTP is a well-known decision-making problem
with must-visit and may-visit locations and a set of
demand points that must be covered by the visited
locations. The m-CTP seeks a set of minimum-cost
routes passing through a subset of the locations sub-
ject to (i) visiting all must-visit locations, (ii) con-
straints on the length of each route, (iii) constraints
on the number of visited locations on each route, and

W Depot

A Replenished ATM

A Non-replenished ATM
® Covered citizen

# Uncovered citizen

coverage
area

Figure 2. Example of a feasible solution of the VTPMCR
involving uncovered citizen demand and coverage strictly
lower than 100%; such a solution is infeasible for the m-CTP.

(iv) covering all demand points by visiting locations
within a specific distance. The m-CTP (and its var-
iants) has numerous applications, including the con-
struction of routes for mobile healthcare teams such
that all population centres are within a short traveling
distance (Hodgson et al., 1998) and in the design of
postal box installations maximising an appropriate lin-
ear combination of user convenience and postal ser-
vice efficiency (Labbé & Laporte, 1986). Nevertheless,
the m-CTP requires that all demand points are cov-
ered, thus implying mandatory 100% coverage.

In this article, we introduce the vehicle tour prob-
lem with minimum  coverage requirements
(VIPMCR) capable of handling coverage require-
ments lower than or equal to 100%. To the best of
our knowledge, this is the first study to examine the
impact of such coverage requirements on network
operating costs. Figure 2 provides an example illustrat-
ing a feasible solution of the VIPMCR with coverage
strictly lower than 100%, showing that the presence of
uncovered citizens makes such a solution infeasible to
the m-CTP. The VIPMCR generalises the m-CTP
when it comes to the coverage constraints by allowing
partial demand point coverage and therefore belongs
to the class of NP-hard problems. As a solution to the
VTPMCR satisfies coverage requirements and oper-
ational constraints, it indicates which ATMs to replen-
ish and provides insights on how to redesign the
network, i.e. which ATMs to keep or close.

The main contributions of this study are various.
First, we introduce the VIPMCR, a new decision-
making problem with applications to various distri-
bution settings. Second, we propose a compact for-
mulation and incorporate a family of wvalid
inequalities that allows us to solve real-life instances
with up to 50 ATMs and 163,029 citizens to opti-
mality. Third, we propose a tour-splitting metaheur-
istic for the VIPMCR that can find high-quality
solutions for real-life instances with up to 98 ATMs
and 237,604 citizens within short computation
times. Additionally, we illustrate the cost impact of
different PCRs on the ATM replenishment costs for
seven major cities in the Netherlands and present



an aggregated cost evaluation of 11 PCRs involving
1,003,519 citizens from seven cities, 338 ATMs, and
19 cash distribution vehicles. Finally, we introduce
144 new synthetic problem instances, and we report
a computational study indicating how the problem’s
main parameters affect the computational behaviour
of the proposed solution approaches.

The rest of the article is organised as follows.
Section 2 reviews the state-of-the-art on exact and
heuristic algorithms for the m-CTP and its main
variants. The VIPMCR is formally introduced in
Section 3, along with a flow-based formulation for
the problem. Section 4 describes the tour-splitting
metaheuristic along with nine local search operators
incorporated into our solution framework. Section 5
elaborates on the synthetic and the real-life bank-
note distribution instances and discusses the compu-
tational results obtained. Finally, conclusions and
future research directions are outlined in Section 6.

2. Literature review

Based on the objective function and constraints,
vehicle routing problems (VRPs) can be categorised
into classes of problems with special characteristics.
m-CTP extend the traditional VRP literature by con-
sidering must-visit and may-visit locations and a set of
demand points that can be assumed to be covered if a
visited location is within a specific distance.
Additionally, covering tour problems incorporate con-
straints on the length of each route and on the num-
ber of visited locations per route. When all these
modeling aspects are present, the problem under con-
sideration is the m-CTP introduced in Section 1.

2.1. Literature on the m-CTP

Many researchers have studied the m-CTP since its
first appearance in the seminal work of Hachicha
et al. (2000), who propose three heuristic solution
approaches. The first two, namely modified savings
and modified sweep algorithms, are based on success-
ful solution approaches for the VRP and vehicle dis-
patch problem (see Clarke & Wright, 1964 and Gillett
& Miller, 1974). The third one follows a route-first
cluster-second approach creating a possibly infeasible
giant tour that is then split into multiple feasible
routes. All three heuristics are tested on two sets of
synthetic and real-life instances with up to 200 must-
visit/may-visit locations.

Lopes et al. (2013) propose the first exact solution
approach for the m-CTP. In particular, the authors
propose a Branch-and-Price (BP) algorithm and a col-
umn generation heuristic incorporating specific dom-
inance and extension pruning rules to accelerate the
resolution of the related pricing problems. Following
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the guidelines in (2000) for creating 15 instances, the
authors solve five instances with up to 50 must-visit/
may-visit locations to optimality.

Jozefowiez (2014) proposes a path-based model
and a BP algorithm to select routes such that all
demand points are covered and all must-visit loca-
tions are visited. The constraints associated with the
number of visited locations, the number of routes,
and their duration are considered in the subproblem
based on the integer programming formulation of
Labbé et al. (2004). The algorithm can solve 47 out of
80 synthetic instances with up to 60 must-visit/may-
visit locations and 150 demand points to optimality.

Finally, a capacitated version of the m-CTP (m-
CTP-c) is introduced by Murakami (2018). The cap-
acity constraints for each vehicle reduce to the con-
straints on the number of visited locations per route
when each must-visit/may-visit location is assigned a
demand level of one. The authors present a heuristic
solution framework which is based on a column gen-
eration algorithm, where the route generation prob-
lems (subproblems) are solved by applying a heuristic
for the CTP. Computational results on a newly gener-
ated set of synthetic instances with up to 500 must-
visit/may-visit locations and 2500 demand points
show the competitiveness of the heuristic by outper-
forming the three heuristics of Hachicha et al. (2000).

2.2. Literature on variants of the m-CTP

Several studies have explored variants of the m-CTP.
Tricoire et al. (2012) consider a Bi-objective Stochastic
CTP (bi-SCTP) that aims to minimise the opening cost
of distribution centres and incurred transportation
costs. The authors develop a Branch-and-Cut (BC)
algorithm for a two-stage stochastic optimisation in
which the demand of a set of population nodes is sto-
chastic and can be partially covered based on their dis-
tance from the visiting distribution centres and present
computational results on a set of real-life instances.

A CTP for the location of satellite distribution
centres to supply humanitarian aid to affected people
throughout a disaster area (CTLSDC) is proposed by
Naji-Azimi et al. (2012). In this problem, a heteroge-
neous and capacitated fleet serves individual demand
points with different types of required aid by visiting
(possibly multiple times) a set of satellite distribution
centres. Neither must-visit locations nor route dur-
ation constraints for the vehicles are taken into
account in this study. A multi-start heuristic is pro-
posed to produce high-quality solutions for realistic-
ally sized instances in reasonable computation times.

Ha et al. (2013) consider a special case of the m-
CTP without any restriction on the duration of the
routes (m-CTP-p). A new formulation extending that
found in Baldacci et al. (2005) for the single-vehicle
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Table 1. A summary of the features of the m-CTP and its main variants: superscripts indicate whether an exact (E) or a
metaheuristic (H) solution approach was used; superscripts indicate mandatory full coverage (F) or partial coverage (P).

Constraints

Must-visit Demand point Homogeneous
Acronym Reference(s) Locations Coverage Capacity Cardinality Max duration Fleet Objective function
m-CTP (11", 241, [16]° v/ s x v v v Min cost
m-CTP-c [26]" v /s v v/ v/ v Min cost
m-CTP-p  [101°", (17" v /r x v x 4 Min cost
m-CCTP 8" v /F x x v v Min sum of arrival times
mm-CTP [291F1 v /r v v x v Min cost
m-PCTP 18t x /F X x 4 v Max expected demand covered
bi-SCTP 331 x x v v X X Min (cost + exp. uncovered demand)
CTLSDC 7" x /r v v/ x x Min distance
VTPMCR This paper be e X X v v Min cost

version of the m-CTP is proposed along with a BC
and a metaheuristic solution framework. Competitive
computational results on a set of instances with up to
100 must-visit/may-visit and 100 demand points indi-
cate the efficiency of their methods.

Inspired by humanitarian logistics scenarios, Flores-
Garza et al. (2017) consider a variant of the m-CTP
with the objective of minimising the sum of arrival
times (latency) at each visited location (m-CCTP). A
mixed integer linear programming formulation and a
greedy randomised adaptive search procedure are
developed and tested on an adaptation of the 96
instances proposed by Ha et al. (2013).

Kammoun et al. (2017) study the m-CTP-p of Ha
et al. (2013). A variable neighbourhood search heuris-
tic based on variable neighbourhood descent is pro-
posed and tested on a set of synthetic instances
generated according to the guidelines in (2013).

Pham et al. (2017) develop a BC algorithm and a
genetic algorithm adapted from Vidal et al. (2014) for
the Multi-vehicle Multi-CTP (mm-CTP) in which the
number of vehicles is represented as a variable, the
demand points may need to be covered multiple times,
and must-visit/may-visit locations may allow for mul-
tiple visits. The genetic algorithm outperforms the
results of Ha et al. (2013), especially on large instances.

Finally, Karaoglan et al. (2018) introduce the
Multi-vehicle Probabilistic CTP (m-PCTP) whose
objective function aims to maximise the expected
coverage of the demand points without considering
any must-visit locations. A variable neighbourhood
search metaheuristic is used to improve the initial
solution of a BC algorithm that can solve 538 out of
587 synthetic instances to optimality involving up to
161 may-visit locations and 322 demand points.

Table 1 provides an overview of the different cov-
ering tour problems addressed in the literature as well
as their corresponding features and references. The
table shows that the VIPMCR faced by Geldmaat has
not been addressed in the literature yet.

3. Problem description

The VIPMCR can be defined on a directed graph
G = (V,A). The vertex set V = {0} U S represents a

depot, 0, and a set S ={1,2,...,n} of n ATMs. The
set of ATMs can be visited and replenished by up to
m vehicles. The arc set A is defined as A =
{(i,j)|i,j € V :i#j}. Given a set of citizens C that
the ATMs can cover, the VIPMCR consists of
determining a set of at most m minimum-cost
routes on a subset of V, subject to constraints on
the maximum route duration T of each route and
on the total population coverage of the replenished
ATMs of all routes. Specifically, feasible solutions
require covering at least P out of |C| citizens. A citi-
zen ¢ € C is considered to be covered if there exists
at least one replenished (i.e. visited) ATM within a
(straight) distance r. Such a distance r, hereafter
referred to as the service radius, is defined based on
the population density and number of ATMs in the
geographical area served. In the following, S, C S
denotes the set of ATMs that can cover citizen ¢ €
C, and ¢; represents the cost of traveling from i to
j, where (i,j) € A. Motivated by our real-life case,
each arc cost ¢y, (i,j) € A, is set equal to

ti -+t
%= 4
)

with t;; representing the time required to travel from
ieV to jeV and ¢, is the fixed replenishment
time per ATM. In this study, traveling times are cal-
culated based on real-road distances and a fixed
vehicle speed depending on the average distance
between the set of ATMs and depot.

Moreover, let P = {®}, ®,,...,Pp} be a partition
of the citizens such that S, = Sy for each pair of citi-
zens ¢,¢ € C,c # ¢/, belonging to the same subset
O k=1,...,|P|, ie. the two citizens can be served by
the same subset of ATMs. Each subset of the partition
P is called family of citizens (or simply family), and we
refer to each class corresponding to subset @y, k =
1,...,|P|, by its index k. Moreover, let S(®x) C S be
the subset of ATMs that serve the citizens of the subset
@ - ie. S(D;) = S, for each ¢ € Oy.

To formulate the VIPMCR, we introduce three
sets of variables:

ifjes

otherwise

e y, €{0,1} is a binary variable equal to 1 if fam-
ily k=1, ...,|P| is covered (0 otherwise),



e x; € {0,1} is a binary variable equal to 1 if any
vehicle traverses arc (i,j) € A (0 otherwise), and

e zj € R, is a continuous variable indicating the
departure time from i to j, where i € §,j € V.

The VIPMCR can then be formulated as follows:

min Z CijXij (1a)
(i,j)eA
P|

st ) |Olye > P (1b)
k=1

Z Xij 2 Yk

(i> j) €A ES ()

Vk=1,...[P| (i)

> xg<m (1d)
(0,j)eA

(hi)eA  Gri)eA

> x<1 Vjes (1f)
(i,j)eA

2z < (T—tj—tio)x VieSVjevVv (1g)

Szt Y x Vies (1h)
(i,j)eA (j,i)eA

Y (et < Yz Ve (1i)
(i,j)eA (,i)eA
ye € {0,1} Vk=1,..,|P| (1)
xij € {0,1} V(i,j) € A (1k)
zi € Ry VieSVjeV (11)

The objective function (la) minimises the total
ATM cash replenishment costs. Constraint (1b)
guarantees that at least P citizens are covered.
Constraints (1c) make sure that a family of citizens
is covered only if there is a replenished ATM
within the service radius r. Constraints (1d) limit
the number of routes. Constraints (le) are flow
conservation constraints. Constraints (1f) make
sure that each ATM is visited at most once.
Constraints (1g) define the maximum route dur-
ation constraints per vehicle by setting a limit on
the maximum departure time from each ATM i ¢
S; if the arc x;; is not used, the value of z; is equal
to 0. Constraints (1h) set the minimum value for
z;;. Constraints (1i) are flow constraints for the z;
variables. Finally, constraints (1j)-(11) define the
domain of the variables.

The linear relaxation of formulation (1a)-(11) can
be strengthened with the following set of valid
inequalities:

= Y xp Vk=1,.,[P|

(i,j)eA

Vi€ S(®) (2)

These inequalities become active when at least
one ATM j € S(®x) being within a service radius r
from citizens of family k = 1,...,|P| is replenished;
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in that case, variable y; is forced to take a posi-
tive value.

4. A tour-splitting metaheuristic

In this section, we present a route-first cluster-
second metaheuristic for the VIPMCR accompanied
by iterated local search. The metaheuristic is
inspired by tour-splitting approaches proposed for
different VRPs. In such approaches, one giant tour
visiting all service points (or customers) is created,
which is then split into feasible routes. Prins et al.
(2009) describe improve tour-splitting
approaches to obtain better solutions or tackle add-
itional constraints while a recent review recalling
the basic route-first cluster-second approach to
show how it can efficiently be embedded in con-
structive heuristics and metaheuristics can be found
in the recent work of Prins et al. (2014). In opposite
approaches, cluster-first  split-second
approaches, clusters of service points compatible
with vehicle capacity are first formed and then opti-
mised by solving the related traveling salesman
problems for each cluster to extract higher-qual-
ity solutions.

how to

namely

4.1. Overview of the proposed metaheuristic

Algorithm 1. Overview of the proposed tour-split-
ting metaheuristic TSMheu

Input: VITPMCR input data
Parameters: 7,, 1;, 1,
Output: a set of routes X' = (R, ..
LX—0, ¢(X)— o

2: for ny, =1,...,7j, do

3: S « SelectSPs()

4: forn, =1,..17, do

5 T « CreateGiantTour(S)
6: for n,=1,....,4, do
7.
8
9

-)Rm)

> see Algorithm 2

T «— LocalSearch(T) > see Algorithm 3
T « DeleteSPs(T)
: R — Split(T)
10: R « LocalSearch(R)

11: if ¢(X)>c(R) then

12: X+—R

13: end if

14: T «— CreateGiantTour(Sr)
15: end for

16: end for

17: end for

18: return X

Algorithm 1 provides a pseudocode description of
the proposed tour-splitting metaheuristic (TSMheu).
The input of the TSMheu is the input data for the
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VTPMCR. The best solution found by the TSMheu
after 7, iterations is indicated by X, where X =
(Ry,...,Ry) denotes the set of m routes forming a
feasible solution given a VTPMCR input instance.
The two main tasks of the problem, namely ATM
selection and the design of minimum-cost routes
subject to maximum route duration constraints and
minimum PCRs, are carried out sequentially. In
each iteration, the selectSPs function selects a set of
ATMs that satisfy the minimum PCRs (Line 3). In
the following, P(S) denotes the total number of
citizens covered by a set of ATMs S C S. Algorithm
2 describes the selectSPs function more in detail.

The ATM selection task is accomplished in a way
that, in each of the 7, iterations, a variety of differ-
ent sets of ATMs is selected. Specifically, in each
step of the ATM selection procedure, an equal prob-
ability of selection is given to every ATM i € S with
a positive coverage contribution given a set of
already selected ATMs S (i.e. P(SUi)—P(S)>0).
The equal probability of selecting ATMs with posi-
tive coverage contribution guarantees that in each
iteration of the metaheuristic, a diverse set of ATMs
is selected.

Then, for 7, iterations, a giant tour 7 is created
by iteratively inserting the ATMs of the set S one
by one in the same order as they were selected by
the selectSPs function in the position of 7 that min-
imises the cost added to the objective function
(Line 5).

The following steps are then applied for a num-
ber of 7, iterations. First, an attempt to further
optimise 7 is made by applying two intra-route
operators (Line 7). Second, the ATMs that contrib-
ute the most to the objective function value are
sequentially removed as long as the minimum PCR
is not violated (Line 8). Third, the optimal splitting
of 7 into a set of routes R respecting the order of
the ATMs in 7 is executed (Line 9); such a split-
ting is cost-driven and aims to minimise the cost
of the routes generated from the giant tour; how-
ever, the maximum route duration constraints are
neglected, meaning that some routes may be infeas-
ible. To address this issue of having infeasible
routes and guide the search toward feasible solu-
tions, a penalty factor p is embedded into the cost
of each set of routes R to proportionally penalise
the violation of the maximum route duration con-
straints in the routes. The optimal split of the giant
tour 7 into a set of minimum-cost routes R while
respecting their order in 7 is based on the guide-
lines of Prins et al. (2009) for VRPs with limited
size fleets.

The routes in R are optimised by a set of nine
local search intra- and inter-route operators until no

further improvement can be found (Line 10). The
solution is then checked, and if it is better than the
previous best, it is stored in memory. Finally, the
ATMs Sg present in R are reconnected into a single
giant tour 7 using the same process as applied in
Line 5.

Algorithm 2. selectSPs()

Input: VTPMCR input data

Output: A set of SPs S C S with P(S) > P

1:S —0

2: do

3:  Select randomly a SP i € S with P(S U {i})>P(S)
4. S—SuU{i}

5: While P(S)<P

6: return S

4.2. Local search

Algorithm 3 describes the local search procedure
(LocalSearch) applied at each iteration of the
TSMheu. The input is a (possibly infeasible) solu-
tion represented as a set of routes H, and the out-
put is the set of routes obtained after the
evaluation of a set of local search moves. The local
search procedure is repeated as long as the incum-
bent solution improves with any of the local
search moves.

The local search procedure of the TSMheu con-
sists of three improving components: intra-route,
inter-route, and population coverage improvement.
All three components may affect the value of the
objective function. The population coverage, how-
ever, can only be differentiated by the operators
incorporated in the population coverage improve-
ment component. Overall, nine local search opera-
tors are applied, of which seven deal with route
improvement and two with population coverage
improvement: (1) swap-intra (i.e. exchanging the
positions of two ATMs on a single route), (2) 2-opt-
intra (i.e. the well-known 2-opt applied within a sin-
gle route), (3) 2-O-relocate-inter (i.e. relocating two
consecutive ATMs of a route to another route), (4)
2-1-exchange-inter (i.e. exchanging two consecutive
ATMs of a route with an ATM of another route),
(5) swap-inter (i.e. exchanging an ATM of a route
with an ATM of another route), (6) crossover-inter
(i.e. combining the first part of a route with the
second part of another route), (7) I-0-relocate-inter
(i.e. relocating an ATM of a route to another one),
(8) I-1-replace (i.e. replacing a visited ATM with an
unvisited one), and (9) 2-I-replace (i.e. replacing
two consecutive ATMs of a route with an
unvisited one).
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Algorithm 3. LocalSearch(H)

Input: VIPMCR input data, a set of routes
H — (H], ...,Hm)

Output: a new set of routes H improved with local search operators

1: do

22 H' «—H

3: do

4: H' — H, H « swap-intra(H)
5:  while H' # H

6: do

7: H' — H, H « 2-opt-intra(H)
8: while H' # H

9: while H" # H

10: If m > 1 then

11: do

12: H' —H

13: do

14: H' — H, H — 2-0-relocate-inter(H)
15: while H' #H

16: do

17: H' — H, H — 2-1-exchange-inter(H)
18: while H' # H

19: do

20: H' — H, H — swap-inter(H)

21: while H' # H

22: do

23: H' «— H, H < crossover-inter(H)
24: while H' # H

25: do

26: H' — H, H — 1-0-relocate-inter(H)
27: whileH' # H

28: do

29: H' — H, H « 1-1-replace(H)

30: while H' # H

31 do

32: H' — H, H — 2-1-replace(H)

33: while H' # H
34:  while H" #H
35: end if

36: return H

> intra-route improvement

> intra-route improvement

> inter-route improvement

> inter-route improvement

> inter-route improvement

> inter-route improvement

> inter-route improvement

> population coverage improvement

> population coverage improvement

5. Computational results

This section presents a computational analysis of the
performance of the mixed-integer programming for-
mulation (la)-(1l) accompanied by the family of
valid inequalities (2) (hereafter MIP) and the tour-
splitting metaheuristic = TSMheu presented in
Sections 3 and 4.

With regard to the experiments with the MIP, all
inequalities (2) are added upfront to strengthen its
linear relaxation. From a computational viewpoint,

adding such inequalities may slow the solution pro-
cess for small instances, but it is highly beneficial
for solving large instances. Instead of tailoring the
setting on the instances, we instead prefer to have
the same setting for all instances at hand.

Both the MIP and the TSMheu have been imple-
mented in C++, compiled with Visual Studio
(2017) 64-bit, and tested on a single-core of an Intel
Core i7-6700U running at 4.00 GHz, equipped with
24GB of memory. The MIP has been solved with
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Table 2. Summary of the features of VIPMCR faced by
Geldmaat in the seven cities considered.

Name S| q m
Amsterdam 98 224,525 4
Venlo 68 237,604 4
Almelo 50 163,029 3
Tilburg 35 100,968 2
Arnhem 33 79,434 2
Almere 32 118,337 2
Gouda 24 79,622 2

CPLEX 12.7 with a computational time limit (TL)
of 3600s. The time limit for the TSMheu (TLy, has
been set to 1800s. The corresponding gap between
the best dual bound and best solution found within

the TL for the MIP is reported as IO‘*TF' 100%,

where 0 is the cost of the best solution found (by
the TSMheu or MIP) and 0 is the best dual bound
achieved by the MIP within the TL. Computational
times are reported in seconds throughout the sec-
tion. For the TSMheu, unless stated otherwise, the
following parameter settings are wused: 7j, =
100, #, = 500, #, = 30, and p = 10, 000.

5.1. Case study instances

To illustrate the relevance of the VIPMCR and per-
formance of the proposed solution approaches, real-
life banknote distribution instances were provided by
Geldmaat, a joint venture that manages cash collec-
tion, counting, and distribution in the Dutch cash
supply chain. As replenishment costs can be consid-
ered to be proportional to the time spent on traveling
and replenishing the ATMs, the objective function is
the sum of travel times and replenishment times val-
ued at a confidential hourly cost rate. The banknote
distribution instances represent the cash replenishment
problems faced in seven major cities in the
Netherlands: Amsterdam, Venlo, Almelo, Tilburg,
Arnhem, Almere, and Gouda. For banknote distribu-
tion, a maximum limit has been imposed on the value
of banknotes officially allowed to be delivered per
vehicle. However, this value is never reached in prac-
tice, because the maximum route duration constraints
imposed by the working regulations are much tighter.
Therefore, the VIPMCR instances used have no cap-
acity constraints. Table 2 summarises the features of
the seven instances, showing the number of ATMs
(|S]), number of citizens (|C|), and number of avail-
able vehicles ().

To examine the impact of different PCRs, 11
PCR levels (i.e. 80%, 85%, 90%, 95%, 99.5%, 99.6%,
99.7%, 99.73%, 99.8%, 99.9%, and 100%) are consid-
ered for each city, thus creating a set of 77 instan-
ces. The PCR faced by Geldmaat is equal to 99.73%,
as already mentioned in Section 1. Each instance
features a maximum route duration constraint equal
to 480 min, which corresponds to a typical working

day of eight hours. Real-road distances are taken
into account. Citizens (identified by their permanent
residence address) are considered to be covered if a
replenished ATM exists within a specific (straight)
distance r from their permanent residence address.
This distance extends the five kilometre rule in the
analysis of the DNB (see NFPS, 2017). It is deter-
mined by a function of the population density and
number of available ATMs in a given geographical
area and was provided by Geldmaat for our seven
real-life instances. Figure 3 geographically represents
an instance for Tilburg.

5.1.1. Case study results

Table 3 presents the detailed computational results
for the 77 real-life instances. Each row of this table
reports the computational results of the TSMheu
and MIP for one of the 77 test instances. The fol-
lowing information is indicated: the city (City), the
PCR (PCR), the worst (ubw), average (uba), and
best (ubgy upper bounds computed by the TSMheu
along with the corresponding percentage gaps for
the latter two (%aps, %Bps) computed with respect
to the best-known lower bound achieved by the
MIP (Ibmip), the percentage gap between ubg and
the best computed upper bound (ubyp) produced
by the MIP (%gpg); note here that negative gaps
mean that the best solution found by the TSMheu is
better than the best solution found by the MIP),
and the average computation time of the TSMheu
(CpUHey) - all these values are averages over 10
runs. Additionally, we report the number of replen-
ished ATMs (Sg) along with the fill-rate indicating
the percentage of replenished ATMs (FRatwm), and
the number of vehicles required (Kr) in the best
solution found by the TSMheu (ubg. Finally, we
also report the percentage gap between the ubyp
and Ibyip (%mip) along with the computation time
spent by the MIP (cpupyp).

Both methods were able to find optimal solutions
for 49 out of the 77 instances with up to 50 ATMs.
The corresponding average gaps (%gps, %mip) are
equal to 2.3% and 2.5%, respectively. Additionally,
TSMheu was able to find 25 better solutions than
the MIP for the remaining 28 instances for which
there is no provable optimality. Moreover, the high-
est fill rate (FRaTm) over all instances is only 82.9%,
so a significant percentage of ATMs can potentially
be closed even if the entire population has to
be covered.

Table 4 reports the cost differences of the replen-
ishment operations for each of the seven cities,
between the current PCR Geldmaat is required to
meet (i.e. 99.73%) and the other ten PCRs consid-
ered. We observe that small differences in the PCRs
(e.g. 0.03% or 0.07%) affect the costs significantly.
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Table 3. Detailed computational results on the 77 real-life instances.

City PCR (%) ubw uba %ADB ubg %gps %gP S8 FRatM Kk CPUHey  Ubmip Ibyip %mMp  CPUMIP
80 2531.2 2528.6 2.2 2524.8 2.0 -0.8 31 31.6 2 1306.4 2544.0 2473.6 2.8 TL
85 2780.8 2776.0 2.2 2768.0 1.9 -0.1 34 347 2 1352.4 2771.2 2714.6 2.0 TL
920 3267.2 3263.7 6.6 3257.6 6.4 -0.2 39 39.8 3 1261.9 3264.0 30483 6.6 TL
95 3753.6 3750.7 4.5 3747.2 4.4 0.0 46 46.9 3 1354.2 3747.2 3584.0 4.4 TL
99.5 5072.0 5068.8 4.7 5059.2 45 0.0 63 64.3 4 13183 5059.2 48323 4.5 TL
Amsterdam 99.6 5136.0 51344 4.1 5129.6 4.0 - 64 65.3 4 1317.0 - 4924 4 - TL
99.7 5273.6 5263.7 44 5254.4 43 0.2 66 67.3 4 1360.9 52416 5031.1 4.0 TL
99.73 5331.2 5328.0 4.7 5321.6 4.5 -04 67 68.4 4 1429.3 5340.8 5080.2 49 TL
99.8 5408.0 5404.8 3.6 5385.6 33 0.4 68 69.4 4 1429.0 5366.4 52079 3.0 TL
99.9 5680.0 5667.5 3.8 5648.0 35 0.0 72 735 4 1444.7 5648.0 5452.4 35 TL
100 6064.0 6059.8 4.6 6044.8 43 - 76 77.6 4 1705.8 - 57824 - TL
80 23328 2332.8 12.6 2332.8 12.6 -0.7 18 26.5 2 328.64 2348.8 2040.1 13.1 TL
85 2656.0 2641.6 9.8 2636.8 9.6 -2.7 22 324 2 3443 27104 23839 121 TL
90 3379.2 3095.4 8.3 3056.0 7.1 -9.1 27 39.7 2 362.2 3360.0 2839.1 15.5 TL
95 3875.2 3867.5 109 3859.2 10.7 -0.5 33 48.5 3 4221 38784 3446.5 1.1 TL
99.5 4428.8 4418.2 52 4406.4 5.0 -0.2 39 57.4 3 366.9 4412.8 4186.6 5.1 TL
Venlo 99.6 4480.0 4468.5 46 4451.2 42 0.1 40 58.8 3 416.5 44448 4262.8 41 TL
99.7 44928 44829 6.7 4473.6 6.5 -0.1 40 58.8 3 385.6 4480.0 4180.8 6.7 TL
99.73 4560.0 4544.6 79 4531.2 7.7 -7.3 41 60.3 3 451.6 4889.6 41845 14.4 TL
99.8 4569.6 4550.7 6.7 4531.2 6.3 -0.1 41 60.3 3 4419 45344 4246.7 6.3 TL
99.9 4960.0 4957.8 1.1 4947.2 10.9 -04 42 61.8 4 420.6 4966.4 4409.5 11.2 TL
100 5414.4 5401.6 9.6 5379.2 9.3 -0.1 47 69.1 4 457.6 53824 4881.3 9.3 TL
80 12384 1239.7 0.1 12384 0.0 0.0 9 18.0 1 376.6 12384 12384 0.0 505.5
85 1420.8 1420.8 0.0 1420.8 0.0 0.0 11 220 1 2219 1420.8 1420.8 0.0 1468.1
920 1929.6 1927.4 114 1926.4 114 -0.3 14 28.0 2 274.2 1932.8 1707.4 11.7 TL
95 2284.8 2282.6 12.2 2281.6 12.2 0.0 17 340 2 3579 2281.6 2003.9 12.2 TL
99.5 2771.2 2771.2 2.0 2771.2 2.0 -0.2 23 46.0 2 285.9 27776 27154 2.2 TL
Almelo 99.6 2771.2 2771.2 0.7 2771.2 0.7 -0.2 23 46.0 2 278.2 27776 27531 0.9 TL
99.7 27744 27744 0.0 27744 0.0 0.0 23 46.0 2 270.0 27744 27744 0.0 21934
99.73 2780.8 2780.8 0.0 2780.8 0.0 0.0 23 46.0 2 258.0 2780.8 2780.8 0.0 2181.8
99.8 2851.2 2847.0 0.1 28448 0.0 0.0 24 48.0 2 269.8 28448 28448 0.0 1344.0
99.9 2979.2 2979.2 0.0 2979.2 0.0 0.0 26 52.0 2 186.4 2979.2 2979.2 0.0 2294.6
100 3849.6 3849.3 8.3 3846.4 83 0.0 33 66.0 3 356.6 3846.4 3529.0 83 TL
80 1411.2 1411.2 0.0 1411.2 0.0 0.0 15 429 1 100.0 1411.2 1411.2 0.0 45.0
85 1488.0 1488.0 0.0 1488.0 0.0 0.0 16 457 1 80.3 1488.0 1488.0 0.0 16.5
90 1952.0 1952.0 12.5 1952.0 12.5 0.0 18 514 2 90.0 1952.0 1708.5 12.5 TL
95 21024 2102.4 0.0 21024 0.0 0.0 20 571 2 97.1 21024 21024 0.0 12203
99.5 2515.2 2515.2 0.0 2515.2 0.0 0.0 26 743 2 110.3 2515.2 2515.2 0.0 206.4
Tilburg 99.6 2515.2 2515.2 0.0 2515.2 0.0 0.0 26 74.3 2 106.8 2515.2 2515.2 0.0 198.8
99.7 2582.4 2582.4 0.0 2582.4 0.0 0.0 27 771 2 1145 25824 2582.4 0.0 2302.6
99.73 25824 2582.4 0.0 2582.4 0.0 0.0 27 771 2 1135 25824 25824 0.0 2882.7
99.8 2649.6 2646.7 0.0 2646.4 0.0 0.0 28 80.0 2 118.8 2646.4 2646.4 0.0 316.1
99.9 2716.8 27158 0.1 2713.6 0.0 0.0 29 829 2 119.3 27136 27136 0.0 983.8
100 2716.8 2716.5 0.1 2713.6 0.0 0.0 29 829 2 116.7 2713.6 27136 0.0 1358.7
80 908.8 908.8 0.0 908.8 0.0 0.0 10 323 1 65.4 908.8 908.8 0.0 433
85 982.4 982.4 0.0 982.4 0.0 0.0 11 355 1 114.0 982.4 982.4 0.0 20.7
920 1078.4 1078.4 0.0 1078.4 0.0 0.0 12 38.7 1 110.1 1078.4 1078.4 0.0 149
95 12224 12224 0.0 12224 0.0 0.0 14 452 1 96.5 12224 12224 0.0 17.98
99.5 1689.6 1686.1 0.2 1683.2 0.0 0.0 19 61.3 2 81.9 1683.2 1683.2 0.0 1020.1
Arnhem 99.6 1712.0 1709.4 0.0 1708.8 0.0 0.0 19 61.3 2 82.2 1708.8 1708.8 0.0 430.0
99.7 1760.0 1758.1 0.1 1756.8 0.0 0.0 20 64.5 2 86.0 1756.8 1756.8 0.0 452.2
99.73 1772.8 1769.6 0.2 1766.4 0.0 0.0 20 64.5 2 85.6 1766.4 1766.4 0.0 322.0
99.8 1772.8 1771.2 0.1 1769.6 0.0 0.0 20 64.5 2 82.6 1769.6 1769.6 0.0 133.1
99.9 1852.8 1851.8 0.1 1849.6 0.0 0.0 21 67.7 2 87.4 1849.6 1849.6 0.0 198.7
100 2051.2 2051.2 0.0 2051.2 0.0 0.0 24 774 2 95.9 2051.2 2051.2 0.0 29.6
80 1280.0 1276.5 0.7 1267.2 0.0 0.0 13 40.6 1 44.2 1267.2 1267.2 0.0 23
85 1408.0 1405.1 0.0 1404.8 0.0 0.0 15 46.9 1 59.1 1404.8 1404.8 0.0 57.9
90 1513.6 1510.7 0.0 1510.4 0.0 0.0 16 50.0 1 48.1 1510.4 1510.4 0.0 21.0
95 1942.4 1940.5 0.1 1939.2 0.0 0.0 19 59.4 2 70.1 1939.2 1939.2 0.0 2060.0
99.5 2236.8 2233.0 03 2227.2 0.0 0.0 23 719 2 77.0 2227.2 2227.2 0.0 88.2
Almere 99.6 2300.8 2299.5 0.1 2297.6 0.0 0.0 24 75.0 2 89.4 2297.6 22976 0.0 613.6
99.7 2300.8 2300.2 0.1 2297.6 0.0 0.0 24 75.0 2 84.0 2297.6 2297.6 0.0 137.7
99.73 2300.8 2300.2 0.1 2297.6 0.0 0.0 24 75.0 2 84.8 2297.6 2297.6 0.0 525.7
99.8 2307.2 2302.4 0.2 2297.6 0.0 0.0 24 75.0 2 823 2297.6 2297.6 0.0 128.0
99.9 2371.2 2369.6 0.1 2368.0 0.0 0.0 25 78.1 2 88.9 2368.0 2368.0 0.0 2204
100 23744 2370.9 0.1 2368.0 0.0 0.0 25 78.1 2 86.1 2368.0 2368.0 0.0 163.7
80 918.4 918.4 0.0 918.4 0.0 0.0 8 333 1 415 918.4 918.4 0.0 5.8
85 1008.0 1002.9 1.7 985.6 0.0 0.0 9 375 1 438 985.6 985.6 0.0 4.0
90 1068.8 1062.7 1.0 1052.8 0.0 0.0 10 417 1 255 1052.8 1052.8 0.0 3.1
95 1216.0 12134 0.1 12128 0.0 0.0 12 50.0 1 253 1212.8 12128 0.0 5.6
99.5 1516.8 1516.8 0.0 1516.8 0.0 0.0 16 66.7 1 38.9 1516.8 1516.8 0.0 1.1
Gouda 99.6 1516.8 1516.8 0.0 1516.8 0.0 0.0 16 66.7 1 38.2 1516.8 1516.8 0.0 0.8
99.7 1516.8 1516.8 0.0 1516.8 0.0 0.0 16 66.7 1 38.0 1516.8 1516.8 0.0 0.8
99.73 1516.8 1516.8 0.0 1516.8 0.0 0.0 16 66.7 1 37.8 1516.8 1516.8 0.0 0.4
99.8 1516.8 1516.8 0.0 1516.8 0.0 0.0 16 66.7 1 37.8 1516.8 1516.8 0.0 04
99.9 1779.2 1779.2 0.0 1779.2 0.0 0.0 17 70.8 1 40.3 1779.2 1779.2 0.0 13.2
100 1862.4 1859.5 0.0 1859.2 0.0 0.0 18 75.0 2 439 1859.2 1859.2 0.0 12.8
Avg 24 23 -0.3 340.2 25 1650.2

Opt 49/77 49/77
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Table 4. Impact of the PCR on the total cost for the seven cities of our study.

City 80% 85% 90% 95% 99.5% 99.6% 99.7% 99.73% 99.8% 99.9% 100%

Amsterdam  -52.48%  -47.99%  -38.79%  -29.59%  -493% -361% -150% 53216 €  +0.84% +6.13%  +13.59%
Venlo -48.52%  -41.81%  -3256%  -1483% -275% -191% -127%  45312€  +0.00% +9.18% +18.71%
Almelo -5547%  -4891%  -30.72%  -17.95%  -035% -035% -0.23% 27808 €  +2.30% +7.13%  +38.32%
Tilburg -4535%  -4238%  -2441%  -1859%  -2.60% -2.60% -0.00%  2,5824 €  +2.48% +5.08% +5.08%
Arnhem -4855%  -44.38%  -3895%  -30.80% -471%  -3.26%  -0.54% 1,7664 €  +0.18% +4.71%  +16.12%
Almere -4485%  -38.86%  -3426%  -1560% -3.06%  -0.00%  -0.00% 2,297.6 €  +0.00% +3.06% +3.06%
Gouda -3945%  -35.02%  -30.59%  -20.04%  -0.00%  -0.00%  -0.00% 15168 €  +0.00%  +17.30%  +22.57%
Average -49.00%  -4381%  -3348% -2131% -297% -198% -0.74% 2971.0€  +0.85% +7.15%  +16.66%

The impact differs across cities because of the differen-
ces in the dispersion of the population and ATM loca-
tions. Another important observation is that applying
ATM replenishment strategies that deviate significantly
from the required population coverage of 99.73% may
result in either i) significantly higher total replenish-
ment costs or i) a violated PCR accompanied by only
minor financial benefits. Replenishing ATMs that
cover more than 99.73% of the population may result
in higher total costs of 0.85% for a PCR equal to
99.8% and 7.15% for a PCR equal to 99.9%. On the
contrary, replenishing ATMs covering less than
99.73% of the population results in reduced costs with
0.74% less for a PCR equal to 99.7%, 1.98% less for a
PCR equal to 99.6%, and 2.97% less for a PCR equal
to 99.5%. Thus, replenishment strategies such as the
one introduced in this paper can be beneficial since
they help fulfil the required PCR in a cost-efficient
way. To illustrate this point, consider the seven cities
representing 5.86% of the population of the
Netherlands for 250 working days per year; a non-
accurate replenishment strategy always covering 99.9%
of the population may result in an unnecessary add-
itional annual cost of 371,742.8 €.

Figure 4 presents our aggregated computational
findings for the seven major Dutch cities involving
1,003,519 citizens, 338 ATMs, and 19 cash distribu-
tion vehicles. Specifically, we show the impact of the
PCR on 1) total replenishment costs, 2) the number
of ATMs that need to be replenished along with the
realised fill rate and number of cash distribution
vehicles that need to be available for the related
operations by considering the structure of the best
solution found per instance, 3) the average gaps for
the TSMheu and MIP, and 4) the average computa-
tion times for the TSMheu and the MIP. An inter-
esting observation is that, on average, a PCR equal
to 100% can be obtained by replenishing only 77.4%
of the ATMs, while this fill rate is 64.5% for a PCR
equal to 99.73%. Further, total replenishment costs,
the total number of ATMs replenished, and the total
number of vehicles required all rise when the PCR
is set to 100%. Additional investment in distribution
capacity is, however, only required if the required
PCR is greater than 99.8%. On the computational
side, both methods were able to compute high-qual-
ity solutions within reasonable (average) times of up
to 408.9 s for the TSMheu and 2062.7 s for the MIP,
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Figure 4. Aggregated results per PCR for seven major Dutch cities involving 1,003,519 citizens, 338 ATMs, and 19 cash distri-

bution vehicles.

especially given that the computed gaps may be
overestimated, as not all the lower bounds provided
by the MIP were proven to be optimal.

5.2. Synthetic instance generation

To further investigate the computational behaviour
of the MIP and the tour-splitting metaheuristic

TSMheu, we derived 144 new instances from nine
instances of the distance-constrained capacitated
vehicle routing problem (DCVRP) that can be found
in Vigo (1999). Specifically, we made use of the
DCVRP instances with at least 51 vertices, namely:
D051-06¢, D076-11c, D101-09¢, D101-11¢c, D121-
11c, D151-14b, D151-14c, D200-18b, and D200-18c.

From these instances, we took the following
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Figure 5. Aggregated computational results of the TSMheu and MIP with respect to different overlap levels.

information: (a) the total number of vertices, (b) the
number of vehicles, (c) the maximum route duration,
(d) the service time, (e) the Euclidean 2-dimensional
coordinates of each vertex, and (f) the demand of
each vertex. On the contrary, some new data had to
be generated, namely the demand points that can be
covered by the may-visit locations (or vertices) and a
radius determining the coverage distance of each loca-
tion. To create the new instances, we adopted the fol-
lowing process: first, the minimum distance between
any two locations was calculated; the initial coverage
radius r, was then set for all locations as the half of
this distance. As a next step, the number of demand
points for each location was set based on the demand
of each location in the original DCVRP instance; the
demand points were then randomly distributed
around each location within a distance of 7.

The previously described process allowed us to
generate a set of nine instances with a coverage
radius defined in such a way so that all demand
points can be covered by exactly one location. In
other words, all these nine instances have an overlap
equal to 0%. For each instance, 16 more were gener-
ated by considering four distinct demand point
coverage requirements (DPCR) equal to 85%, 90%,
95%, 100% of the total number of demand points
and four distinct overlap levels equal to 0%, 10%,
30%, 50%. An instance with overlap equal to 0% has
a total number of covered equal to the number of
demand points. To generate instances with increas-
ing overlaps, ry was gradually increased so that the
total number of demand point coverings can get
larger than the total number of demand points. For
example, an instance with ry and a total number of
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Figure 6. Aggregated computational results of the TSMheu and MIP with respect to different DPCR levels.

n demand points has a total amount of c; coverings
and 0% overlap. The same instance can generate
another one with overlap 10% with a new service
radius r">ry if the total amount of coverings ¢! +
ci—c; /e is equal to 1.1. Note that attempting to
solve an instance with DPCR equal to 100% and an
overlap equal to 0% is equivalent to solving a DCVRP
instance without capacity constraints. Similarly,
attempting to solve an instance with DPCR equal to
100% is equivalent to solving an m-CTP instance with
may-visit locations. The Euclidean two-dimensional
distances between the locations of the synthetic instan-
ces have been rounded up to the closest integer.

5.2.1. Results on the synthetic instances
Figures 5 and 6 report on the computational behav-
iour of the TSMheu and MIP for a total set of 144

synthetic instances. A detailed presentation of this
computational study can be found in A.

Figure 5 highlights the impact of the overlap lev-
els on the effectiveness on the solution approaches.
For each group of 36 instances with the same over-
lap, the top part of Figure 5 reports the number of
feasible solutions found by the two methods, while
the bottom part provides more details on which
method achieves better solutions. Our main observa-
tion here is that when the overlap level gets higher,
both solution methods appear to find more feasible
solutions. We also observe that, overall, the TSMheu
manages to find more feasible solutions. This is
expected as higher overlap levels may create space
to alternative solution structures that would not be
possible otherwise. The quality of these solutions,
however, could not be proved to be optimal as the
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MIP did not manage to close the optimality gap for
any of the instances due to their large size. Last,
both methods did not manage to find a feasible
solution for 15 out of the 144 instances. Notice that
for these instances a feasible may not exist due to
the way we calculated the distances between
the locations.

Figure 6 highlights the impact of the DPCR levels
on the effectiveness of both solution approaches.
For each group of 36 instances with the same
DPCR, the top part of Figure 6 reports the number
of feasible solutions found by the two methods,
while the bottom part provides more details on
which method achieves better solutions. Contrary to
our observations regarding overlap levels, the main
observation here is that when the DPCR level gets
higher, both solution methods appear to find less
feasible solutions. This can be explained by the fact
that higher DPCR levels reduce the space of feasible
solutions. The overall performance of the TSMheu
appears to be better than the one of the MIP but
again, no solutions could be proved to be optimal.
Both methods did not manage to find a feasible
solution for 15 out of the 144 instances. Notice
again that for these instances a feasible may not
exist due to the way we calculated the distances
between the locations.

6. Conclusions

Cash payments are the dominant payment instru-
ment in a large majority of sectors throughout
Europe. In recent years, however, digital or contact-
less payments have become widely available
(Esselink & Hernandez, 2017). This trend has
caused a gradual removal of ATMs in many
European countries (de Groen et al., 2018). Inspired
by the real-life case of ATM cash replenishment, we
introduced and studied a new covering tour prob-
lem, namely, the VIPMCR that extends the litera-
ture by capturing the case in which only a
proportion of demand needs to be covered. A com-
pact formulation accompanied by a family of valid
inequalities for efficiently solving small and
medium-sized instances and a tour-splitting meta-
heuristic accompanied by local neighbourhood
search are proposed. A computational study on 77
real-life instances showed the effectiveness of our
compact formulation and of the metaheuristic for
solving small and medium-sized real-life instances
with up to 50 ATMs and 163,029 citizens to prov-
able optimality. Specifically, we manage to solve 49
out of the 77 instances to optimality, with an aver-
age gap below 2.5% for both solution methods. We
show that significant cost differences may occur
when ATM replenishment strategies deviate from

the required population coverage. Additionally, the
impact of varying the minimum coverage require-
ments on replenishment costs and network utilisa-
tion is illustrated for seven major Dutch cities
involving 1,003,519 citizens, 338 ATMs, and 19 cash
distribution vehicles. Finally, to evaluate the com-
petitiveness of both solution methods, 144 new syn-
thetic instances are derived from a well-known set
of benchmark instances. Our computational results
showed that the behaviour of our metaheuristic
solution approach is overall better than the one of
our exact approach. Also, the problem’s parameter
setting can affect the quality of the solutions
obtained for both methods. Specifically, increased
overlap levels and decreased coverage requirement
levels seem to make the problem structure easier.

Notes

1. Geldmaat is a joint venture of the three largest banks
of the Netherlands (i.e. ABN AMRO, ING, and

Rabobank) responsible for providing logistical
services such as cash collection, counting, and
distribution.
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Appendix. Detailed computational results for
the synthetic instances

Tables A.1-A.9 report on the computational behaviour
of the TSMheu and MIP on a total set of 144 synthetic
instances. Each of the nine tables reports the computa-
tional results for 16 instances produced by the same ori-
ginal instance, as described in Section 5.2. For each
instance, the following information is provided: the

corresponding percentage gaps for the latter two (%aps,
%gpg) computed with respect to the best-known lower
bound achieved by the MIP (Ibyp), the percentage gap
between ubg and the best computed upper bound
(ubmip) produced by the MIP (%gpg); note here that
negative gaps mean that the best solution found by the
TSMheu is better than the best solution found by the
MIP), and the average computation time of the TSMheu
(cpupey) — all these values are averages over 10 runs.
When less than 10 runs produced a feasible solution,
only ubp is provided. Additionally, we report the num-
ber of visited locations (Sp) along with the fill-rate indi-
cating the percentage of visited locations (FR), and the
number of vehicles required (Kgr) in the best solution
found by the TSMheu (ubg). Finally, we also report the
percentage gap between the ubyp and Ibyp (%MIP)

DPCR, the worst (ubw), average (uba), and best (ubg) along with the computation time spent by the
upper bounds computed by the TSMheu along with the MIP (cpumip).

Table A.1. Detailed computational results of the D051-06¢ family of instances.

Overlap (%) DPCR (%) ubw  ubp  %aps ubg  %mpe %BPB S8 FR Kn  Cpupey Ubmip  lbmp  %mip  CPUMIP
0 85 774 770.8 6.2 765 54 0.4 35 70.0 4 226.9 762 7234 5.1 TL
10 85 757 7529 4.5 751 43 0.0 33 66.0 4 2173 751 719.1 43 TL
30 85 702 700.9 4.0 700 3.9 0.3 30 60.0 4 227.2 698 672.9 3.6 TL
50 85 636 636.0 33 636 33 0.0 27 54.0 4 2155 636 614.8 33 TL
0 920 849 847.1 3.9 844 3.6 -0.2 39 78.0 5 254.2 846 814.0 3.8 TL
10 90 842 840.2 6.1 839 6.0 0.6 38 76.0 5 253.1 834 788.7 54 TL
30 90 793 781.8 34 776 2.7 0.0 35 70.0 4 2525 776 754.9 2.7 TL
50 20 720 718.2 2.6 718 2.6 0.0 31 62.0 4 263.1 718 699.6 2.6 TL
0 95 953 948.9 4.8 942 4.1 0.5 44 88.0 5 299.3 937 903.6 3.6 TL
10 95 937 9335 4.6 925 37 -0.5 43 86.0 5 281.6 930 890.4 43 TL
30 95 905 901.1 4.6 898 43 0.2 40 80.0 5 306.3 896 859.5 41 TL
50 95 850 848.6 53 847 5.1 0.2 37 74.0 5 308.6 845 804.0 49 TL
0 100 1137 11286 7.2 1122 6.7 - 50 100.0 6 337.2 - 1046.9 - TL
10 100 1137 11286 7.2 1122 6.7 - 50 100.0 6 343.6 - 1046.9 - TL
30 100 1137 11286 7.2 1122 6.7 - 50 100.0 6 349.9 - 1046.9 - TL
50 100 1087 10843 6.7 1080 6.4 13 48 96.0 6 3543 1066 1011.4 5.1 TL
Avg 5.1 4.7 0.2 280.7 4.0 TL
Opt 0/16 0/16

Table A.2. Detailed computational results of the D076-11c family of instances.

Overlap (%) DPCR (%) UbW UbA %ADB UbB %BDB %gpB S FR K CPUHeu UbM|p |b|\/||p %mIP Cpumip
0 85 1262 1255.1 12.0 1247 1.5 - 54 720 9 696.5 - 1104.0 - TL
10 85 1209 12017 11 1198 10.8 - 51 68.0 8 631.0 - 1068.1 - TL
30 85 1121 11121 11.7 1097 10.4 - 48 640 7 570.1 - 982.5 - TL
50 85 1034 102741 9.6 1018 8.8 13 44 587 7 536.9 1005 928.3 7.6 TL
0 920 1392 13827 124 1361 11.0 - 59 787 9 7319 - 1211.0 - TL
10 90 1343 13373 11.6 1332 1.3 - 56 747 9 693.7 - 1181.7 - TL
30 90 1234 12259 1.2 1219 10.7 - 51 68.0 8 637.0 - 1089.0 - TL
50 90 1153 11485 11.5 1139 10.7 - 47 627 8 602.3 - 1016.8 - TL
0 95 1570 15586 14.6 1537 13.4 - 65 867 10 750.0 - 1331.3 - TL
10 95 1527 15189 13.9 1512 13.5 - 62 827 10 698.0 - 1307.6 - TL
30 95 1402 1392.0 12.9 1383 12.3 - 56 747 9 615.5 - 1213.1 - TL
50 95 1299 12944 121 1290 1.8 - 52 693 9 607.6 - 1138.1 - TL
0 100 - - - - - - - - - 12358 - 1547.8 - TL
10 100 - - - - - - - - - 11341 - 1527.6 - TL
30 100 - - - - - - - - - 958.0 - 1482.0 - TL
50 100 1608 1596.8 14.0 1583 133 - 64 853 11 764.0 - 1373.0 - TL
Avg 12.2 1.5 13 7414 7.6 TL
Opt 0/16 0/16
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Table A.3. Detailed computational results of the D101-09¢ family of instances.

Overlap (%) DPCR (%) ubw  ubpn  %aps ubg %mps %spe S FR Kr  Cpuney Ubmip  lbmp  %wip  CPUmIP
0 85 1318 1306.0 79 1299 74 - 65 65.0 6 1006.9 - 1202.7 - TL
10 85 1268  1258.1 74 1239 6.0 - 63 63.0 6 1001.4 - 1164.7 - TL
30 85 1209 12027 8.2 1198 79 - 57 57.0 6 871.1 - 1103.6 - TL
50 85 1154 11483 8.5 1141 7.9 - 55 55.0 6 878.4 - 1050.9 - TL
0 920 1479 14719 9.2 1462 8.6 - 72 72.0 7 1183.7 - 13364 - TL
10 90 1439 14307 9.5 1421 8.8 - 69  69.0 7 1072.5 - 1295.3 - TL
30 90 1374 1369.4 9.3 1364 8.9 - 64 640 6 979.8 - 12420 - TL
50 90 1307 12995 9.0 1286 8.0 - 61 61.0 6 1014.8 - 1182.7 - TL
0 95 1682 1670.7 9.4 1663 9.0 - 82 82.0 8 1423.8 - 15134 - TL
10 95 1631 1625.4 9.3 1618 8.9 - 79 79.0 8 1320.7 - 1474.5 - TL
30 95 1580 1571.6 9.2 1551 8.0 - 74 740 7 1226.6 - 1427.0 - TL
50 95 1496  1488.4 9.1 1479 8.5 - 70 70.0 7 11555 - 1353.0 - TL
0 100 - - - - - - - - - TLy - 1846.3 - TL
10 100 - - - 2019 10.8 - 97 97.0 9 TLy - 1801.4 - TL
30 100 1996 1977.2 11.5 1950 10.2 - 93 93.0 9 1685.8 - 1750.7 - TL
50 100 1879  1866.9 10.5 1852 9.8 - 87 870 9 14313 - 1670.5 - TL
Avg 9.1 8.6 - 1240.8 - TL
Opt 0/16 0/16

Table A.4. Detailed computational results of the D101-11c family of instances.

Overlap (%) DPCR (%) UbW UbA %ADB ubB %gBDB %gPB SB FR KR CPUHeu UbM|p |bM|p %mip Ccpupmip
0 85 7282 7278.2 20 7272 1.9 - 73 73.0 8 TLy - 7130.2 - TL
10 85 6744 6733.6 2.0 6725 1.8 - 67 67.0 7 TLy - 6601.1 - TL
30 85 6054 6048.9 1.6 6040 1.5 - 60 60.0 7 1047.2 - 5950.1 - TL
50 85 5281 5279.4 2.7 5278 2.7 - 52 52.0 6 783.7 - 5137.0 - TL
0 90 8145 8139.4 1.8 8131 1.7 - 82 82.0 9 TLy - 7992.8 - TL
10 90 7680 7671.6 29 7663 2.8 - 77 77.0 8 TLy - 7448.1 - TL
30 90 6926 6921.1 1.7 6916 1.6 -0.3 69 69.0 7 1360.9 6940 6802.4 2.0 TL
50 20 6152 6148.0 25 6144 24 -0.2 61 61.0 7 1108.2 6155 5997.3 2.6 TL
0 95 9010 9001.9 1.6 8994 1.6 - 91 91.0 10 TLy - 8853.4 - TL
10 95 8551 8544.5 1.6 8533 1.5 - 86 86.0 9 TLy - 8406.7 - TL
30 95 7921 7908.9 2.0 7902 1.9 0.0 79 79.0 8 1468.0 7901 7754.0 1.9 TL
50 95 7045 7036.9 1.8 7031 1.8 -0.4 70 70.0 7 1190.5 7062 6907.0 2.2 TL
0 100 10006  9979.7 23 9952 2.0 - 100 1000 11 TLy - 9748.4 - TL
10 100 9557 9542.5 1.7 9525 1.6 - 96 96.0 10 17753 - 9376.5 - TL
30 100 9557 9542.5 1.7 9525 1.6 - 96 96.0 10 1789.8 - 9376.5 - TL
50 100 9151 9141.6 1.5 9125 13 - 92 92.0 10 17104 - 9001.9 - TL
Avg 2.0 1.9 -0.2 1552.1 2.2 TL
Opt 0/16 0/16

Table A.5. Detailed computational results of the D121-11c family of instances.

Overlap (%) DPCR (%) UbW UbA %ADB UbB %BDB %gPB SB FR Kr CPUHeu UbM|p |bM|p %mip cpumip
0 85 5496 5456.7 8.4 5413 7.7 - 83 69.2 8 1754.5 - 4995.6 - TL
10 85 5191 5178.9 8.6 5159 8.3 - 79 65.8 8 1654.3 - 4732.0 - TL
30 85 4711 4698.4 8.5 4682 8.2 - 71 59.2 7 1486.4 - 4299.3 - TL
50 85 4173 41591 6.9 4145 6.5 - 64 533 6 1401.2 - 3874.2 - TL
0 90 6078  6042.0 8.4 6003 7.8 - 93 77.5 9 TLy - 5532.2 - TL
10 920 5759 57456 8.7 5729 8.4 - 87 725 9 TLy - 5248.4 - TL
30 920 5267 5246.8 8.6 5215 8.0 - 80 66.7 8 1737.5 - 4797.8 - TL
50 90 4758  4746.5 8.5 4731 8.2 - 71 59.2 7 15189 - 43451 - TL
0 95 6737 6723.0 8.5 6699 8.2 - 103 858 10 TLy - 6149.4 - TL
10 95 6471 6449.4 8.6 6423 8.2 - 98 81.7 10 TLy - 5893.5 - TL
30 95 5927 59175 8.5 5904 8.3 - 90 75.0 9 TLy - 54141 - TL
50 95 5467  5450.2 8.9 5438 8.7 -1.0 82 68.3 9 1671.3 5491 4967.0 9.5 TL
0 100 - - - - - - - - - TLy - 7109.8 - TL
10 100 - - - - - - - - - TLy - 7054.2 - TL
30 100 7030 7003.0 8.7 6949 8.0 - 106 883 10 TLy - 6393.1 - TL
50 100 6748 6731.2 8.6 6707 8.3 - 102 850 11 TLy - 6150.7 - TL
Avg 8.5 8.1 -1.0 1714.0 9.5 TL
Opt 0/16 0/16
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Table A.6. Detailed computational results of the D151-14b family of instances.

Overlap (%) DPCR (%) ubyw  uba  %aps ubg  %gps %BPB S FR Kp CPpUHew Ubmip Ibwip  %mip  CPUMIP
0 85 1932 19238 11.9 1917 11.6 - 98 653 10 TLy - 1694.4 - TL
10 85 1843 18334 1.1 1826 10.7 - 98 653 10 TLy - 1630.1 - TL
30 85 1701 1687.1 11.0 1678 10.5 - 84 56.0 9 TLy - 1502.1 - TL
50 85 1560 1546.8 10.6 1538 10.1 - 75 50.0 9 TLy - 1383.4 - TL
0 920 2146 21346 11.9 2119 11.3 - 109 727 1 TLy - 1880.5 - TL
10 90 2044 2033.0 11.5 2022 11.0 - 103 687 11 TLy - 1799.6 - TL
30 90 1895 18829 11.6 1869 109 - 95 633 10 TLy - 1665.3 - TL
50 90 1758 1748.6 11.5 1738 11.0 - 85 56.7 10 TLy - 1547.6 - TL
0 95 2422 24073 124 2398 12.0 - 123 820 14 TLy - 2109.7 - TL
10 95 2309  2296.7 12.3 2277 11.5 - 16 773 13 TLy - 2015.1 - TL
30 95 2126 2121.8 11.7 2109 11.2 - 106 707 12 TLy - 1872.8 - TL
50 95 1999  1989.9 11.4 1980 11.0 - 98 653 11 TLy - 1762.5 - TL
0 100 - - - - - - - - - TLy - 2527.7 - TL
10 100 - - - - - - - - - TLy - 2448.8 - TL
30 100 - - - - - - - - - TLy - 2323.2 - TL
50 100 2539 25213 13.5 2490 12.4 - 123 820 14 TLy - 2180.3 - TL
Avg 1.7 11.2 - TLy - L
Opt 0/16 0/16

Table A.7. Detailed computational results of the D151-14c family of instances.

Overlap (%) DPCR (%) UbW UbA %aDB UbB %gBDB %gpPB SB FR KR CPUHeu UbM|p |bM|p %mip cpumip
0 85 1930 19188 11.8 1906 11.2 - 98 653 10 TLy - 1692.3 - TL
10 85 1836  1830.0 10.8 1814 10.1 - 97 647 10 TLy - 1631.5 - TL
30 85 1677  1670.1 10.8 1664 10.5 - 83 55.3 9 TLy - 1489.3 - TL
50 85 1560 1547.7 10.5 1536 9.8 - 78 520 8 TLy - 1385.9 - TL
0 920 2144 21332 12.0 2124 11.6 - 109 727 12 TLy - 1877.3 - TL
10 90 2050  2039.7 1.7 2031 114 - 103 68.7 11 TLy - 1800.4 - TL
30 90 1865 1854.2 11.2 1844 10.7 - 92 613 10 TLy - 1646.2 - TL
50 90 1755 17477 11.5 1735 10.9 - 86 573 9 TLy - 1546.4 - TL
0 95 2420  2405.6 12.2 2397 119 - 124 827 13 TLy - 21123 - TL
10 95 2316  2305.2 12.5 2292 12.0 - 16 773 13 TLy - 2016.0 - TL
30 95 2098  2088.2 12.1 2070 11.3 - 105 700 11 TLy - 18354 - TL
50 95 1998 19935 11.6 1989 11.4 - 98 653 11 TLy - 1761.5 - TL
0 100 - - - - - - - - - TLy - 2530.8 - TL
10 100 - - - - - - - - - TLy - 2450.0 - TL
30 100 2757  2706.0 15.6 2684 149 - 130 86.7 14 TLy - 2283.8 - TL
50 100 2573 2546.9 13.7 2530 131 - 124 827 14 TLy - 2197.9 - TL
Avg 12.0 11.5 - TLy - TL
Opt 0/16 0/16

Table A.8. Detailed computational results of the D200-18b family of instances.

Overlap (%) DPCR (%) UbW UbA %ADB UbB %BDB %gPB SB FR Kr CPUHeu UbM|p |bM|p %mip cpumip
0 85 2421 2412.4 13.3 2391 125 - 128 643 13 TLy - 2092.7 - TL
10 85 2341 2321.7 123 2289 11.1 - 122 613 12 TLy - 2035.9 - TL
30 85 2142 21348 125 2116 11.7 - 110 553 11 TLy - 1868.5 - TL
50 85 1912 1898.8 12.0 1885 114 - 99 49.7 10 TLy - 1670.0 - TL
0 90 2696  2686.3 12.8 2671 12.3 - 142 714 15 TLy - 23423 - TL
10 920 2608  2590.5 12.6 2564 11.7 - 135 678 14 TLy - 2265.1 - TL
30 920 2408  2394.7 13.1 2383 12.7 - 124 623 13 TLy - 2079.8 - TL
50 90 2163 21535 12.0 2139 114 - 110 553 12 TLy - 1895.2 - TL
0 95 3047  3025.6 13.2 3008 12.7 - 160 804 16 TLy - 2626.4 - TL
10 95 2954 29443 144 2923 13.8 - 153 769 15 TLy - 2519.6 - TL
30 95 2728 2716.9 133 2708 13.0 - 140 704 15 TLy - 2355.7 - TL
50 95 2464 24458 13.1 2432 12.6 - 126 633 13 TLy - 2124.8 - TL
0 100 - - - - - - - - - TLy - 3131.7 - TL
10 100 - - - - - - - - - TLy - 3120.7 - TL
30 100 3496 34549 17.2 3389 15.6 - 172 864 18 TLy - 2860.0 - TL
50 100 3256 32341 14.6 3203 13.8 - 163 819 18 TLy - 2761.6 - TL
Avg 133 12,6 - TLy - L
Opt 0/16 0/16
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Table A.9. Detailed computational results of the D200-18¢ family of instances.

Overlap (%) DPCR (%) ubw  uba  %aps ubg %mps %epe S FR KR  cCpupes Ubwip  lbwip  %wmip  CPUmiP

0 85 2420  2407.7 129 2391 123 - 128 643 13 TLy - 2097.1 - L
10 85 2329 23179 133 2309 13.0 - 121 608 12 Ty - 2008.7 - L
30 85 2149 213838 126 2127 121 - 111 558 12 TLy - 1869.5 - L
50 85 1889 18776 103 1867 9.8 - 99 497 10 Ty - 1683.9 - TL
0 90 2702 26900 135 2677 131 - 142 714 14 TLy - 23273 - L
10 90 2591 25813 12.8 2569 12.4 - 139 698 14 Ty - 22514 - L
30 90 2398 23929 127 2381 12.2 - 124 623 13 TLy - 2090.1 - L
50 90 2151 21418 136 2135 13.3 - 109 548 12 TLy - 1850.4 - TL
0 95 3044 30305 133 3010 12.7 - 160 804 17 TLy - 2627.0 - L
10 95 2926 29174 13.8 2906 13.4 - 152 764 16 Ty - 25158 - L
30 95 2719 2707.7 13.2 2695 12.8 - 140 704 14 TLy - 2350.0 - L
50 95 2442 24334 134 2413 12,6 - 124 623 13 TLy - 2108.2 - TL
0 100 - - - - - - - - - TLy - 3109.5 - L
10 100 - - - - - - - - - Ty - 3070.1 - L
30 100 3476 34394 16.2 3407 15.4 - 172 864 18 TLy - 28823 - L
50 100 3167 31538 147 3133 14.1 - 160 804 17 Ty - 2690.6 - TL
Avg 133 12.8 - TLy - TL

Opt 0/16 0/16
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