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Cooperative action involves the simulation of actions and their co-representation by two or more people. This
requires the involvement of two complex brain systems: the mirror neuron system (MNS) and the mentalizing
system (MENT), both of critical importance for successful social interaction. However, their internal organization
and the potential synergy of both systems during joint actions (JA) are yet to be determined. The aim of this
study was to examine the role and interaction of these two fundamental systems—MENT and MNS—during
continuous interaction. To this hand, we conducted a multiple-brain connectivity analysis in the source domain
during a motor cooperation task using high-density EEG dual-recordings providing relevant insights into the
roles of MNS and MENT at the intra- and interbrain levels.

In particular, the intra-brain analysis demonstrated the essential function of both systems during JA, as well as
the crucial role played by single brain regions of both neural mechanisms during cooperative activities. Spe-
cifically, our intra-brain analysis revealed that both neural mechanisms are essential during Joint Action (JA),
showing a solid connection between MNS and MENT and a central role of the single brain regions of both
mechanisms during cooperative actions. Additionally, our inter-brain study revealed increased inter-subject
connections involving the motor system, MENT and MNS. Thus, our findings show a mutual influence be-
tween two interacting agents, based on synchronization of MNS and MENT systems. Our results actually
encourage more research into the still-largely unknown realm of inter-brain dynamics and contribute to expand
the body of knowledge in social neuroscience.

actions in a coordinated manner. During JA people mutually predict the
consequences of their co-actor’s behavior through internal action

1. Introduction

simulation and

task (called

Human life is characterized by people (inter-)acting with other
people. Individuals constantly interact with other individuals and co-
ordinate their mental and physical resources to achieve a common goal.
Social interactions in which individuals jointly pursue a shared goal are
called Joint Actions (JA) (Sebanz et al., 2006), a complex social phe-
nomenon that requires at least two individuals to follow a sequence of

representation of the co-actor’s
co-representation) to allow mutual action prediction and motor adap-
tation (Miss et al., 2022, Ruissen and de Bruijn, 2016, Knoblich et al.,
2011, Vesper et al., 2010, Sebanz et al., 2003, Sebanz et al., 2005).

JA are studied through paradigms such as grasping or pulling (Era
et al., 2018, Meyer et al., 2016, Kourtis et al., 2013, Newman-Norlund
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et al., 2008), joint interference tasks (Sebanz et al., 2005, Iani et al.,
2014), social play (Grafenhain et al., 2009, Babiloni et al., 2007), and
joint musical performance (Vanzella et al., 2019, Novembre et al.,
2016). Neuroimaging studies have described the involvement of two
distinct large-scale neural systems in JA (Newman-Norlund et al., 2008,
Abe et al., 2019, Chaminade et al., 2012): the human "mirror neuron
system" (MNS) which underpins action simulation and consists of the
premotor cortex (PMC), the anterior intraparietal sulcus (aIPS), and the
superior temporal sulcus (STS); and the "mentalizing system" (MENT),
which supports co-representation and is characterized by activations in
the precuneus (Prec), the temporoparietal junction (TPJ), and the
medial prefrontal cortex (mPFC) (for a review, see Van Overwalle and
Baetens, 2009). While MNS is primarily involved in understanding and
simulating actions, MENT is crucial for understanding others’ intentions
and mental states. However, the interaction and potential overlap be-
tween these systems during JA are not fully understood, and it remains
unclear whether MNS or MENT predominates during JA. Studies have
described their roles as complementary, independent, or even opposed
(Isoda, 2016, Ciaramidaro et al., 2014, Sperduti et al.,, 2014,
Alcala-Lopez et al., 2019). However, the following two key aspects of the
interaction between MNS and MENT during JA remain unclear: i) the
specific internal network organization of each system and ii) whether
and how the two systems are connected.

The majority of studies on JA are based on fMRI measures
(Newman-Norlund et al., 2008, Abe et al., 2019, Chaminade et al., 2012,
Becchio et al., 2012), which have poor temporal resolution, that makes it
difficult to explore the mutual influence and causal influence between
specific brain regions and between the two systems. Causality in the
statistical sense requires capturing the precise temporal dynamics and
directionality of interactions, which is not guaranteed by fMRI due to its
slow temporal resolution. Additionally, the dynamics of the BOLD
response are not uniform across different brain regions, complicating the
analysis of causality and increasing the risk of obtaining spurious con-
nections. EEG, on the other hand, provides superior temporal resolution,
allowing the capture of rapid neural dynamics and causal relationships
associated with JA. Previous EEG studies mainly focused on
event-related potentials (ERPs) to investigate motor-related brain ac-
tivity (Kourtis et al., 2014, Kourtis et al., 2013, Kourtis et al., 2010) and
response inhibition (Tsai et al., 2006) or used spectral approach to assess
the modulation of EEG rhythms (Kourtis et al., 2013, Kourtis et al., 2010,
Fitzpatrick et al., 2019, Oberman et al., 2007) during JA. However, these
studies often do not leverage the full potential of EEG’s temporal reso-
lution for analyzing the complex dynamics of JA, particularly in the
spectral domain.

In the last two decades, a significant paradigm shift has been pro-
posed to move from the one-brain paradigm to the multi-brain paradigm
in order to capture the "togetherness" of sharing mental and motor re-
sources that typically underlie social interactions. Accordingly, a two-
person setting (known as hyperscanning) was implemented in associa-
tion with a multivariate and multi-subject analysis to characterize the
intricate and unpredictable temporal evolution of the interaction within
a dyad during JA (Hari et al., 2015, Hari et al., 2016, Babiloni and
Astolfi, 2014). The spectral analysis of EEG data is particularly valuable
in hyperscanning studies as it allows the examination of
frequency-specific neural synchronization between interacting
individuals.

Regarding JA, hypercanning studies based on f{NIRS have uncovered
patterns of interbrain synchronization through cognitively demanding
tasks on interpersonal coordination (Novembre et al., 2016, Cheng et al.,
2022, Chen et al., 2020, Kruppa et al., 2021, Zhang et al., 2017, Pan
etal., 2017, Hu et al., 2017, Cui et al., 2012). They reported differences
in inter-brain synchronization between fNIRS channels or cortical re-
gions of interest (ROIs) due to social factors or to the degree of shared
intentionality. Furthermore, EEG hyperscanning studies assessed syn-
chronization, coherence, or alignment between subjects at the scalp
level, ranging from coordination tasks (Shiraishi and Shimada, 2021,
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Dodel et al., 2020, Konvalinka et al., 2014, Dumas et al., 2020, Mu et al.,
2016), imitation (Dumas et al., 2010), cooperation during social game
(Zhang et al., 2019, Liu et al., 2021) to complex musical performance
(Novembre et al., 2016, Gugnowska et al., 2022, Zamm et al., 2021,
Miiller et al., 2018, Sanger et al., 2012). To our knowledge, only two
studies addressed the hyperscanning analysis of JA in the source
domain. A dual MEG study (Zhou et al., 2016) on repetitive simple hand
actions reported a phase-amplitude coupling between leader and fol-
lower in bilateral sensorimotor and occipital cortices. An
EEG-hyperscanning study reported local neural synchronization in
different frontal regions (the inferior frontal gyrus and the ventromedial
prefrontal cortex) during unconscious finger movements by two subjects
(Yun et al., 2012). None of these studies studied the relationship be-
tween MENT and MNS systems during cooperative actions.

A previous work by the authors of the present work (Astolfi et al.,
2020) demonstrated that indices extracted from multi-subject scalp EEG
brain networks are modulated by the degree and type of interaction,
allowing a better discrimination between social (joint action) and
non-social conditions than indices derived from single-subject analyses.
However, the multi-subject circuitry at the level of the brain sources
involved in JA were not assessed, limiting our understanding of the
underlying neural mechanisms.

Therefore, the purpose of the current study was to examine the role
and relationship of these two fundamental systems—MENT and
MNS—during continuous interaction. To this end, we performed a high-
density EEG hyperscanning study and exploited a multi-brain connec-
tivity analysis in the source domain providing insights at intra- and
inter-brain levels. In particular, we aim to investigate:

i. The neuronal activations and functional organization of the MNS
and MENT systems in the single brain (intra-brain analysis,
within and between different systems);

ii. Whether there is a mutual influence between the activation of
homologous neural systems between the two agents (inter-brain
between the corresponding neural systems);

iii. Whether there is an influence between MNS activation in one
agent and MENT activation in the other, and vice-versa (inter-
brain analysis across both neural systems).

2. Material and methods
2.1. Participants

Thirty-two male subjects (mean age 25.28; SD= 4.39) arranged in 16
dyads participated in the study. They were all right-handed, had normal
or corrected-to-normal vision and were free of chronic somatic and
neurological diseases and any mental disorder, i.e. values below the
borderline cut-off in all scales of the Young Adult Self-Report (YASR)
(Achenbach, 1997). The study was approved by the Ethics Committee of
the Medical Faculty, Goethe Universitat Frankfurt/Main (Germany). All
participants gave written informed consent according to the Convention
of Helsinki and received a lump sum payment of 45 euros for taking part
in the experiment.

2.2. Experimental design

Each dyad performed a computer game representing a Joint Action,
which consisted of lifting a virtual ball placed on a moving bar from the
bottom of the screen up to a target area located at the top of the screen
(goal), by controlling both sides (left and right) of such a bar. The ball
was free to roll down the bar if the correct balance was not maintained.
In order to increase complexity, we introduced an obstacle in the center
of the screen.

We used a modified version of the JA paradigm introduced in
(Newman-Norlund et al., 2008, Bosga and Meulenbroek, 2007), in
which we added to the human joint condition an analogous non-human
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(PC) joint condition, and a solo condition. The joint condition provided
both agents the same goal, which was to reach the target area avoiding
an obstacle in the middle of the screen. In order to execute the task in
concert with the other player without rolling the ball down, each player
used his right index finger to adjust one side of a single virtual bar. The
Joint condition was successful only if both agents worked together. In
the other two conditions the two participants played simultaneously but
separately two independent games. In the PC condition each participant
controlled one side of the virtual bar using the right index finger while
the other side was controlled by the computer. In the Solo condition both
subjects were asked to solve the task individually. Instead of playing as a
team, they played alone by controlling both sides of the virtual bar by
their right index and middle fingers.

In all conditions, the two subjects played and were recorded simul-
taneously and weren’t allowed to verbally communicate. In addition, we
included a baseline condition in which the subjects were sitting in front
of the screen, watched the same bar used during the experiments moving
through the screen, and had to press buttons with the same fingers and
timing as during the experiment, but with no relation to what was
happening on the screen.

The conditions were presented block-wise, in random order. Each
block consisted of 60 trials of approximately 8 s with an inter-trial in-
terval of 2 s. In the Solo and PC conditions, when a subject finished a
trial before the other did, the former’s game was paused in order to
ensure that all trials started simultaneously.

Stimuli were presented by using MATLAB Psychtoolbox (The Math-
Works, Version R2009) and were displayed on two 19" LCD monitors
(Fujitsu Siemens Scenic view L9ZA, resolution 1280 x 1024) at a refresh
rate of 150 Hz.

2.3. EEG hyperscanning recordings

The neuroelectrical hyperscanning recordings were performed with
two synchronized 64-channel EEG acquisition systems (Brain Product
GmbH, Germany - for each subject: 61 EEG + 3EOG channels, reference
on linked mastoids, ground at Fpz). Data were collected with a sampling
frequency of 250 Hz. In order to delete the sources of variance between
the two systems, we used a calibration signal to equalize the different
gains.

2.4. Behavioral data

Behavioral data were collected during the paradigm administration.
In particular, for each trial, task condition we collected the following
behavioral parameters: i) number of successful trials (number of trials in
which the ball reached the goal zone); ii) trial duration (trial length in
seconds for successful trials only); iii) ball height (height reached by the
ball at the end of the trial, normalized according to the maximum). As
for Joint condition behavioral data referred to the dyad while in PC and
Solo conditions they were extracted separately for each dyad member.

2.5. EEG analysis

2.5.1. Pre-processing of EEG signals

The pre-processing procedure was performed by means of Brain
Vision Analyzer 1.0 (Brain Products GmbH). EEG signals were band-pass
filtered in the range 1-45 Hz and ocular artifacts were removed by means
of Independent Component Analysis. For most of the subjects we
removed one component, the one mostly related to blink artifacts, in a
few cases two components. In order to keep the simultaneity of the data
recorded from the two subjects also in their offline processing, in the
Joint condition we took the entire duration of each trial as a window of
interest, since the two subjects played simultaneously the game; in the
PC and Solo conditions we considered the time interval between the
simultaneous beginning of the trial for the subjects and the trial
conclusion for the faster player, since they played different games. Each
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window was then further segmented in epochs of 1s and a semi-
automatic procedure based on a threshold criterion (+ 80pV in abso-
lute value) was then applied to highlight the presence of artifacts. Once
the trial was marked as “bad” for one subject, it was removed from the
data of both participants, to maintain the alignment between the two
subjects’ data. On average, we removed less than 10 % of the trials
collected per condition and per subject. No statistical differences were
found among the number of epochs preserved in the three experimental
conditions.

2.5.2. EEG source localization

Sources of EEG activity were localized by means of the standardized
Low-Resolution Tomography (sLORETA) technique (Pascual-Marqui,
2002) implemented in Loreta software (Pascual-Marqui et al., 1999,
Pascual-Marqui et al., 1994). EEG data were re-referenced to the Com-
mon Average Reference before entering the reconstruction procedure.
The regularized linear inverse approach was applied to the EEG data in
order to project the scalp activities in the whole gray matter of the brain.
As a solution of the forward model reproducing the electromagnetic
propagation from the active sources to the EEG sensors, we used a lead
field matrix obtained from the application of the Boundary Element
Method (Fuchs et al., 2002) to the MNI152 realistic head model
(Mazziotta et al., 2001). In particular, we used a 3D lead field matrix
modeling the propagation of 6239 active sources (distributed in the
whole gray matter at 5mm spatial resolution towards the EEG sensors.
The regularization parameter A used for sLORETA solution was
computed by means of a cross-validation approach (Tikhonov and
Arsenin, 1977). The solution of the source localization problem for each
subject and each experimental condition consisted of a waveform for
each of the 6239 dipoles used to model the gray matter. These data were
used for the spectral analysis reported in this work. To perform the
connectivity analysis, we considered the waveforms related to specific
regions of interest (ROIs), obtained by selecting the dipole closest to the
spatial centroid of each of them. In particular, we selected 12 ROIs that
specifically compose the MNS, MENT and the motor circuit involved in
JA task (Van Overwalle and Baetens, 2009, Mayka et al., 2006). In
particular, we considered for MNS: posterior superior temporal sulcus
right (pSTS_R; 50, -55, 10) and left (pSTS_L; -50, -55, 10), anterior
intraparietal sulcus right (aIPS_R; 40, -40, 45) and left (aIPS_L; -40, -40,
45), premotor cortex right (PMC_R; 40, 5, 40) and left (PMC_L; -40, 5,
40); for MENT: medial prefrontal cortex (mPFC; 0, 50, 20), precuneus
(Prec; 0, -60, 40), temporoparietal junction right (TPJ_R; 50, -55, 25)
and left (TPJ_L; -50, -55, 25) and for Motor Circuit (MC): left primary
motor cortex (M1_L; -37, -21, 58) and supplementary motor area proper
(SMAp; -2, -7, 55). Coordinates in brackets refer to the MNI system. A
figure containing ROIs localization can be found in the Supplementary
Materials (see tab. S1).

2.5.3. Whole-brain spectral analysis

Power spectral density (PSD) was computed for each source in the
gray matter by means of the Welch periodogram on non-overlapping
data segments of 1s each tapered with the Hann window. PSD was
then averaged in four frequency bands: theta (4-8Hz), alpha (8.5-12 Hz),
beta (12.5-30 Hz) and gamma (31-40 Hz). The spectral analysis was
performed for each subject and each experimental condition.

2.5.4. Single-brain connectivity

Single-brain connectivity networks were estimated by means of the
Partial Directed Coherence (PDC) (Baccala and Sameshima, 2001)
computed on the waveforms reconstructed for the 12 ROIs selected in
the study. PDC is a multivariate spectral index providing an estimation
of the frequency-resolved influence directed from each ROI in our
dataset toward each of the others using a single model for the entire
network. PDC values were averaged in the same frequency bands used in
spectral analysis. The analysis was performed for each participant (N =
32) and each experimental condition (Joint, PC, Solo and baseline).
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2.5.5. Graph theory at single-brain level

We investigated the properties of the brain networks obtained by
PDC by using indices derived from graph theory (Rubinov and Sporns,
2010). To quantify the level of engagement of each brain area in the
network we extracted the degree index, a local measure derived from
graph theory quantifying the number of connections involving each
node. We computed the degree index for each node (12 ROIs), each band
(theta, alpha, beta), each subject (N = 32) and each experimental con-
dition (Joint, PC, Solo).

To investigate and quantify the communication within and between
MNS and MENT, we extracted their related circuits from the general
network and defined indices measuring the intra-circuit (Dingq) and
inter-circuit (Dyr) connection densities as follows:

Nc

Dinra = @ (€9)
Neioc2
Dinter = N‘F([)e'[r' (2)

where C generically refers to a single brain circuit, N¢ is the number of
connections within the generic circuit C (intra-circuit connections), i.e.
going from a node in C to another node in C, Ni"¢4 is the maximum
number of connections possibly linking nodes within C, C1 and C2
generically refer to two specific different brain circuits, N¢i_¢2 is the
number of connections going from a node in C1 to a node in C2, NIt is
the maximum number of connections possibly going from C1 to C2. Djyrq
was computed for MNS and MENT, while Dy, was calculated separately
for the two directions (from MNS to MENT and viceversa). All the
indices were obtained for each frequency band, experimental condition
and subject.

The single-brain connectivity estimation and the graph theory
computations were performed in the Matlab environment (MATLAB,
R2020a).

2.5.6. Multiple-brain connectivity

After the single-subject connectivity analysis, we built a multiple-
brain connectivity model for each dyad involved in the study. To this
purpose, we fed the multivariate autoregressive model at the basis of
PDC computation with the same data used for the single subject analysis,
simultaneously acquired for the two subjects and considered as a unique
dataset. In order to avoid spurious links in the multiple-brain connec-
tivity (Burgess, 2013) due to amplitude differences in the signals
recorded from different individuals, we normalized the data coming
from each subject in the couple by a z-score before their inclusion in the
estimate. We employed an extension of PDC to the multi-subject case,
optimized for hyperscanning purposes (Babiloni and Astolfi, 2014),
whose accuracy was demonstrated in previous hyperscanning studies
(Astolfi et al., 2020, Toppi et al., 2022, Ciaramidaro et al., 2018, Toppi
et al., 2016, Astolfi et al., 2011, Astolfi et al., 2010, Fallani et al., 2010).
The resulting model provides magnitude, direction and spectral content
of the functional connections exchanged between different brain areas
for each subject (intra-connections) and between the two subjects (in-
ter-connections). PDC values were averaged in the same frequency
bands previously used for the single-subject connectivity. The analysis
was performed for each dyad and for each experimental condition
(Joint, PC, Solo and baseline).

2.5.7. Graph theory at multiple-brain level

To investigate the properties of the multiple-brain networks obtained
for our dyads, we used a set of indices partly derived from the graph
theory for neuroscience (Rubinov and Sporns, 2010) and partly defined
ad hoc for multiple-subject connectivity (Astolfi et al., 2020, Ciar-
amidaro et al., 2018, Toppi et al., 2016).

To quantify the involvement of the different ROIs in the multiple-
brain network communication, like in the single-brain analysis, we
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computed the degree index for each ROI of each subject in the dyad and
then we averaged it for the two subjects, to obtain an average degree for
each brain region considered in the study. We performed the analysis for
each band, experimental condition and dyad.

To investigate the inter-subject communication between the two
brain circuits relevant for the task (MNS and MENT), we introduced here
an index, the inter-circuits density (ICD) defined as follows:

Nl "2 N "2 1
ci-cz t Nezoa

1Pae, = Nror

3

where C1 and C2 represent two generic brain circuits; Neigz is the

number of connections going from a node in C1 of subject 1 to a node in
C2 of subject 2, Nexa the number of connections going from a node in

C1 of subject 2 to a node in C2 of subject 2 and Nror is the total number
of connections possibly linking nodes of C1 with those in C2 for both
subjects. In this study the circuits under investigation are four: mirror
neuron system in subject 1 (MNS1), mentalizing circuit in subject 1
(MENT1), mirror neuron system in subject 2 (MNS2) and mentalizing
circuit in subject 2 (MENT2). Thus, we obtained four indices for each
frequency band, experimental condition and dyad: Duns—mns
(MNS1-MNS2 & MNS2-MNS1), Dyenr—ment (MENT1->MENT2 &
MENT2—MENT1), Dyns—ment (MNS1-MENT2 & MNS2-MENT1),
Dynt—mns (MENT1—-MNS2 & MENT2—-MNS1).

The multiple-brain connectivity estimation and the graph theory
computations were performed in the Matlab environment (MATLAB,
R2020a).

2.5.8. Statistical analysis

ANOVA on behavioral data. Data were analyzed by repeated mea-
sures one-way ANOVAs, with as within factor the TASK type (Joint, PC
and Solo) and as dependent variables the three parameters (trial dura-
tion, ball height and number of successful trials) considered separately.
Means were subsequently compared using the Newmann-Keuls post hoc
test.

Grand Average Spectral Maps. PSD values obtained for each dipole
were statistically compared across participants (N = 32) between the
different experimental conditions by means of a non-parametric statis-
tical approach to obtain spectral activation maps. A permutation test (N
= 10000 permutations) was applied to the three statistical contrasts -
Joint vs PC, Joint vs Solo, PC vs Solo - using the paired t-value as a
measure of distance between the two distributions. A non-parametric
approach is preferred for this class of data since it corrects for multi-
ple testing and does not rely on Gaussianity assumption (Nichols and
Holmes, 2002).

Grand Average Single-brain and Multiple-brain Connectivity Net-
works. We statistically compared single-brain and multiple brain con-
nectivity networks among the experimental conditions, across
participants (N = 32) and dyads (N = 16), respectively, by means of a
right-tail dependent sample t-test applied to the statistical contrast be-
tween Joint condition and each of the two high baseline condition PC
and Solo. The statistical test was performed for each connection, each
direction and each frequency band.

Single-brain and Multiple-brain adjacency matrices extraction. To
convert single-brain and multiple-brain networks into binary adjacency
matrices for the graph indices computation, the PDC matrices obtained
for each dyad, frequency band and condition were contrasted with the
corresponding ones estimated for the baseline. We considered the 95th
percentile of the PDC values distribution constructed during the baseline
as a statistical threshold for each participant or dyad. We assigned 1 to
the entries corresponding to connections with a weight statistically
higher than the threshold and O to the entries corresponding to con-
nections for which the PDC value was below the threshold. A total of 12
(3 experimental conditions X 4 frequency bands) binary and directed
(non-symmetrical) adjacency matrices were obtained for each dyad and
used to compute the graph theory indices.
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ANOVA on single-brain and multiple-brain graph theory indices. For
each of the indices used to characterize both single and multiple-brain
networks, we performed a one-way repeated measures ANOVAs using
the index as dependent variable and the experimental condition (3
levels: Joint, PC, Solo) as within factor. The test was applied to the ROIs’
degree for single-brain and multiple analysis and to connection densities
defined for measuring the interaction between MNS and MENT at single
and multiple brain levels. The analysis was performed for each of the
frequency bands, separately. The ANOVAs were computed by using
STATISTICA (StatSoft Inc., Version 8.0). Newmann-Keuls post hoc test
was used to assess differences between means.

Correlation between multiple-brain graph theory indices and
behavioral data. Pearson correlation was computed between connection
densities defined for measuring the interaction between MNS and MENT
at multiple brain levels and the behavioral data (ball height, trial length
and number of successful trials).

For all the statistical tests carried out in this work, we set a signifi-
cance level (a) equal to 0.05 adjusted by means of False Discovery Rate
(FDR) to mitigate type I errors coming from multiple comparisons.

3. Results
3.1. Behavioral data

As for ANOVAs applied to behavioral data, we did not find any sig-
nificant effect induced by the TASK for trial duration [F(2,30) = 1.915; p
= 0.164] and ball height [F(2,30) = 2.585; p = 0.093]. The only sig-
nificant effect was found for the number of successful trials [F(2,30) =
79.703; p = 0.00001] which resulted significantly higher in Joint con-
dition, followed by Solo and then PC condition. In particular, partici-
pants made more errors in the PC condition (36.77 % successful rate) in
contrast to the Joint (66.35 % successful rate) and Solo condition (61.15
% successful rate). Post hoc comparisons revealed significant differences
for the Joint condition compared with the PC and the Solo condition.
Differences were also found for the Solo condition compared with the PC
condition.

3.2. EEG data

The results section is composed of two parts. The single-brain anal-
ysis describes the whole-brain spectral activation maps and the intra-
brain connectivity networks obtained for the group of subjects (N =
32), by contrasting the joint condition with Solo and PC, and quantifies
the role of specific ROIs and the connection density within and between
MNS and MENT circuits. The multiple-brain analysis returns the
multiple-subject connectivity networks obtained for the group of dyads
(N = 16) and quantifies the involvement of specific brain areas and the
communication between MNS and MENT of the two subjects under the
different experimental conditions.

3.2.1. Single-brain analysis

3.2.1.1. Whole-brain spectral analysis. The spectral activation maps
obtained for the pairwise contrast (FDR-corrected) between the three
experimental conditions in the source domain are shown in Fig. 1 (theta
band) and S1 (all bands). Table 1 summarizes the areas activated in the
four frequency bands for the three pairwise comparisons r and revealed
that the contrast JA compared to the Solo or PC condition evidenced
specific activations in (key) regions of the MNS and MENT circuits,
whereas the comparison conditions PC and Solo showed activations in
the posterior part of brain areas involved in the MNS and MENT circuits
and motor activation. Fig. 1-a illustrates a significant theta-band
desynchronization in the Joint condition with respect to the PC exclu-
sively in the mPFC, PMC_R and alIPS _R. A similar desynchronization in
the mPFC was found for the contrast JA compared to the Solo condition
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Fig. 1. Group statistical spectral maps obtained by comparing the PSD of the
three experimental conditions (Joint vs PC, Joint vs Solo and PC vs Solo) in the
source domain in theta band. We used non-parametric statistics, with a sig-
nificance level of 0.05, FDR-corrected. Blue voxels report significant desynch-
ronizations. No significant synchronizations (red voxels) were found in this
frequency band. Green circles highlight spectral activations in areas related to
MNS or MENT. The spectral activations, reconstructed using the three-
dimensional MNI152 model, were visualized on a more realistic model, the
Colin27 - T1 weighted, with both models co-registered in MNI space. Images
were generated using the Loreta Viewer utility, available at (http://www.uzh.
ch/keyinst/loretaOldy.htm).

accompanied by a pronounced desynchronization also in the posterior
cingulate cortex (PCC), Precuneus (Prec), PMC_L, bilateral aIPS and
bilateral TPJ (Fig. 1b). In the comparison PC vs Solo, the most prominent
findings were detected in the posterior area, in particular a desynchro-
nization current density in TPJ_R and aIPS_R. Also, the other frequency
bands (alpha, beta and gamma) showed exclusively brain activations
belonging to the MNS and MENT circuits (with the exception of a motor
activation in the Alpha band for the comparison PC and Solo) (see table
1 and supplemental materials).

3.1.2. Single-brain connectivity analysis

The connectivity networks obtained from the single-brain analysis
performed on each of the 32 subjects for Joint conditions were statisti-
cally compared against PC and Solo conditions to obtain grand-average
connectivity patterns like those reported in Fig. 2 for all the frequency
bands. The resulting network includes regions from all the three systems
(MNS, MENT and MC; Fig. 2-a and 2-b). In theta and alpha bands, the
results show a significantly increased connectivity between the regions
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Table 1

List of brain areas significantly involved in the four frequency bands (theta,
alpha, beta, gamma) for the three statistical comparisons (Joint vs PC, Joint vs
Solo, PC vs Solo). List of abbreviations: alPS (anterior intraparietal sulcus),
dmPFC - dorsal medial prefrontal cortex, L - left, M1 - primary motor cortex,
mPFC - medial prefrontal cortex, PCC - posterior cingulate cortex, PMC - pre-
motor cortex, Prec - precuneo, R -right, SMA - supplementary motor area, TPJ -
temporo-parietal junction.

Joint vs PC Joint vs Solo PC vs Solo
Theta MPFC MPFC alPS_R
PMC PCC/Prec TPJ R
alPS_L PMCL
alPS/TPJ_bil
Alpha MPFC MPFC SMA_L
PCC/Prec M1R
M1R
Beta dMPFC TPJ_R PMCR
TPJ R Prec
Gamma PCC/Prec PCC/Prec Prec
alPS/TPJ_bil alPS/TPJ_bil

in the left hemisphere and the medial regions (mPFC and Prec) in the
Joint condition when compared to the other two conditions. The theta
band showed in addition a significant role of the PMC R in the Joint
condition vs Solo. The beta band revealed similar but less dense con-
nectivity patterns for the contrast Joint vs Solo and a significant role of
the PMC_R and Prec in the Joint condition vs PC. Sporadic connections
resulted from the pairwise comparisons between connectivity patterns
obtained in the gamma band.

The ANOVAs performed to evaluate the role of single ROIs (degree
index) in the three conditions highlighted higher involvement in Joint
condition with respect to PC and Solo for the PMC (left and right), the
mPFC, the Prec and the SMAp in the theta band. Alpha showed signifi-
cant result in aIPS_L, in bilateral PMC, in Prec and M1, whereas beta
bands evidenced an effect of task condition on the degree values in
alPS_L, right PMC, rTPJ and M1 L (see Fig. 3 and Tables S2 and S3 in
supplemental materials). No significant differences were found for any
of the other ROIs. No significant results were found for the gamma band.

As for the communication within and between MNS and MENT
systems, the results of the ANOVA computed on intra-circuit (Intra MNS
and Intra MENT) and inter-circuit connection (MNS-MENT and MENT-
MNS) densities in the three conditions are shown in Fig. 4 and re-
ported in supplemental materials (Tables S4 and S5). Only the density of
the connections within MNS in alpha band and of those going from MNS
to MENT in theta and alpha bands are significantly modulated by the
experimental conditions. In particular, the communication within MNS
and from MNS to MENT are significantly higher in Joint condition with
respect to PC and Solo (Fig. 4 for alpha band and Fig. S2 for the other
bands), as revealed by Newmann-Keuls’ post-hoc test.

3.1.2. Multiple-brain connectivity analysis

The connectivity networks obtained from the multiple-brain analysis
performed on each of the 16 dyads were statistically compared between
conditions to obtain grand-average connectivity patterns like those re-
ported in Fig. 5 for the beta band and Fig. S3 for all the bands. These
results show a significantly increased inter-subject connectivity
involving almost all the areas in the three considered systems, for the
Joint condition when compared to the other two conditions. Similar
results were obtained for the other frequency bands, with a lesser
interaction between the two brains in the gamma band (Fig. S3).

The ANOVAs performed to evaluate the role of single ROIs (degree
index) in the three conditions returned significant results in the same
ROIs and same bands as obtained for the single-subject connectivity
analysis, i.e. for the left aIPS, the PMC (left and right), the Prec, the left
TPJ, and the SMAp in the theta, and similar also for alpha. Beta showed
significant results in bilateral PMC, mPFC and left M1 (see also Tables S6
and S7 in suppl. material). A graphical representation of such results is
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reported in Fig. 6, that shows the condition for which the degree of each
ROI was significantly stronger than in the other two conditions (New-
mann-Keuls’ post-hoc test).

Results of the ANOVAs performed to evaluate how the inter-circuit
density (MNS<MNS, MENT<MENT, MNS—MENT, MENT—MNS) in
the multiple-subjects networks is modulated by the type of interaction
were shown in Fig. 7 for theta band (other bands are reported in
Figure S4 and Tables S8 and S9 of supplemental materials). Newmann-
Keuls’ post-hoc test showed a significantly higher MNS<MNS inter-
circuits density for the joint condition with respect to the other two
conditions in theta (Fig. 7), alpha and beta bands (Fig. S4). Similar
behavior was found for MNS—MENT inter-circuits density in theta band
(Fig. 7) and for MENT—MNS inter-circuits density in theta (Fig. 7) and
alpha bands (Fig. S4).

Table 2

4. Discussion

Successful JA is based on action simulation and co-representation,
which involves complex brain networks. The primary goal of the cur-
rent study was to characterize the neural correlates of JA during ongoing
social interaction in the context of a multi-brain connectivity analysis in
the source domain, providing relevant information about the role in
social function of two essential systems, the human MNS and MENT, and
describing their influence at both intra-brain and inter-brain levels.

4.1. Joint action in a single brain

In our first investigation, we focused on identifying the brain regions
involved during joint and individual actions by using a virtual bar-
balancing task in which participants were required to cooperate with
a human agent or to act alone or with a PC. In the joint condition, the
dyad’s shared goal was to reach the target area avoiding the obstacle in
the middle of the screen. In order to successfully complete this task
cooperatively with another person, both agents have to collaborate
together to reach the goal without rolling the ball down, actually con-
trolling one side of a single virtual bar with their right index finger.
Behaviorally, we found that successful interaction with a human agent
resulted in higher trials, while the PC condition had the lowest number
of successful trials. This may be due to the human agent’s different
attitude towards cooperation and responsiveness compared to a human
and requires high levels of interpersonal motor coordination and co-
representation. Consequently, we hypothesized that the human
"mirror neuron system" (MNS) and the mentalizing system (MENT)
would be more active in the joint condition than in the other conditions
(Solo and PC).

We found activation of several brain regions of the MNS and MENT
during the JA condition. showing stronger activations in mPFC, TPJ and
Precuneus (three brain regions of the MENT) complemented by
enhanced activation in bilateral aIPS and left PMC (brain regions of the
MNS). These findings support previous fMRI data showing the critical
role of both systems (Newman-Norlund et al., 2008, Alcala-Lopez et al.,
2019, Becchio et al., 2012, Chauvigné et al., 2018): during JA in-
dividuals are required to continuously consider their partner’s actions
by i) adjusting their behavior through the integration of the partner’s
actions within their own actions, which is supported by the MNS, and ii)
understanding the intentions of others and disentangling mental states
using an inference-based mechanism (MENT). In particular, it has been
proposed that MNS might play an important role during JA by eliciting
the neural representation of an observed action in one’s own motor
systems, thus providing a plausible neural mechanism for integrating
one’s own and observed actions into a common representation (Bonini
etal., 2022, Rizzolatti et al., 2001). The MENT appears to be involved in
the integration of the flow of social salient signals produced by both
partners during joint actions, providing relevant information to infer the
partners’ intentions (Abe et al., 2019, Carter and Huettel, 2013, Geng
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Fig. 2. Grand Average (N = 32) INTRA-BRAIN Connectivity patterns. The networks were obtained by statistically comparing the single-brain patterns obtained for
the Joint condition with those achieved for PC and Solo conditions (paired t-test, p < 0.05 FDR corrected, one-side test, right tail). Each ROI is represented by a sphere
whose color codes for the brain circuit: green for MNS, purple for MENT, yellow for MC. Statistically significant connections (Joint > Solo or Joint > PC) between

ROIs are represented by means of red directed arrows.

and Vossel, 2013). Our results based on EEG data confirm that both
neural systems are involved in JA and sustain cognitive processes that
are associated with social interaction (Vogeley, 2017). Moreover, our
results revealed a solid connection between MNS and MENT (Fig. 2).
These results confirm that single brain regions of these mechanisms are
central “nodes” during JA enabling two agents to be engaged in coop-
erative actions.

Furthermore, we were interested in distincting functional roles of
both systems, by quantifying the connections involving each brain re-
gion. We demonstrated that in different bands during JA, the number of
connections involving PMC (bilateral), mPFC, Prec, left aIPS and right
TPJ was higher than in the other two conditions (PC and Solo). As
known, the PMC is associated with motor resonance generating tem-
poral predictions and is involved in determining the timing of turn-
taking during joint actions (Bolt and Loehr, 2021, Hadley et al.,
2015). In our JA condition both agents controlled one side of the same

virtual bar by alternately pressing a button with the right index finger:
the correct timing alternation between the agents was fundamental to
reach the goal and to prevent the ball free to roll down. It follows that
the involvement of the PMC in the JA condition was essential in this
task. Furthermore, the aIPS subserves the execution of hand
goal-oriented movements (Van Overwalle and Baetens, 2009, Tunik
etal., 2007) and the comprehension of actions with immediate goals (de
C. Hamilton and Grafton, 2008). As already introduced, also part of the
MENT contributes to JA, which is confirmed by our results, showing a
prominent involvement of the mPFC. The mPFC, a key component of the
mentalizing system (Ciaramidaro et al., 2014, Vogeley, 2017, Walter
et al., 2004) and is assumed to be involved in coding one’s own and the
other person’s action over time allowing a joint representation of the
goal’s action (Dolk et al., 2012, Humphreys and Bedford, 2011, Frith
and Frith, 2007). TPJ and Prec are also two neural areas belonging to the
mentalizing system (Walter et al., 2004, Ciaramidaro et al., 2007,
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Fig. 3. Graphical representation of the results of repeated measures ANOVA conducted on ROI degree index computed at intra-brain level in three frequency bands.
For each ROI we use a sphere whose color and dimension are representative of the results of the statistical analysis. In particular we used: red when the degree of the
ROI is significantly higher in Joint condition with respect to the others; blue when the degree of the ROI is significantly higher in PC condition with respect to the
others; orange when the degree of the ROI is significantly higher in Solo condition with respect to the others; grey when no significant differences resulted from the
ANOVA. The significance was evaluated by means of Newmann-Keuls’ post-hoc test.
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Fig. 4. Bar diagram reporting the results of the repeated measures ANOVA
conducted on the intra-circuit and inter-circuit connection densities computed
at intra-brain level for alpha band. The symbol * highlights a significant dif-
ference between two levels of the within factor (Joint, PC, Solo) as revealed by
Newmann-Keuls’ post-hoc test. The results obtained for the other frequency
bands are reported in Fig. S2.

Gallagher et al., 2002, Vogeley et al., 2001, Goel et al., 1995) and are
involved in self-other distinction (Newman-Norlund et al., 2008, Abe
et al., 2019). Specifically, it has been proposed that the TPJ appears to
be implicated in two sets of functions relevant to JA: reorientation of
attention and social cognitive functions ranging from the processing of
socially relevant movements and cues, to inferring social intentions (Abe
et al., 2019). The degree of cooperation between partners during joint
action is thus reflected in the activation in TPJ, which is important for
deducing the partner’s intent. To do this, it manages and extracts the
flow of data relevant to a goal-oriented joint action, enabling the
execution of joint movements only when self- and other-movement
planning overlaps (Dumas et al., 2020, Era et al., 2020). Similarly, it
has been proposed that Prec is part of the network used to determine a
sense of agency and self-other distinction (Abe et al., 2019, Vogeley
et al., 2001, Vogeley and Fink, 2003). In the current experiment, it is
plausible that during JA the participants are more focused on moni-
toring their own behaviors in order to better disambiguate their own
actions from those generated by the co-agent.

Although it is claimed that each single brain area of both systems is
essential and serves its specific function during successful interaction, it
is still unclear how these areas are functionally connected within and
between the two systems. In line with this, we also aimed to investigate
the reciprocal influence of each brain area within his circuits and be-
tween circuits. By comparing the JA conditions with respect to PC and
Solo we found a significantly stronger density of connections within the
MNS in alpha band, and a significantly stronger density of connections
directed from MNS to MENT (theta and alpha bands).

The increased communication flow from MNS to MENT corroborates
the hypothesis that MNS is involved in the early stages of social cogni-
tion, underlying an initial, fast and automatic processing of socially
salient stimuli in JA, whereas MENT is assumed to be involved in the
‘late’ stages of controlled processes of evaluation of socially relevant
information (Vogeley, 2017, Spunt and Lieberman, 2013, Keysers and
Gazzola, 2007). Our results confirmed that, at the intra-brain level, MNS
and MENT are two complementary mechanisms that support two
different functional roles during interaction with others: Automatic
behavior identification is supported by the MNS and inferring the actor’s
mental state is supported by the mentalizing system (Van Overwalle and
Baetens, 2009, Kilner, 2011, Apperly, 2008, de Lange et al., 2008). The
claim is that, while MNS is related to the early, automatic processing of
spatial or body-related information, and it sends this information to
MENT. In turn, MENT, pertaining to a late, controlled processing of
information connected to the inner experience of people - including
oneself - is influenced by the information received from MNS.

4.2. Joint actions between brains

When two people interact, perceived information is conveyed be-
tween their brains, enabling people to anticipate and instantly adjust to
the behavior of others and to represent shared action goals. In terms of
neural activation, it follows that the neural mechanisms involved in the
agents should be reciprocally influenced. Consequently, an important
contribution of the present study was to explore the complex and un-
predictable interaction between a specific dyad in terms of neural
mechanisms in relation to the specific inter-brain contributions of MNS
and MENT by implementing a multi-brain connectivity analysis in the
source domain, a methodology that allowed us to capture the interaction
as an autonomous property of the “dual system” and to explain how the
brains of a dyad work (Hari, 2017). In line with previous hyperscanning
studies (Dumas et al., 2020) our analyses initially included all EEG
frequency bands relevant to physiological waking states. Through
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Fig. 5. Grand Average (N = 16 dyads) INTER-BRAIN Connectivity patterns in beta band. The networks were obtained by statistically comparing the multiple brain
networks obtained in the Joint condition with those related to PC and Solo conditions (paired t-test, p < 0.05 FDR corrected, one-side test, right tail). Each ROI is
represented by a sphere whose color codes for the brain circuit: green for MNS, purple for MENT, yellow for MC. Statistically significant connections (Joint > Solo or

Joint > PC) between ROIs are represented by means of red directed arrows.
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Fig. 6. Graphical representation of the results of the repeated measures ANOVA conducted on inter-circuit density in the multiple brain network for theta, alpha and
beta bands. The centroid of each ROI for each subject is indicated by a sphere. The color of each sphere indicates which condition shows the (significantly) stronger
degree for that ROI: red when it is significantly higher in the Joint condition with respect to the others; blue when it is significantly higher in PC condition (not
occurring); orange when it is significantly higher in Solo condition (not occurring); gray when no significant differences resulted from the ANOVA (Newmann-Keuls’

post-hoc test).

subsequent statistical tests and power analysis, we excluded the Gamma
band, focusing instead on the Theta, Alpha, and Beta bands.

Our results delineated a significantly increased inter-subject con-
nectivity involving MNS, MENT and MC in all the analyzed frequency
bands during JA compared to Solo and PC conditions. Such finding
confirmed the band-unspecific behavior of multiple-brain networks
highlighted in previous studies on social cognitive process. In particular,
fronto-central and occipital-temporal regions resulted as mainly
involved in theta band (Dumas et al., 2012, Moreau et al., 2020), while
alpha and beta bands were mostly associated to sensorimotor and
cognitive coordination processes and motor related activities, respec-
tively (Konvalinka et al., 2014, Tognoli et al., 2007, Novembre et al.,
2014, Ménoret et al., 2014).

An increased inter-brain connectivity between two brains during
interaction versus non-interaction conditions has already been reported
in previous studies (Astolfi et al., 2020, Astolfi et al., 2010, Dumas et al.,
2012, Lindenberger et al., 2009). However, to our knowledge, here we
described for the first time, an increased specific connectivity in MENT
and MNS systems.In particular, at inter-brain level we found similar
results as for the single-subject connectivityi.e. the left aIPS, mPFC,

bilateral PMC, the Prec, the left M1, and the SMAp in all the bands
although to different degree. Nevertheless, the multi-brain connectivity
study here proposed enables us to build on the findings at the individual
level and to make a distinctive contribution to the description of how the
brains of a dyad works in terms of neural modulation of MNS and MENT.
In fact, the inter-brain level data demonstrated functional connectivity
between the MNS systems of both agents during JA and reciprocal effect
between the MNS and MENT systems of the two subjects showing a
reciprocal influence of these mechanisms guiding social interaction. In
addition, the correlation analysis revealed that the more our participants
play and interact together, the more integrated the circuits are. We claim
that, during JA interbrain synchronies may steer social interaction. This
process seems to begin with neural activity in the MNS and MENT of one
individual (Subject 1), which evokes cooperative behavior. This
behavior, in turn, triggers the MNS and MENT in the second individual
(Subject 2), resulting in an adaptive cooperative behavioral response.
This is corroborated by the finding of hyperscanning studies stating that
participation in social interaction directly affects motor interbrain syn-
chronization among people’s reciprocal encoding and interpretation of
intention (for review see 73, 105). A new theoretical and experimental
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4.3. Limitations of the study

Our sample only included male subjects, and thus, the results are not
representative of both sexes. But evidence suggests that it is possible to
expect changes on joint actions effects related to the perceived similarity
between both agents (Wang et al., 2018, Miyata et al., 2021) and the
gender composition of pairs should affect the joint action, given that
gender is one of the most salient types of social categorization (Friston,
2008). Consequently, it seems necessary to investigate Joint actions
with greater statistical power that include male and female participants
or consider gender-related variables measuring same-gender pairs and
mixed-gender pair.

In this work we decided to use the SLORETA approach for localizing
EEG sources since for the level of noise we estimated in our data and the
depths of the sources we included in the study, it gives the best solution
in terms of both localization error and ghost sources (Grech et al., 2008).
Moreover, being a non-parametric approach, dipole sources are
distributed in the whole brain volume covering the entire gray matter,
thus ensuring a good spatial sampling of the regions of interest. How-
ever, the selection of a specific source localization approach would have
affected the results obtained. Future studies should confirm the results
obtained by applying other localization approaches thus generalizing
the findings and making them untied with respect to the method
applied.

Furthermore, the innovative methodological approach employed in
this work allowed to describe the interaction between MNS and MENT
systems at intra- and inter-subject levels considering the interaction
established during the entire experimental session as a static phenom-
enon overlooking all the aspects related to the transient, namely the
establishment of the relationship and its temporal evolution along the
game. In fact, the high complexity of the model used to characterize such
interaction requires a substantial amount of data which is satisfied only
using the entire dyadic dataset as input of the algorithms employed.
Future studies should address this issue by proposing new approaches
able to keep in the computation the temporal aspects of the interaction
and thus providing an estimate of the multiple-brain model at single trial
level. This would ensure the possibility to track the establishment of the
interaction and follow its evolution along time.

5. Conclusion

Neuroscience is still in its early stages, but a two-person approach
can clarify open questions and formulate new hypotheses about human
social interaction. The study explored the MNS and MENT systems
during JA, revealing a bidirectional synergy between them. This high-
lights the collaborative nature of human cognition and the importance
of studying social interaction from a multi-subject perspective. The
findings suggest a need for a multiple-brain approach to understand
human social behavior in real-world settings.
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