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A B S T R A C T

When a heat pipe is used as a cooling system for road vehicles, it is subject to acceleration which can adversely
affect its thermal performance. In this study, we investigate the possibility of applying heat pipes for the cooling
of power modules subject to time-varying power dissipation and time-dependent acceleration vectors whose
projection along the heat pipe axis is up to 3𝑔. The problem is tackled by modelling the heat pipe through
a lumped parameter thermal network (LPTN). A numerical algorithm is used to solve the equations of LPTN
representing the heat pipe. The code is then coupled with a 3𝐷 CFD solver (OpenFOAM) to perform a 1D/3D
co-simulation and test the applicability of heat pipes as the cooling system in high-performance cars.
1. Introduction

The design of cooling systems for power modules involves the
transport of heat at high power density. A heat pipe is a passive cooling
device that transports heat from a heat source to a sink via phase
change. In some applications, this results in a highly efficient, heat
transfer system [1,2]. Besides power modules (see for example [3]),
heat pipes are also applied to other electronic devices [4].

The behaviour of heat pipes has been investigated following differ-
ent approaches. Experimental studies provide useful information about
heat pipe operation and performance. For example, Huang et al. [5] and
El-Genk et al. [6] investigate the transient response of a heat pipe mea-
suring the wall and vapour temperature when the evaporator is subject
to step changes in input power. Garimella et al. [7] characterises the
performance of the heat pipe wick by measuring the mass flow rate
of the working fluid and its temperatures. Wang et al. [8] study the
pressure difference between the condensing and boiling sections in a
heat pipe.

Scott and Kirk [9] perform experiments on a flexible heat pipe sub-
ject to a transient radial acceleration; Kiseev et al. [10] and Zaghdoudi
& Sarno [11] show the effect of accelerations on a flat plate heat pipe.

In parallel with the experimental works, researchers have developed
analytical models of different complexity. Riffat et al. [12] investigates
the performance of mini and micro heat pipes where gravitational ef-
fects are included. Zhu & Vafai [13] have developed a two-dimensional
analytical model for the steady-state operation of cylindrical heat pipes
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which incorporates the liquid–vapour interfacial forces and also the
non-Darcian (quadratic) term in the wick. Also, the case of heat pipes
inclined with respect to gravity can be tackled analytically [14].

The numerical approach can be two- or three-dimensional or use a
lumped parameter model. Tournier et al. [15] have developed a two-
dimensional Finite Volume model to simulate the transient behaviour
of a heat pipe, the model is validated against experimental data from
Huang et al. [5]. Sun et al. [16] investigated the three-dimensional,
steady-state behaviour of a set of heat pipes, including the single heat
pipe failure and the heat pipes cascade failure accident. The three-
dimensional, unsteady operation of a heat pipe has been represented
numerically by Höhne [17] to assess its behaviour and thermal per-
formances. A convenient numerical representation of a heat pipe is
through a transient thermal network. The first unsteady model in the
literature is described by Zuo & Faghri [18]. The model is compared
with the experimental data by El-Genk [6], and its behaviour in time is
found to be slightly faster than the measured one. Ferrandi et al. [19]
have developed a lumped parameter numerical model to simulate
the transient operation of sintered heat pipes. The code is validated
in unsteady conditions by comparison with experimental results [5]
and numerical results [15]. In the steady state case, the code is also
validated against analytical results [13]. Caruana et al. [20] developed
a lumped parameter model to simulate the transient operation of a
heat pipe including gravity and real gas effects which are not included
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by [19]. The focus of Ref. [20] is on the error brought by the rep-
resentation of the vapour phase by the ideal gas law. In the present
study, a time-dependent volumetric source of momentum is added to
the lumped parameter formulation in Ref. [19]. The additional term can
represent accelerations with respect to an inertial frame of reference.
In addition and in view of practical applications, lumped parameter
models can be conveniently coupled to three-dimensional, unsteady
simulations in order to fully represent the complex interaction between
heat sinks and systems in the effort to achieve thermal control.

The 1D/3D co-simulation approach, see for example Refs. [21–24],
is conveniently used when the system of interest is too complex and
computationally expensive for a full three-dimensional unsteady CFD
simulation, while a one-dimensional network representation might be
inaccurate in the regions where fluid flow and heat transfer are highly
three-dimensional. It allows to treat by a lumped parameter model (1D)
selected components of the investigated system, which are easier to
model than to fully represent by using CFD. This is the case of a pipe
network, easily amenable to a lumped parameter model or a heat pipe
where evaporation, condensation and capillarity effects are accounted
for through simple lumped parameter models. In this case, it can be
convenient to resort to 1D/3D co-simulation where the time-dependent
lumped parameter approach is coupled to three-dimensional unsteady
thermal and fluid mechanics simulations.

This work is motivated by the possible application of cooling sys-
tems based on passive loops on accelerating road vehicles, where the
projection of the acceleration vector along the heat pipe axis is of order
a few times 𝑔. An unsteady volumetric source of momentum is added
to the lumped parameter representation of heat pipes found in the
literature [19]. Tests are carried out in a practical high-performance
car application. The present work clarifies how the effect of strong
accelerations can be successfully implemented in a lumped parameter
heat pipe model.

On the one side, we investigate the possibility of applying heat
pipes to the cooling of accelerating mechanical systems. In addition, we
implement the 1D/3D co-simulation approach to test its applicability
and convenience. For the particular case under scrutiny, it is found that
when the accuracy required in the prediction of the temperature level
of critical regions of the system is high, the effect of accelerations of
order a few times 𝑔 should be accounted for.

. Numerical method

The problem of modelling a heat pipe is tackled here by an unsteady
umped parameter approach. Accordingly, a fluid network is introduced
oupled to a thermal network, the two networks are defined in the same
egion.

.1. A coupled two-phase fluid and thermal model for heat pipe represen-
ation

In the context of this approach, the physical domain is subdivided
nto Control Volumes (CVs). One single, 𝑗th value for each unknown
s associated with the 𝑗th Control Volume, these values should be
nterpreted as space-averaged values. Fluxes of mass, momentum and
nergy are calculated between CVs.

The numerical reduces to the solution of a number of algebraic
quations, which corresponds to the product of the number of unknown
ields times the number of control volumes representing the system in
onsideration. Such algebraic equations descend from their differential
ounterparts through discretisation. Differential equations enforce mass
onservation, momentum balance and thermal energy balance. The
eat pipe system is subdivided into 𝑛cv = 8 CVs, as displayed in Fig. 1.
ables 1 and 2 report the list of unknowns, together with the indication
f the equation associated with the specific unknown. Not all of the CVs
re associated with an equal number of unknowns: velocity and pres-
ure are not defined in CVs in solid regions. Pressure and temperature
2

in the vapour phase of the evaporator and the condenser are almost
equal because of the very small losses encountered by the fluid flow
in the heat pipe core and the circumstance that the process there is
isothermal. As a consequence, only two control volumes are defined in
the vapour region, see again Fig. 1. The 17 unknowns introduced in
Tables 1 and 2 correspond to an equal number of equations, see the
semi-discrete equations, (2.1) to (2.17).

Equations from (2.13) to (2.16) represent the spatially discrete mass
conservation equations in the corresponding CV, enforced at the porous
material close to the evaporator and condenser and at the clear vapour
region of the evaporator and condenser. Eqs. (2.11) to (2.12) represent
the axial projection of the spatially discrete momentum equations in the
vapour region, Eq. (2.11), and in the liquid-saturated porous material,
Eq. (2.12). The additional term (𝜌𝑎𝑧) represents the 𝑧th projection
(where 𝑧 is the heat pipe axial direction) of fictitious forces per unit
volume due to a possibly non-inertial frame of reference. The Young–
Laplace equation (2.17) enforces the relation between pressure drop
across a curved liquid–vapour interface and surface tension.

Equations from (2.1) to (2.6) represent the semi-discrete heat con-
duction equations, Eq. (2.1) includes also a source of energy, which
represents heat subtracted from the device to be cooled. With reference
to Fig. 1 the six equations represent thermal balances of the solid wall
region at the evaporator, solid wall region at the condenser, porous
material at the evaporator, porous material at the condenser, the solid
wall of the adiabatic region and finally, the porous material at the
adiabatic region. Eqs. (2.7) and (2.8) represent the progress in time
of adiabatic transformations of an ideal gas. There, the assumption
that thermodynamic formulas derived for equilibrium systems may
be applied locally in non-equilibrium contexts, is considered valid.
Eqs. (2.9) and (2.10) are obtained from the definitions of latent heat
of vaporisation 𝜆𝛼 and condensation 𝜆𝛽 together with the definitions
of thermal resistances 𝑅 between CVs: 𝑅𝑒𝑝−𝑒𝑣 and 𝑅𝑐𝑝−𝑐𝑣, see Fig. 1.
When two letters are given in the subscript, the first makes reference
to the control volume (𝑎 - adiabatic, 𝑐 - condenser, 𝑒 - evaporator) the
second to the sub-component (𝑝 - porous, 𝑤 - wall) or to the phase of the
fluid (𝓁 - liquid, 𝑣 - vapour), depending if it is under scrutiny the solid
material or the fluid phase. The nomenclature is also with reference
to the schematics of the heat pipe given in Fig. 1. The subscripts of
thermal resistances instead refer to the two control volumes sharing
the heat flux, subject to the resistance.

Thermal equations:
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𝐶𝑒𝑤
𝑑𝑇𝑒𝑤
𝑑𝑡

= �̇�𝑖𝑛 −
𝑇𝑒𝑤 − 𝑇𝑎𝑤
𝑅𝑎𝑤−𝑒𝑤

−
𝑇𝑒𝑤 − 𝑇𝑒𝑝
𝑅𝑒𝑝−𝑒𝑤

(2.1)

𝐶𝑒𝑝
𝑑𝑇𝑒𝑝
𝑑𝑡

=
𝑇𝑒𝑤 − 𝑇𝑒𝑝
𝑅𝑒𝑝−𝑒𝑤

−
𝑇𝑒𝑝 − 𝑇𝑎𝑝
𝑅𝑎𝑝−𝑒𝑝

−
𝑇𝑒𝑝 − 𝑇𝑒𝑣
𝑅𝑒𝑝−𝑒𝑣

(2.2)

𝐶𝑐𝑤
𝑑𝑇𝑐𝑤
𝑑𝑡

=
𝑇𝑎𝑤 − 𝑇𝑐𝑤
𝑅𝑎𝑤−𝑐𝑤

−
𝑇𝑐𝑝 − 𝑇𝑐𝑤
𝑅𝑐𝑝−𝑐𝑤

−
𝑇𝑐𝑤 − 𝑇𝑓
𝑅𝑓−𝑐𝑤

(2.3)

𝐶𝑐𝑝
𝑑𝑇𝑐𝑝
𝑑𝑡

=
𝑇𝑐𝑤 − 𝑇𝑐𝑝
𝑅𝑐𝑝−𝑐𝑤

−
𝑇𝑐𝑝 − 𝑇𝑎𝑝
𝑅𝑎𝑝−𝑐𝑝

−
𝑇𝑐𝑝 − 𝑇𝑐𝑣
𝑅𝑐𝑝−𝑐𝑣

(2.4)

𝐶𝑎𝑤
𝑑𝑇𝑎𝑤
𝑑𝑡

=
𝑇𝑒𝑤 − 𝑇𝑎𝑤
𝑅𝑎𝑤−𝑒𝑤

−
𝑇𝑎𝑤 − 𝑇𝑐𝑤
𝑅𝑎𝑤−𝑐𝑤

(2.5)

𝐶𝑎𝑝
𝑑𝑇𝑎𝑝
𝑑𝑡

=
𝑇𝑒𝑝 − 𝑇𝑎𝑝
𝑅𝑎𝑝−𝑒𝑝

−
𝑇𝑎𝑝 − 𝑇𝑐𝑝
𝑅𝑎𝑝−𝑐𝑝

(2.6)

𝑑𝑇𝑒𝑣
𝑑𝑡

=
𝛾 − 1
𝛾

𝑇𝑒𝑣
𝑃𝑒𝑣

𝑑𝑃𝑒𝑣
𝑑𝑡

(2.7)

𝑑𝑇𝑐𝑣
𝑑𝑡

=
𝛾 − 1
𝛾

𝑇𝑐𝑣
𝑃𝑐𝑣

𝑑𝑃𝑐𝑣
𝑑𝑡

(2.8)

�̇�𝛼 =
1
𝜆𝛼

𝑇𝑒𝑝 − 𝑇𝑒𝑣
𝑅𝑒𝑝−𝑒𝑣

(2.9)

�̇�𝛽 =
1
𝜆𝛽

𝑇𝑐𝑣 − 𝑇𝑐𝑝
𝑅𝑐𝑝−𝑐𝑣

(2.10)

Mechanical equations:
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Fig. 1. Schematics of the heat pipe with notation. The control volume of vapour at the evaporator side is indicated by: ev; evaporator, porous control volume by: ep; evaporator,
solid wall by: ew. The adiabatic, porous control volume is indicated by: ap; adiabatic, solid wall by: aw. The control volume of vapour at the condenser side is indicated by: cv;
condenser, porous control volume by: cp; and the solid wall at the condenser side by: cw.
Table 1
List of unknowns and associated equations.
Unknown Equation Reference

�̇�𝑒 Latent heat of vaporisation definition (2.9)
�̇�𝑐 Latent heat of condensation definition (2.10)
�̇�𝑣 Steady-state Momentum equation for the vapour phase (2.11)
�̇�𝓁 Steady-state Momentum equation for the liquid phase in the wick (2.12)
𝑃𝑒𝑣 Steady-state Continuity and perfect gas law in the evaporator (2.13)
𝑃𝑐𝑣 = 𝑃𝑐𝓁 Steady-state Continuity and perfect gas law in the condenser (2.14)
𝑚𝑒𝓁 Steady-state Continuity equation in the evaporator (2.15)
𝑚𝑐𝓁 Steady-state Continuity equation in the condenser (2.16)
𝑃𝑒𝓁 Young–Laplace equation (2.17)
Table 2
List of temperature unknowns and associated equations. A local thermal equilibrium
assumption ensures that in the porous material (wick) the liquid and the solid phases
are at the same temperature.

textbfUnknown Equation Reference

𝑇𝑒𝑤 Discretised Fourier’s Equation (2.1)
𝑇𝑒𝑝 = 𝑇𝑒𝓁 Discretised Fourier’s Equation (2.2)
𝑇𝑐𝑤 Discretised Fourier’s Equation (2.3)
𝑇𝑐𝑝 = 𝑇𝑐𝓁 Discretised Fourier’s Equation (2.4)
𝑇𝑎𝑤 Discretised Fourier’s Equation (2.5)
𝑇𝑎𝑝 = 𝑇𝑎𝓁 Discretised Fourier’s Equation (2.6)
𝑇𝑒𝑣 Time derivative of the polytropic equation (2.7)
𝑇𝑐𝑣 Time derivative of the polytropic equation (2.8)
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8𝜇𝑣𝐿eff

𝜋𝜌𝑣𝑟4𝑖𝑝
�̇�𝑣 = −𝛥𝑃𝑣 − 𝜌𝑣𝑎𝑧𝐿eff (2.11)

𝐾𝐿eff
𝜇𝓁𝐴𝜖

d�̇�𝓁

d𝑡
+
𝐿eff
𝜌𝓁𝐴

�̇�𝓁 = −𝐾
𝜇
(𝛥𝑃𝓁 + 𝜌𝓁𝑎𝑧𝐿eff) (2.12)

𝑉𝑒𝑣
𝛾�̃�𝑇𝑒𝑣

𝑑𝑃𝑒𝑣
𝑑𝑡

= �̇�𝛼 − �̇�𝑣 (2.13)

𝑉𝑐𝑣
𝛾�̃�𝑇𝑐𝑣

𝑑𝑃𝑒𝑣
𝑑𝑡

= �̇�𝑣 − �̇�𝛽 (2.14)

𝑑𝑚𝑒𝓁
𝑑𝑡

= �̇�𝓁 − �̇�𝛼 (2.15)

𝑑𝑚𝑐𝓁
𝑑𝑡

= �̇�𝛽 − �̇�𝓁 (2.16)

𝑃𝑒𝑣 − 𝑃𝑒𝓁 = 𝑏 2𝜎
𝑟𝑛

(2.17)

In Eqs. (2.11) and (2.12), an effective length is introduced 𝐿eff,
which represents the length of the heat pipe between the condenser
and the evaporator which is filled with the liquid [1].

𝐿eff =
𝐿𝑒 + 𝐿𝑐

2
+ 𝐿𝑎 (2.18)

The effective thermal conductivity of the porous material, which is
used in the calculation of several thermal resistances (𝑅𝑒𝑝−𝑒𝑣, 𝑅𝑎𝑝−𝑒𝑝,
𝑅 , 𝑅 ), is modelled to account for thermal conduction in such
3

𝑐𝑝−𝑐𝑣 𝑎𝑝−𝑐𝑝
Table 3
Geometrical characteristics of the heat pipe.

Parameter Symbol Value Unit

Solid wall external radius 𝑟𝑜𝑤 9.55 [mm]
Solid wall internal radius 𝑟𝑖𝑤 9.40 [mm]
Porous wick external radius 𝑟𝑜𝑝 9.40 [mm]
Porous wick internal radius 𝑟𝑖𝑝 8.65 [mm]
Evaporator axial length 𝐿𝑒 600 [mm]
Adiabatic axial length 𝐿𝑎 90 [mm]
Condenser axial length 𝐿𝑐 200 [mm]
Effective length 𝐿eff 490 [mm]
Average pore radius 𝑟𝑔 59 [μm]
Porosity 𝜖 0.9 –
Permeability 𝐾 1.5 ⋅ 10−3 [mm2]

three-phase system [25] following the equation:

𝑘eff =
𝑘𝑠𝑉𝑠 + 𝑘𝑣𝑉𝑣

3𝑘𝑠
2𝑘𝑠 + 𝑘𝑣

+ 𝑘𝓁𝑉𝓁
3𝑘𝑠

2𝑘𝑠 + 𝑘𝓁

𝑉𝑠 + 𝑉𝑣
3𝑘𝑠

2𝑘𝑠 + 𝑘𝑣
+ 𝑉𝓁

3𝑘𝑠
2𝑘𝑠 + 𝑘𝓁

(2.19)

where 𝑣 is the volume fraction.

2.2. Validation of the numerical code

The code is validated by reproducing the unsteady results by Fer-
randi et al. [19]. In that work, the envelope and the porous material of
the heat pipe are made of copper and the working fluid is water. The
geometrical characteristics of the heat pipe are given in Table 3. All
the thermophysical properties used in the simulation are displayed in
Tables 4, 5 and 6. The properties of the liquid used to cool the heat
pipe are instead given in Table 7. Given that not all the quantities
required to perform the simulation are provided in the paper by Fer-
randi et al. [19], missing quantities are extracted from saturated water
tables in Incropera et al. [26] and are hypothesised not to depend on
time during the simulation.

At the start of the simulation (𝑡 = 0 s) the heat pipe temperature is
𝑇0 = 296K, for 𝑡 > 0 s a heat flux is imposed at the evaporator with
a given time law, as displayed in Fig. 2. The thermal power provided
to the system increases following a piecewise-linear law and becomes
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Fig. 2. Time history of the thermal power provided in input.
Table 4
Thermophysical properties of the copper.

Physical quantity Symbol Value Unit

Density 𝜌𝑠 8960 [kg∕m3]
Thermal conductivity 𝑘𝑠 390 [W∕mK]
Specific heat 𝑐𝑠 385 [J∕kgK]

Table 5
Thermophysical properties of the saturated liquid water.

Physical quantity Symbol Value Unit

Density 𝜌𝓁 979 [kg∕m3]
Thermal conductivity 𝑘𝓁 0.660 [W∕mK]
Specific Heat 𝑐𝓁 4188 [J∕kgK]
Viscosity 𝜇𝓁 420 ⋅ 10−6 [Pa s]
Surface Tension 𝜎𝓁 0.065 [N∕m]
Latent Heat of Vaporisation 𝜆𝑙 2342 [kJ/kg]

Table 6
Thermophysical properties of the saturated vapour.

Physical quantity Symbol Value Unit

Density 𝜌𝑣 0.17 [kg∕m3]
Specific Heat 𝑐𝑣 1930 [J∕kgK]
Viscosity 𝜇𝑣 10.69 ⋅ 10−6 [𝑃𝑎 𝑠]
Specific heat ratio 𝛾𝑣 1.31 [−]
Perfect gas constant 𝑅𝑣 461.50 [J∕kgK]

Table 7
Thermophysical properties of the cooling water at 296.2K.
Quantity Symbol Value Unit

Density 𝜌𝑓 998 [kg∕m3]
Specific Heat 𝑐𝑓 4181 [J∕kgK]

constant after 400 s. At time level 𝑡 = 600 s, the thermal power starts to
decrease with a linear time law until the time level 𝑡 = 700 s where it
is turned off (0W) and kept at 0W until the end of the simulation, at
𝑡 = 900 s.

The time histories of temperature at the evaporator wall, condenser
wall and of vapour are displayed in Fig. 3. During the transient (from
𝑡 = 0 to 𝑡 = 430) results are extracted at three different time levels:

• 𝑡 = 66 s
4
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Table 8
Comparison between present results and results extracted from figures in the literature.
Comparisons are performed after a time of 𝑡 = 66 s from the start of the experiment
or simulation.

Present Ref. [19] Ref. [5] Ref. [15] Err. % WRT [19]

𝑇pe (K) 315.99 315.72 315.50 316.00 0.09
𝑇ve (K) 313.59 313.20 313.00 313.00 0.12
𝑇pc (K) 306.96 306.34 304.00 305.50 0.20

Table 9
Comparison between present results and results extracted from figures in the literature.
Comparisons are performed after a time of 𝑡 = 130 s from the start of the experiment
or simulation.

Present Ref. [19] Ref. [5] Ref. [15] Err. % WRT [19]

𝑇pe (K) 332.49 331.43 331.00 330.00 0.32
𝑇ve (K) 328.41 327.46 328.00 326.00 0.29
𝑇pc (K) 316.29 315.62 312.50 313.00 0.21

• 𝑡2 = 130 s
• 𝑡3 = 225 s

one additional result is extracted in the steady state, (see Fig. 3).
In the Figure, temperatures considered for comparisons are indicated
by circles. Comparison is shown in Tables 8, 9 and 10. The results
obtained by the present implementation are compared against the
results published by Ferrandi [19], experimental results published by
Huang et al. [5] and numerical results provided by Tournier & El
Genk [15]. Numbers reported in the Tables for the numerical and
experimental results are extracted graphically from the pictures in the
literature. The comparison in steady conditions reached at the time
instant 𝑡 = 430 s, is provided in Table 11. The last column of the
tables shows the percentage error in temperature with reference to the
results published by Ferrandi et al. [19]. It should be clear to the reader
that introducing a percentage error on temperature, which is defined
apart from a constant, provides errors depending on the scale used
for temperature. The Kelvin scale of temperatures is selected in this
case.

Results in steady state are again compared against [19], [5] and
[15], and against the analytical results by Zhu & Vafai [13]. The
comparison is shown in Table 11.
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Fig. 3. Time history of the space-averaged temperature at the evaporator wall, condenser wall and in the vapour phase, together with the indication of time instants selected for
validation.
Table 10
Comparison between present results and results extracted from figures in the literature.
Comparisons are performed after a time of 𝑡 = 225 seconds from the start of the
experiment or simulation.

Present Ref. [19] Ref. [5] Ref. [15] Err. % WRT [19]

𝑇pe (K) 337.22 337.68 338.00 338.00 0.14
𝑇ve (K) 332.62 333.11 335.00 333.00 0.15
𝑇pc (K) 318.93 319.28 319.00 318.00 0.11

Table 11
Comparison between present results and results extracted from figures in the literature.
Comparisons are carried out when the steady state is reached.

Present Ref. [19] Ref. [5] Ref. [15] Ref. [13] Err. % WRT [19]

𝑇pe 341.67 341.59 341.50 342.00 341.00 0.52
𝑇ve 336.60 336.62 338.50 337.50 337.00 0.50
𝑇pc 321.43 321.55 322.00 321.00 321.50 0.49

3. Applications and results

3.1. Effects of accelerations on heat pipe performance

When a heat pipe is used as the cooling system for a power module
mounted on a vehicle, it is subject to unsteady thermal power input and
time-varying accelerations which can alter its thermal behaviour of a
non-negligible amount. To investigate the possibility of using a heat
pipe as a cooling system for a high-performance car, two simulations
are carried out. Both make use of the same boundary and initial
conditions and the same time history of the thermal power in input.
The difference between the simulations is that while one accounts for
the effect of acceleration, the other is carried out in an inertial system
of reference. The heat pipe under scrutiny is mounted on the power
module so that its axis is orthogonal to the longitudinal axis of the car
and parallel to the ground. In this configuration, accelerations due to
curvilinear trajectories are maximum and parallel to the heat pipe axis.
In the configuration investigated, the condenser is towards the right
part of the car. The heat pipe chosen for cooling the power module is
a water–copper heat pipe whose geometry is detailed in Table 12. The
heat pipe is cooled with water at the condenser wall.

Data used for tests are taken from the time history of electric power
dissipated by a chip mounted on a high-performance car and the car’s
accelerations during cornering. These have been collected during a test
5

Table 12
Geometrical characteristics of the heat pipe.

Parameter Symbol Value Unit

Radii
Solid wall, external 𝑟𝑜𝑤 10 [mm]
Solid wall, internal 𝑟𝑖𝑤 9.8 [mm]
Porous wick, external 𝑟𝑜𝑝 9.8 [mm]
Porous wick, internal 𝑟𝑖𝑝 9.4 [mm]

Axial lengths
Evaporator 𝐿𝑒 15 [mm]
Adiabatic 𝐿𝑎 8 [mm]
Condenser 𝐿𝑐 40 [mm]

session at the Austrian Spielberg circuit, shown in Fig. 4 and thus are
fully real. The segment represented in the simulation is delimited by
point A and B in Fig. 4.

At the start of the simulation, the system at the temperature of 𝑇0 =
333.15 K, the same temperature as the cooling water at the condenser
wall. Initial conditions are prepared by keeping the heat generated by
the chip for a short time interval (10 s) at the same value as the first
record of the experimental campaign. A pre-heating is thus used to start
the simulation. After 38 s the heat transferred by the heat pipe is set to
zero.

The time evolution of temperature levels of the evaporator wall and
the condenser wall are shown in Fig. 5. The curve in Fig. 5 is for an
accelerated frame of reference. Differences between calculations carried
out in an accelerated frame of reference and inertial frame are shown in
Fig. 6. Results obtained suggest that the contribution of the centripetal
acceleration in the case of cornering is, although small, non-negligible
and it should be accounted for when the design is carried out very close
to limit conditions.

The dependence of results on the time step of the lumped parameter
procedure 𝛥𝑡TN is investigated. Two tests are carried out, the first uses
a time step fifty times the one employed in the simulation presented in
the paper (𝛥𝑡TN = 5×10−5 s instead of 𝛥𝑡TN = 1×10−6 s). The procedure
in this case undergoes numerical instability and convergence is not
attained. A second test has been carried out using a time step of 5×10−7
s. This corresponds to a temporal discretisation which is twice as fine as
the simulation reported in the manuscript. The difference between the
two solutions is deemed negligible: the temperature at the condenser
in the second peak (𝑡 = 17.3 s) differs only by 𝛥𝑇 = 0.0031 degrees. For
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Fig. 4. Spielberg circuit, (A) Start of the simulation, (B) End of the simulation.
Fig. 5. Time history of the temperatures of the heat pipe in an accelerated environment.
the case discussed here, a time step small enough to prevent numerical
instability can represent all the physical time scales of the unsteady
problem.

3.2. Results from the 1D/3D co-simulation

A 1D/3D co-simulation is used here to study the thermodynamic
behaviour of a power module mounted onboard a high-performance
car. The aim is here to check that the chip and the solid region in
contact with the chip stay under the maximum allowable temperature,
𝑇max = 440 K.

In the context of this work, where the 3D approach is used to repre-
sent conduction in the heat-generating chip and in the solid component
which connects the chip to the heat pipe (see Fig. 8 for a symmetric
slice of the component), the 1D/3D co-simulation method does not
6

contribute with a noticeable accuracy improvement of the numerical
model because the heat transfer problem does not include convection
which is the most difficult phenomenon to represent accurately in a
thermal network. Accordingly, the 1D/3D co-simulation described here
should be regarded as a proof-of-concept.

A portion of the power module composed of only one chip is
considered together with the layers of different materials between the
chip and the heat pipe, as shown in Fig. 7(a). All the boundaries of
the domain are set as adiabatic except for the interface, which is at a
fixed temperature, between the heat pipe and the conducting layers,
see Fig. 8 and Table 13. Both geometry and boundary conditions are
symmetric with respect to two orthogonal axes, so only one-fourth
of the domain is modelled. Given the simplicity of the geometry, a
grid made of hexahedral elements is used to discretise the domain,
as shown in Fig. 7(c). The three-dimensional chip is modelled as a
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Fig. 6. Time history of the difference between the wall temperature at the evaporator in the accelerated environment and in the absence of lateral accelerations.
Fig. 7. (a) Layout of the power module’s portion considered: the green portion represents the chip, the blue portion represents the copper layer, and the red portion represents a
layer of ceramic material. (b) Geometry of the aluminium element enclosing the heat pipe. (c) Mesh used to simulate the power module. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
Table 13
List of boundary conditions applied. The acronym AEI
stands for Aluminium–Evaporator Interface.
Boundary Boundary condition

Left Symmetry Plane
Back Symmetry Plane
Top Adiabatic
Front Adiabatic
Right Adiabatic
Bottom Adiabatic
AEI Fixed Temperature

uniform, volumetric source of thermal power, while the copper layer,
the ceramic layer and the curved aluminium element enclosing the heat
pipe do not generate heat, see Fig. 7(b).

In this 1D/3D co-simulation approach, a procedure in which alter-
nately updates solutions in the 1D and 3D domains is required. This
procedure is repeated to advance in time the solution. The algorithm
works as follows:

1. Start the 3D simulation at time level 0 by setting the temperature
field to a uniform value 𝑇 (𝑛=0) (ICs). The initial temperature field
meets the boundary conditions enforced, see Table 13.

2. Solve the three-dimensional conduction equation in the solid,
accounting for the heat generated in the chip �̇�(𝑛−1), which is
a function of time. This allows for the calculation of the temper-
ature field at time level 𝑛, 𝑇 (𝑛). The thermal power exchanged
7

Fig. 8. Boundary conditions enforced on the computational domain.
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Fig. 9. Flow diagram of the 1D/3D co-simulation.
Fig. 10. Time history of the heat pipe temperatures at the evaporator wall, the condenser wall and the spatially averaged temperature of the chip in an accelerated environment.
with the heat pipe is calculated from the temperature gradient
at the interface between the aluminium element and evaporator
AEI (Aluminium–Evaporator Interface).

3. Solve the thermal network representing the heat pipe. This
provides the temperature at the AEI.

4. Update the temperature BCs at AEI in the 3D code.
5. For each time step repeat the process from point 2 to 4 to get

𝑇 (𝑛+1) from 𝑇 𝑛 up to the final time of the physical process to be
represented.

The flow diagram of the 1D/3D co-simulation is shown in Fig. 9.

Given the time-advancement scheme of the 3D model is very dif-
ferent from the time treatment in the LPTN which represents the heat
pipe, the time steps required by the two methods can greatly differ. In
the present case, the time step employed in the LPTN, 𝛥𝑡TN = 1 𝑒−6 s is
four orders of magnitude smaller than the time step required by the 3D
solver OpenFOAM 𝛥𝑡 = 1 𝑒−2 s. Therefore subcycling is applied and in
8

OF
order to pass from step 2 to 4 of the above pseudocode, multiple LPTN
steps are performed.

The output of the 1D/3D co-simulation is composed of:

• the time history of all the unknowns listed in Tables 1 and 2;
• the temperature distribution on the chip, copper layer, ceramic

layer and aluminium element at each time.

The time history of the temperature at the evaporator wall, at the wall
of the condenser and the volume-averaged temperature of the chip, are
displayed in Fig. 10.

Fig. 10 shows that the chip reaches its maximum volume-averaged
temperature at 𝑡 = 17.3 s. Given the value is pretty close to the maxi-
mum allowed temperature, a check is done to ensure that 𝑇max = 440 K
is never reached, also locally. Fig. 11 shows temperature distributions
in the power module at the time level under scrutiny (𝑡 = 17.3 s). It is fi-
nally checked directly from the figures, that the maximum temperature
reached by the chip remains below the threshold value.
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Fig. 11. Temperature distribution inside the power module, at time 𝑡 = 17.3 s, corresponding to the most critical situation.
The temperature difference between the case where centripetal
acceleration is accounted for and the one where the acceleration is
neglected is about 𝛥𝑇 = 0.3 K. The maximum acceleration of the system
is order 3𝑔, over a time interval of 0.01 s. This amounts to an impulse
about 0.3 Ns.

Coupling a lumped parameter approach to a 3D simulation is a
convenient method to investigate detailed temperature distributions of
the most critical regions in systems where the operating temperature
interval is under control. This approach is computationally inexpensive
and fast. It can also be very accurate, moreover, it naturally includes
multi-physics.

4. Conclusions

In this paper, we investigate the possibility of using a heat pipe for
the thermal management of power modules, for application in high-
performance cars. The thermodynamic behaviour of the heat pipe is
represented through an LPTN approach implemented in Python. The
code is validated against numerical results and experimental results.
For the steady-state, it is also compared to the analytical solution. Vali-
dation results ensure that the code is accurate and can be conveniently
used to simulate the thermal behaviour of heat pipes in road vehicle
applications.

The LPTN code is coupled to a 3𝐷 code to implement a 1D/3D co-
simulation. This is used to study the thermal behaviour of the power
module. The approach presented in this paper allows us to calculate
the spatial distribution of the temperature in selected critical portions
of the system, at low computational cost.

In the example application presented, the temperature difference
between the case where centripetal acceleration is accounted for and
the one where the acceleration is neglected is about 𝛥𝑇 = 0.3 K. The
maximum acceleration of the system is order 3𝑔, over a time interval of
0.01 s. This amounts to an impulse of about 0.3 Ns. This suggests that,
for the heat pipes considered here, the effect of fictitious forces cannot
9

be neglected in cases where the maximum impulse ∫ 𝑎 d𝑡 is order 0.3
Ns or larger and the target accuracy on temperature levels is small.

Nomenclature

• 𝐴 - Cross section area
• 𝑎 - Acceleration
• 𝑏 - Correction Coefficient (see [19])
• 𝐶 - Heat capacity
• 𝑐 - Specific heat
• 𝑑 - Derivative symbol
• 𝐾 - Permeability
• 𝑘 - Thermal conductivity
• 𝐿 - Axial length
• 𝑚 - Mass
• �̇� - Mass flow rate
• 𝑃 - Pressure
• �̇� - Thermal power
• 𝑅 - Thermal resistance
• �̃� - Gas constant
• 𝑟 - Radius
• 𝑇 - Temperature
• 𝑡 - Time
• 𝑉 - Volume
• 𝐯 - Velocity vector
• 𝑤 - Axial velocity
• 𝑧 - Axial direction

Subscripts

• 𝑇𝑁 - Thermal network
• 𝑂𝐹 - OpenFOAM
• 𝑎 - Adiabatic section
• 𝑐 - Condenser

• 𝑒 - Evaporator
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• 𝑒𝑓𝑓 - Effective
• 𝑓 - Fluid
• 𝑔 - Grain
• 𝑖 - Inner
• 𝑖𝑛 - Entering
• 𝓁 - Liquid
• 𝑛 - Capillary
• 𝑜 - Outer
• 𝑝 - Porous material (wick)
• 𝑠 - Solid
• 𝑣 - Vapour
• 𝑤 - Solid wall

Greek symbols

• 𝛼 - Evaporated
• 𝛽 - Condensed
• 𝛾 - Specific heat ratio
• 𝜖 - Porosity
• 𝜆 - Latent heat of vaporisation
• 𝜇 - Dynamic viscosity
• 𝜌 - Density
• 𝜎 - Surface tension
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ppendix A. Demonstration of the momentum equation form em-
loyed in the vapour duct

The momentum equation in laminar, fully developed conditions
rojected along the 𝑧 direction for constant properties and 𝑟 ≠ 0 is

𝜕𝑤
𝜕𝑡

= −
d𝑝
d𝑧 + 𝜇 1

𝑟
𝜕
𝜕𝑟

(

𝑟 𝜕𝑤
𝜕𝑟

)

− 𝜌𝑎𝑧 (A.1)

where in the laminar flow hypothesis 𝑤𝜃 = 𝑤𝑟 = 0 is included.
In Eq. (A.1) the last term is due to a non-inertial frame of reference
of acceleration 𝐚 = (𝑎𝑟, 𝑎𝜃 , 𝑎𝑧). By multiplying by 𝑟 (𝑟 ≠ 0):

𝜌𝑟 𝜕𝑤
𝜕𝑡

= −𝑟
d𝑝
d𝑧 + 𝜇 𝜕

𝜕𝑟

(

𝑟 𝜕𝑤
𝜕𝑟

)

− 𝜌𝑎𝑧𝑟 (A.2)

By integration between 𝑟 = 0 and the generic 𝑟

𝜌 𝑟
2

2
𝜕𝑤
𝜕𝑡

= − 𝑟
2

2
d𝑝
d𝑧 + 𝜇𝑟 𝜕𝑤

𝜕𝑟
− 𝜌𝑎𝑧

𝑟2

2
(A.3)

Division by 𝑟 (𝑟 ≠ 0) and integration between 𝑟 and the wall (𝑟𝑖𝑝) results
in:

𝜌𝑣
𝑟2𝑖𝑝 − 𝑟

2

4
𝜕𝑤
𝜕𝑡

= −
𝑟2𝑖𝑝 − 𝑟

2

4
d𝑝
d𝑧 + 𝜇𝑤 − 𝜌𝑣𝑎𝑧

𝑟2𝑖𝑝 − 𝑟
2

4
(A.4)

Now, introducing the definition of mass flow rate:

̇ =
𝑟𝑖𝑝

2𝜋 𝜌𝑣𝑤𝑟𝑑𝑟 (A.5)
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∫0
and by integrating between 𝑟 = 0 and 𝑟 = 𝑟𝑖𝑝, under the hypothesis that
𝜕𝑤
𝜕𝑡 does not depend upon 𝑟 the Poiseuille equation in an accelerated

reference frame becomes:
1
𝜋𝑟2𝑖𝑝

𝜕�̇�
𝜕𝑡

+
8𝜇

𝜋𝜌𝑣𝑟4𝑖𝑝
�̇� = −

d𝑝𝑣
d𝑧 − 𝜌𝑣𝑎𝑧 (A.6)

Eventually, by integrating along the axial direction 𝑧 between 𝑧 = 0
nd 𝑧 = 𝐿eff, the equation becomes:
𝐿eff

𝜋𝑟2𝑖𝑝

d�̇�
d𝑡 +

8𝜇𝐿eff

𝜋𝜌𝑟4𝑖𝑝
�̇� =

(

𝑃𝑣(0) − 𝑃𝑣(𝐿eff)
)

− 𝜌𝑣𝑎𝑧𝐿eff (A.7)

which corresponds to (2.11).

Appendix B. Demonstration of the momentum equation form em-
ployed in the porous medium

The momentum equation employed for the porous medium can
be derived following the work by Whitaker [27,28]. Whitaker applies
the volume averaging technique to the Navier–Stokes equations in
order to obtain the Darcy’s law with the Forchheimer correction for
homogeneous porous media. Volume averaging is capable of repre-
senting the very complex physical reality, clearly described in detailed
numerical simulations [29,30], through a set of differential equations,
not too unlike those valid in the clear fluid. As reported in Ref. [28],
two different volume averages can be defined. The superficial phase
average:

⟨𝜓⟩ = 1
𝑉 ∫𝑉𝓁

𝜓𝑑𝑉 (B.1)

and the intrinsic phase average, defined as:

⟨𝜓⟩𝓁 = 1
𝑉𝓁 ∫𝑉𝓁

𝜓𝑑𝑉 (B.2)

These two are related by:

⟨𝜓⟩ = 𝜖⟨𝜓⟩𝓁 (B.3)

Where 𝑉𝓁 is the volume of the fluid phase while 𝑉 includes both the
solid and the fluid. By applying the volume averaging technique, the
Navier–Stokes equations become:

𝜌
𝜕⟨𝐯⟩𝓁

𝜕𝑡
+ 𝜌⟨𝐯⟩𝓁∇ ⋅ ⟨𝐯⟩𝓁 + 𝜌𝜖−1∇ ⋅ ⟨�̃�⊗ �̃�⟩

⏟⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏟
Volume Filter

= −∇⟨𝑃 ⟩𝓁 + 𝜇∇2
⟨𝐯⟩𝓁

⏟⏞⏟⏞⏟
Brinkman
correction

+𝜌(𝐠 − 𝐚) + 1
𝑉𝓁 ∫𝐴𝜎𝓁

𝑛𝓁𝜎 (−𝑃 𝐈 + 𝜇∇�̃�)𝑑𝐴

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
Surface Filter

(B.4)

here the tilde indicates a spatial deviation, defined as:

= ⟨𝜓⟩𝓁 + �̃� (B.5)

or isotropic, homogeneous porous media the 3rd term on the left-hand
ide and the Brinkman correction term, vanish. The second term on
he left-hand side vanishes upon the hypothesis of constant density,
ogether with 𝜌𝐠 which is uniform in space. Finally, the equation
educes to:
𝜕⟨𝐯⟩𝓁

𝜕𝑡
= −∇⟨𝑃 ⟩𝓁 − 𝜌𝐚 + 1

𝑉 ∫𝐴𝜎𝓁
𝑛𝓁𝜎 (−𝑃 𝐈 + 𝜇∇�̃�)𝑑𝐴 (B.6)

he surface filter is modelled by the Forchheimer approximation:

1
𝑉𝓁 ∫𝐴𝜎𝓁

𝑛𝓁𝜎 (−𝑃 𝐈 + 𝜇∇�̃�)𝑑𝐴 = −
𝜇
𝐾
(𝐈 + 𝐅) ⋅ ⟨𝐯⟩ (B.7)

here 𝐅 is the tensor of the Forchheimer correction. For small 𝑅𝑒 the
erm including 𝐅 can be neglected and:

𝜕⟨𝐯⟩𝓁
= −∇⟨𝑃 ⟩𝓁 − 𝜌𝐚 −

𝜇𝓁
⟨𝐯⟩ (B.8)
𝜕𝑡 𝐾
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I
d

𝑚

Using the superficial velocity in all the terms and projecting the
equation along 𝑧, in the hypothesis that all quantities do not vary in
the directions orthogonal to 𝑧, results in:

𝐾
𝜈𝓁𝜖

𝜕⟨𝑤⟩
𝜕𝑡

+ ⟨𝑤⟩ = − 𝐾
𝜇𝓁

( d
d𝑧

⟨𝑃 ⟩𝓁 + 𝜌𝑎𝑧
)

(B.9)

ntegrating in the axial (𝑧) direction between 𝑧 = 0 and 𝑧 = 𝐿eff and by
efining 𝛥𝑃 as the difference in ⟨𝑃 ⟩𝓁 between 0 and 𝐿eff:
𝐾𝐿eff
𝜈𝓁𝜖

𝜕⟨𝑤⟩
𝜕𝑡

+ ⟨𝑤⟩𝐿eff = − 𝐾
𝜇𝓁

(𝛥𝑃 + 𝜌𝑎𝑧𝐿eff) (B.10)

The mass flow rate is given by:

̇ 𝓁 = 𝜌𝓁𝐴⟨𝑤⟩ (B.11)

where 𝐴 includes both the fluid and the solid regions. Substitution
in Eq. (B.10) gives:
𝐾𝐿eff
𝜇𝓁𝐴𝜖

d�̇�𝓁

d𝑡
+
𝐿eff
𝜌𝓁𝐴

�̇�𝓁 = − 𝐾
𝜇𝓁

(𝛥𝑃 + 𝜌𝓁𝑎𝑧𝐿eff) (B.12)

which corresponds to (2.12).
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