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ABSTRACT

As devices scale closer to the atomic size, a complete understanding of the physical mechanisms involving defects in high-κ dielectrics is
essential to improve the performance of electron devices and to mitigate key reliability phenomena, such as Random Telegraph Noise
(RTN). In fact, crucial aspects of defects in HfO2 are still under investigation (e.g., the presence of metastable states and their properties),
but it is well known that oxygen vacancies (V+s) and oxygen ions (O0s) are the most abundant defects in HfO2. In this work, we use
simulations to gain insights into the RTN that emerges when a constant voltage is applied across a TiN/(4 nm)HfO2/TiN stack. Signals
exhibit different RTN properties over bias and, thus, appear to originate from different traps. Yet, we demonstrate that they can be instead
promoted by the same O0s which change their capture (τc) and emission (τe) time constants with the applied bias, which, in turn, changes
the extent of their electrostatic interactions with the traps that assist charge transport (V+s). For a certain bias, RTN is given by the modula-
tion of the trap-assisted current at V+s induced by trapping/detrapping events at O0s, which are, in turn, influenced by the bias itself and by
trapped charge at nearby O0s. In this work, we demonstrate that accounting for the effect of trapped charge is essential to provide accurate
estimation of the RTN parameters, which allow us to retrieve information about traps and to explain key mechanisms behind complex RTN
signals.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0137245

I. INTRODUCTION

In the era of aggressive scaling, the support of physics-based
3D simulations is becoming more and more fundamental to fully
explain the measurement data of electron devices. In fact, the
implementation of high-κ materials to replace silicon oxide (e.g.,
HfO2)

1 further exacerbated the reliability threats associated with
electrically active defects in ultra-thin dielectrics. From this per-
spective, the understanding of the physical mechanisms ruling over
such phenomena is still incomplete, yet essential to possibly over-
come the associated reliability threat.2 Specifically, due to the
higher bulk defect density compared to silicon oxide,1 HfO2 exhib-
its stronger and more complex Random Telegraph Noise (RTN),
well known to be one of the most degrading effects in ultra-thin
dielectrics that results from trapping/detrapping into/from traps.3 A
more refined comprehension of this phenomenon would also be
beneficial for emerging applications that exploit its intrinsic

stochastic nature as the entropy source, such as True Random
Number Generators (TRNGs).4–6 As confirmed by the density
functional theory (DFT),7 ab initio,8 and multi-scale modeling
studies9,10 on HfO2-based devices, oxygen vacancies (V+s) are the
defects most involved in trap-assisted charge transport, while
oxygen ions (O0s) locally distort the electric field at neighboring
V+s modulating the overall leakage current and promoting
RTN.11,12 In fact, both simple (e.g., two-level) and more complex
(multi-level, anomalous, temporary, and coupled) RTN signals can
be associated with trapping/detrapping mechanisms at O0s.12 In
the literature, the analysis of RTN parameters extracted from mea-
sured data [e.g., current amplitude (ΔI), capture (τc), and emission
(τe) time constants] is commonly used to retrieve important infor-
mation about the defects involved, such as their vertical position in
the dielectric and/or their typology/physical nature.13,14 The RTN
parameters of each defect are typically extracted from the Markov

Journal of
Applied Physics ARTICLE scitation.org/journal/jap

J. Appl. Phys. 133, 114101 (2023); doi: 10.1063/5.0137245 133, 114101-1

Published under an exclusive license by AIP Publishing

D
ow

nloaded from
 http://pubs.aip.org/aip/jap/article-pdf/doi/10.1063/5.0137245/16788183/114101_1_online.pdf

https://doi.org/10.1063/5.0137245
https://doi.org/10.1063/5.0137245
https://www.scitation.org/action/showCitFormats?type=show&doi=10.1063/5.0137245
http://crossmark.crossref.org/dialog/?doi=10.1063/5.0137245&domain=pdf&date_stamp=2023-03-16
http://orcid.org/0000-0002-0260-3003
http://orcid.org/0000-0001-5420-1797
http://orcid.org/0000-0001-6178-2614
mailto:francescomaria.puglisi@unimore.it
https://doi.org/10.1063/5.0137245
https://aip.scitation.org/journal/jap


chain that represents such defect, commonly retrieved from the raw
signal by using different techniques (e.g., edge-detection,15 time-lag
plots,16 factorial hidden Markov model17). Nevertheless, possible
interdependencies between different Markov chains are never con-
sidered within the RTN parameters extraction procedure, thus
neglecting possible defects in electrostatic interactions. By imple-
menting kinetic Monte Carlo (kMC) simulations, we demonstrate
the importance of considering mutual electrostatic interdependen-
cies between traps in the evaluation of the defects’ RTN parameters.
Also, we show that complex RTN signals which show deep alter-
ation of their properties with the applied bias (i.e., so much to be
typically assumed to be promoted by different defects) can origi-
nate from the same ensemble of defects, which interact differently
with each other depending on the local electric field. In fact, the
latter is given by the overlap of the applied voltage (VAPP) and the
(often neglected) contribution of the charge trapped at defect sites,
which is instead shown to play a dominant role, especially for low
applied bias.18

II. DEVICES AND SIMULATIONS

We simulated RTN in a Metal–Insulator–Metal (MIM) struc-
ture having TiN electrodes and a 4 nm thick HfO2

(EOT≈ 0.74 nm) as dielectric materials [Fig. 1(a)]. In order to
clearly evaluate the dynamics of the charge trapped at defects at the
nanoscale including the effect of their possible mutual electrostatic
interactions at different biases and over time, we analyzed a device
having an area of 25 nm2 with the aim of limiting the total number
of defects, thus the overall computational burden. By using
Ginestra® device simulation software,19 kinetic Monte Carlo (kMC)
3D simulations were implemented to properly consider the stochas-
tic nature of charge trapping and, therefore, RTN.20 In all simula-
tions, we included all the key physical mechanisms occurring in a
dielectric, as sketched in Fig. 1(b). Specifically, we included
Schottky/thermionic emission (SE), direct tunneling (DT), Fowler–

Nordheim tunneling (FN), band-to-band tunneling (BTBT),
drift/diffusion in conduction and valence bands (DD), and non-
radiative multi-phonon trap-assisted (MPTAT) tunneling, including
all possible charge transitions, i.e., capture/emission from/to top
(TE) and bottom (BE) electrode, conduction (CB), and valence
(VB) band, other defects (TT—trap-to-trap contribution is consid-
ered). For a given defect distribution, the MPTAT model imple-
mented in Ginestra®8,21–23 calculates the current flowing through
the dielectric considering the process reported in Ref. 24 and
according to the electron capture and emission rates of the given
defect. The capture time constant of a given trap is defined as
τc =∑mτc,m, with m being the number of phonons involved in the
MPTAT. Thus, the rate8,22,23 is written as

1
τc,m

¼ Nsource(Em)fsource(Em)CmPT (Esource, Em), (1)

where Nsource is the density of states at the charge carrier source
(e.g., an electrode, conduction or valence band of the material, and
another defect). fsource indicates the Fermi–Dirac distribution at the
charge carrier source, PT is the electron tunneling probability, and
Cm is the multiphonon capture probability, which is defined as

Cm ¼ C0L(m), (2)

where C0 is a constant and L(m) is the multiphonon transition
probability25 and its expression (within the effective-frequency
approximation26,27) is

L(m) ¼ fB þ 1
fB

� �m
2

exp(�S(2fB þ 1))Im 2S
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fB( fB þ 1)

p� �
, (3)

where S is the Huang–Rhys factor, Im is the modified Bessel func-
tion of order m, and fB is the Bose–Einstein distribution function.

FIG. 1. Representation of (a) the simulated MIM and (b) the main conduction mechanisms involved in the HfO2 layer and considered in this work.
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Since the capture time depends on the charge carrier source under
consideration, and since the latter can, in principle, be TE, BE, CB,
VB, or TT, it is necessary to separately calculate each associated
capture time. The effective capture dynamics at each defect can
then be obtained by considering the inverse capture time in terms
of capture probability. The capture time as observed in typical
RTN measurements, τc,eff , can be calculated according to
Matthiessen’s rule as follows:

1
τc,eff

¼ 1
τc,TE

þ 1
τc,BE

þ 1
τc,CB

þ 1
τc,VB

þ 1
τc,TT

: (4)

Similar equations to (1)–(4) are adopted also for the emission
process,28 replacing the charge carrier source with the charge
carrier destination. S is a specific characteristic of each defect
species and is related to an important parameter, i.e., the relaxation
energy (EREL), by means of the expression EREL ¼ S�hωeff , since it
is assumed that localized defect states couple to a single effective
vibrational mode with an effective angular frequency ωeff .

26

Another key defect property is the thermal ionization energy (ETH),
which represents the energy required to remove an electron from
the defect and place it in the conduction band. The values of EREL
and ETH are typically calculated for each defect species and charge
state transition via DFT simulations.29,30 In our device [Fig. 1(a)],
oxygen vacancies (V+s, i.e., oxygen vacancies that are positively
charged when empty and neutral upon e− trapping) have
EREL = 1.2 eV and ETH = 2.2 ± 0.5 eV, while oxygen ions (O0s, i.e.,
oxygen ions that are neutral when empty and negatively charged
upon e− trapping) are characterized by EREL = 2.65 eV and
ETH = 2.3 ± 0.5 eV, consistently with earlier DFT reports31 and
recent multi-scale simulation studies from different research
groups.9,10 Although oxygen vacancies in HfO2 may be found in
five different charge states (V2+, V+, V0, V−, V2−) and oxygen ions
in three charge states (O0, O−, O2−),29 for simplicity and with no
loss of generality, here, we only consider the most relevant charge
transitions (i.e., V+↔V0 and O0↔O−). For completeness, all the
main defects and materials parameters used in the simulation are
reported in Table I. Most importantly, the full 3D Poisson equation
is solved explicitly including the trapped charge term to completely
account for electrostatic interactions in the dielectric due to the
trapped charge32 and to consider its effect on the local 3D potential
profile as well as on the tunneling barriers for SE, DT, BTBT, and
TAT. Importantly, as depicted in Fig. 2(a), we verified that in the

whole range of VAPP (0.45–0.75 V), the leakage current through the
stack is dominated by TAT at V+s. Specifically, we adopted such an
applied bias range since it generates electric field values within the
oxide, which correspond to those typically observed in the gate
stack of transistors and memory-devices (e.g., RRAMs) in operating
conditions.33 In addition, according to the IEEE International
Roadmap for Devices and Systems (IRDS),34 these VAPP match the
forecast scaling VDD for the next-generation devices for logic cir-
cuits. On the contrary, as discussed in our previous work,18 for
thinner oxide layers the leakage current might be dominated by
direct tunneling (DT) rather than by trap-assisted tunneling (TAT)
at V+s. Therefore, RTN can result from the effect of the E-field per-
turbation given by trapped charge at O0s on DT barriers seen by e−

at the injecting electrode, but the same framework and

FIG. 2. (a) Analysis of the conduction mechanisms involved in the HfO2 layer
(TAT is dominant). (b) Representation of e− capture and emission processes,
which can occur for a single trap in the oxide (T1) from all possible sources and
to all possible destinations. (c) Illustration of TAT current modulation induced by
capture/emission activities at O0s, which change the local potential value at the
V+s involved in the charge transport.

TABLE I. Main defects and materials parameters used in simulations.

Symbol Description V+ 00 HfO2

δT Density 5 × 10−19 cm−3 4 × 10−19 cm−3 …
ETH Thermal ionization energy 2.2 ± 0.5 eV 2.3 ± 0.5 eV …
EREL Relaxation energy 1.2 eV 2.65 eV …
Σ Capture cross section 1014 cm−2 3 × 1016 cm−2 …
ħωeff Phonon energy 0.06 eV 0.06 eV …
k Relative dielectric constant … … 21
kTH Thermal conductivity … … 5 × 10−3W/cm K
EG Bandgap … … 5.8 eV
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considerations remain valid. In our structure [Fig. 1(a)], we consid-
ered bi-state V + s (NV

+ = 5 × 1019 cm−3) and O0s
(NO

0 = 4 × 1019 cm−3). These density values are in-line with the
values used in earlier reports to simulate the behavior of unstressed
HfO2 devices.

35 V+s are positively charged when empty and neutral
when they capture an e−, while O0s are neutral when empty and
negatively charged when filled by an e−. Oxygen vacancies have
been identified as the defects most involved in defect-assisted
charge transport,29,30 though oxygen ions have shown to play a
crucial role in resistive switching and in determining RTN in
HfO2.

11,12 As depicted in Fig. 2(b), for each defect, the simulator
calculates the capture (τc) and emission (τe) time constants for each
possible charge source/destination, since each trap can capture/emit
charge carriers from/to the TE, BE, TT, VB, and CB. Moreover,
since kMC transient simulations specifically include the carriers
trapping kinetic (i.e., each trapping and detrapping event is actually
simulated and not just described by means of an event probability),
it is possible to extract the charge state (i.e., if the defect is empty
or full and its occupancy probability), as well as the local potential
value, for each VAPP and at each instant of time. Since V+s are
characterized by lower relaxation energy compared to O0s, the
former are commonly defined as fast traps since they are faster in
capturing/emitting charge carriers and thus able to conduct a sig-
nificant amount of current through the dielectric. Conversely, the
latter are defined as slow traps and do not significantly contribute
to charge transport. In fact, since the defect time constants are
directly proportional to the exponential of the Huang–Rhys factor,
S (i.e., directly related to the relaxation energy27,36), the lower the
relaxation energy the lower the capture (emission) time constant
(and consequently the faster the defect). In Fig. 2(c), we depicted
how the RTN can emerge from an O0s-induced modulation of the
leakage current driven by V+s. In fact, when an ion captures an
electron (becoming negatively charged), the trapped charge at such
O0 alters the local potential at the V+s in its vicinity, which
decreases as compared to the ideal value (VID, i.e., the local poten-
tial if the effect of the trapped charge is not considered). This
abrupt change in the local potential reflects in a change in the V+s
capture and emission times, thus in the TAT current they drive.
Upon the emission of charge from the ion, the previous value of
the local potential at the V+s is restored, which also restores the
TAT current to its previous value. This dynamic occurs for each
O0s (which also interact in the same way with nearby O0s and not
only with V+s), promoting a complex time-dependent multibody
problem within the oxide, which results in the observed RTN.

To grasp the activity of O0s and its effect on RTN as detected
in experiments, it is necessary to adopt tailored sampling (tsam) and
simulation (tsim) times for each VAPP. In fact, only the O0s that
have sufficiently balanced capture (τc) and emission (τe) time con-
stants can result in RTN that can be properly detected in experi-
ments (i.e., traps showing a τc/τe ratio between 10−2 and 102,
approximately). This lets us avoid under- or over-sampling (that
are very critical aspects in RTN measurement and analysis37) at
each VAPP, which may distort the RTN signal. For a given VAPP, to
completely detect the trapping activity of O0s (and thus the possi-
ble RTN phenomena), it is necessary to choose a sampling time
(tsam) lower than the O0s capture/emission time constants and a
much longer simulation time (tsim), namely, meeting the following

criterion: tsam < τc,e < tsim.
37 Nevertheless, since the τc and τe of

defects change with the applied bias, we adjusted tsam and tsim
accordingly for each VAPP. Specifically, at 0.45 V, we adopted tsam-

= 0.4 s and tsim = 8 × 103 s; in the range 0.50–0.60 V, we choose
tsam = 0.2 s and tsim = 4 × 103 s; and in the range 0.65–0.75 V, we
considered tsam = 0.1 s and tsim = 2 × 103 s. Each trace is composed
by 2 × 104 equally spaced simulated points.

III. RANDOM TELEGRAPH NOISE ANALYSIS

As depicted in Fig. 3(a), in our device 5 V+s and 4 O0s are
present within the HfO2 layer. However, we verified that at each
VAPP there is a primary V+ [highlighted in the bulk of the oxide in
Fig. 3(a)], which drives the largest share of current by TAT, and
two main O0s [namely, the #1 (red) and #2 (blue)] which modulate
such current over time by trapping and detrapping charge.
Precisely, V+ emphasized in Fig. 3(a) results being the one mostly
involved in TAT due to its central position in space (i.e., it is
located in the middle of the HfO2 thickness) and energy (i.e., the
V+ is energetically aligned to the Fermi level of the electrodes,
allowing both e− capture and emission processes at such traps and
thus contributing to the leakage). In fact, at each VAPP, O

0s #3
(green) and #4 (magenta) are always neutral (empty) due to their
position in energy and space, having τc � τe � tsim. Therefore,
their effect (i.e., their trapping activity) is not appreciable within
the simulated RTN signal. As there are two bi-state O0s, which
promote such signals (namely, #1 and #2), 22 = 4 possible O0s
charge configurations can occur [that we labeled A, B, C, and D,
Fig. 3(b)], each determining a unique 3D potential profile in the
dielectric and, therefore, a unique value of the local electric field at
the V+, which is mainly involved in TAT [Fig. 3(a)], in turn, associ-
ated with a unique current level. Notably, configuration A is char-
acterized by O0 #1 and #2 both charged (full), while D represents
the case in which all O0s are neutral (empty). As defined in Sec. II,

FIG. 3. (a) Visualization of the V+, which assists the current and of the O0s,
which are responsible for RTN. (b) Representation of the four possible O0s con-
figurations. (c) Comparison of the local potential values at the V+ highlighted in
(a), at each VAPP and for each O0s configuration, compared to the ideal local
potential (VID) at such V

+.
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the ideal potential (VID) within the HfO2 is the potential value (for
a specific Z coordinate, since we apply a constant bias at the TE) if
the trapped charge is not considered, i.e., all defects are neutral,
and they do not alter the linear potential profile along the Z coor-
dinate within the oxide. Since V+s become neutral once they
capture an e−, and they are positively charged when they emit an
e−, trapped charge at V+s can increase the local potential within
the oxide (which becomes greater compared to the VID). On the
contrary, since O0s are neutral when empty and negatively charged
once filled by an e−, O0s can provide a negative charge within the
HfO2, in turn, lowering the local potential compared to the ideal
one (VID). Therefore, at the time instant in which configuration D
occurs (i.e., all O0s are neutral), the potential within the oxide
cannot be locally reduced but only increased by the trapped charge
at V+s. In Fig. 3(c), for each VAPP and for each O0s configuration,
we reported the local potential at the V+ highlighted in Fig. 3(a).
Obviously, in the whole range of VAPP, configuration D is associ-
ated with higher local potential values compared to the other con-
figurations, while the lower local values are obtained when
configuration A occurs, which brings the potential close to the
ideal potential value at the V+ (VID, dashed line). However, as can
be seen in Fig. 3(c), the local potential at the V+ is always≥ to the
VID, since (i) within the oxide the number of V+s (5) is > than the
number of O0s (4), (ii) V+s nearby to the V+ of interest are posi-
tively charged, and (iii) 2 out of 4 O0s (namely, #3 and #4) are
always neutral and therefore they do not provide negative charge
(i.e., a local potential reduction at the V+). As we highlighted in
our previous works,18,32 the local potential within the oxide is
given by the overlap of the applied voltage and the possible contri-
bution of trapped charge. Notably, the local potential varies
dynamically since (in contrast to the VAPP, which is kept constant
over time in this study) the trapped charge contribution is given by
the specific O0s configuration, which changes over time and with
the applied voltage. In Fig. 4, we depicted the simulated RTN traces
at different VAPP. For each signal, each individual current level is
associated with a unique O0s configuration. Also, the simulator
allows extracting the Markov chain of each O0 (even if only the
ones of O0 #1 and #2 matter), and we depicted examples of such
chains for specific chunks of RTN on the right of each panel in
Figs. 4(a)–4(g). As evidenced, the O0s Markov chains represent the
evolution of the O0s configurations [Fig. 3(b)] in the time domain,
and their overlapped effect at each instant of time determines the
current level of the RTN. As highlighted in Fig. 4(g), the current
levels are characterized by the typical white noise, which emerges
from the inherent stochastic features of the V+-assisted charge
transport [Fig. 3(a)]. For a specific VAPP [Figs. 4(a)–4(g)], the RTN
signal is given by the modulation of the TAT, which reflects the
evolution in the time domain of the trapping/detrapping events at
O0 #1 and #2 (i.e., such O0s Markov chains), which dynamically
and simultaneously change the local potential value at the V+ shift-
ing the current in specific levels. Notably, for VAPP≤ 0.65 V
[Figs. 4(a)–4(e)], we observe a four-level RTN, namely, the TAT
modulation promoted by both O0 #1 (red) and #2 (blue), since the
activity of O0 #2 is appreciable both when #1 is full (i.e., its Markov
chain is equal to 1) and when is empty. Nevertheless, in such a
VAPP range (0.45–0.65 V), it can be seen that the RTN current
amplitude promoted by O0 #2 (blue) increases with VAPP when O0

#1 (red) is charged (i.e., its Markov chain is at 1) and decreases
with VAPP when O0 #1 is neutral (i.e., its Markov chain is at 0).
Interestingly, it can be noted that for VAPP≤ 0.7 V, the current level
decreases when O0 #1 (red) gets empty and increases when it cap-
tures an e−, reflecting the Markov chain of O0 #1. On the contrary,
at 0.75 V [Fig. 4(g)], the current has the opposite behavior than the
Markov chain of O0 #1, being higher when the defect is empty and
lower when it gets charged. Also, at 0.7 V [Fig. 4(f)] the signal is
more similar to a two-level RTN since the activity of O0 #2 is not
much appreciable when #1 is empty. Downright, even if still given
by the overlap of the same Markov chains, a well-established two-
level RTN even appears at 0.75 V [Fig. 4(g)], giving the feeling that
the activity of O0 #2 is almost completely buried in the white noise.

As well known, the analysis of an RTN signal37 includes the
evaluation of three main parameters, such as the current amplitude

FIG. 4. (a)–(g) RTN traces at different VAPP (0.45–0.75 V). On the right, chunks
of Markov chains of O0 #1 and #2 are highlighted for each RTN signal.
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between two levels (ΔI), and the capture (τc) and emission (τe) time
constants, which characterize each Markov chain involved in the
process. Thus, in Subsections III A and III B, we perform an accu-
rate quantitative analysis of these parameters to highlight the
importance of considering the electrostatic interdependencies
between defects and their effect on the overall RTN.

A. Current amplitudes (ΔI)

As discussed previously, we can see how the RTN amplitudes
between the current levels, which characterize each signal
[Figs. 4(a)–4(g)] change over VAPP, giving the impression that there
are no correlations between the defects which promote such RTN
traces. In Fig. 5(a), for each VAPP, we analyzed the amplitude per-
centage variations [ΔI/I (%)] of O0 #2 when O0 #1 is full (charged)

and when it gets empty (neutral), as depicted within the inset. As
already highlighted, we can quantitatively appreciate how the ΔI/I
% of O0 #2 varies when the #1 is full or empty, as well as when
VAPP changes. Moreover, at 0.7 V, the RTN signal seems to have
only two levels, being the activity of O0 #2 almost not perceptible
when #1 is empty compared with the case in which #1 holds an
electron. In fact, the analysis of Fig. 5(a) reveals that the ΔI/I value
of #2 is approximately 0%. Without the support of the Markov
chains [Figs. 4(a)–4(g), right panels], the RTN signals can be
related to various phenomena due to the different RTN parameters
that characterize each signal,41 such as the presence of different
defects, the existence of metastable states of defects,38–40 and/or
traps which activate each other,41 depending on the VAPP. Indeed,
Grill et al.41 highlighted a peculiar RTN in which a trap can be acti-
vated by the trapped charge at another trap, resulting in a signal
comparable to the one at 0.7 V [Fig. 5(b)], which seems to be origi-
nated by the same mechanism. In fact, the activity of O0 #2 is
appreciable only when O0 #1 is full and is almost 0% when #1 gets
empty [Fig. 5(a)]. Nevertheless, as clarified by the Markov chains
of Fig. 4(f ), the Markov chain of O0 #2 (blue) does not show par-
ticular changes over the one of #1 (red), meaning that #1 does not
activate/deactivate #2 by trapping/detrapping charge. Indeed, the
peculiar RTN at 0.7 V emerges as a consequence of the different
local potential conditions induced at the V+ which drives current
differently according to the evolution of the O0s configurations.
Therefore, complicated RTN mechanisms are not necessarily asso-
ciated with complex phenomena, but they can arise from simple
mechanisms (i.e., Markov chains) that interact dynamically with
each other and with the surrounding landscape (for a given VAPP),
thus generating complexity.

B. Capture (τc) and emission (τe) time constants

In Fig. 6(a), we depicted the ratio of the time constants (τc/τe)
vs VAPP of O0 #1 and #2, since it is a typical way of reporting the

FIG. 5. (a) Analysis of the amplitude percentage variations [ΔI/I (%)] of the
RTN given by O0 #2 depending on the charge state of O0 #1. (b) Peculiar RTN
chunk at 0.7 V given by the effect of different configurations of the O0s, which
(differently) modulate TAT.

FIG. 6. (a) τc/τe vs VAPP for O0 #1(red) and #2 (blue). The observable zone (yellow area) highlights the range in which τc and τe have values that can be detected in
typical electrical measurements. (b) Comparison between the real O0 #1 and #2 vertical positions and those estimated by using the formula proposed in Ref. 13. (c)
Defect’s τc/τe slope-based classification according to Ref. 13.
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characteristics of defects involved in RTN. In fact, in the literature,
the τc/τe trends of defects vs applied bias are quite revealing, as they
are commonly used to evaluate the defects’ vertical position in the
oxide and/or to provide a traps’ classification.13,14 Generally, for a
given VAPP, the τc and τe values associated with a single defect are
directly extracted from its Markov chain (which can be obtained by
decomposing the overall RTN signal via different post-processing
techniques, e.g., FHMM17) and then averaged over time, thus con-
sidering τc and τe as expected values of respective exponential dis-
tributions.38 To mimic this “conventional” approach, we extracted
in the time domain the τc and τe values of each defect (only O0 #1
and #2 are of interest) obtaining five different τc and τe values for
each instant of time. Specifically, five values are obtained since a
single defect can capture/emit from/to the bottom electrode (BE),
top electrode (TE), other traps (TT), valence (VB), and conduction
(CB) bands. However, for each instant of time, only the lowest τc
(τe) value is the most relevant, i.e., the most likely source (destina-
tion), and this is accounted for by averaging τc (τe) over all possible
sources (destinations) by using Matthiessen’s rule (4). Thus, the
effective τc and τe are averaged (as the average of exponential distri-
butions) over time, obtaining the same dwell times that would have
been commonly extracted from measurements, and the relative
τc/τe trends vs VAPP are those in Fig. 6(a). The yellow zone high-
lights τc and τe values that are easily accessible by experiments (i.e.,
the observable zone): in our simulations, they identify the defects
which cause RTN that is visible within the adopted observation
window (see Sec. II). As expected, only O0 #1 and #2 have τc/τe,
which belong to the observable zone, while O0 #3 and #4 have
τc � τe � tsim (not shown) for each VAPP and, therefore, do not
give any contribution to the RTN signals under investigation
(Fig. 4). Since both τc/τe vs VAPP exhibit monotonic trends with a
negative slope, in Fig. 6(b), we estimated their vertical position
within the dielectric by using the formula reported in Ref. 13. As
can be seen, O0 #1 position is 46% underestimated and #2’s is 80%
overestimated compared to their actual Z coordinate, meaning that
the formula is oversimplified and/or such τc and τe values are not
sufficiently reliable for this analysis. Furthermore, according to the
defect-type classification reported in Ref. 13 [Fig. 6(c)], O0 #1 and

#2 should be classified as type-I traps (i.e., defects which exchange
charge only with the BE), since both O0s exhibit a monotonic nega-
tive τc/τe slope [Fig. 6(a)]. However, in the following analysis, we
demonstrate that such classification is not reliable, since it is based
on the idea that the capture and emission time constants of a single
defect can be extracted directly from its Markov chain without
accounting for the impact of nearby traps. In fact, it is not consid-
ered that the τc (τe) value of a defect can be different if a nearby
defect is neutral or charged, even if the trapped charge for RTN
phenomena has been shown to have great relevance.32 Basically,
trapping dynamics at one defect can be affected stochastically by
the one at a nearby defect and vice versa, since (i) trapped charge
at the latter can modify the local potential profile at the former
(also depending on the applied voltage value) and (ii) the availabil-
ity of states of the latter (namely, the actual possibility for such a
trap to accommodate an e−) changes accordingly, making some
capture/emission processes more likely than others for specific
instants of times. Therefore, to provide better accuracy in evaluat-
ing the τc and τe of each defect (and, therefore, the overall RTN
characteristics), we cannot assume that there is only one distribu-
tion for the capture (emission) process, but there are as many τc
(τe) distributions as many charge states of the defects involved in
RTN. In this case, having two bi-state defects, which contribute to
the RTN (namely, O0 #1 and #2, since the #3 and #4 are always
neutral), we evaluated the τc of O0 #1 when the #2 is full [τc1,2
(full)—red circle] and when #2 gets empty [τc1,2(empty)—empty
rhombus], obtaining two different capture time constant trends
over VAPP [Fig. 7(a)]. Obviously, since we are evaluating the
capture process, the τc values are always estimated considering the
instants of time in which the #1 is empty (i.e., it makes no sense to
evaluate τc of a defect when it is full since it cannot host any e−).
Similarly, in Fig. 7(b), we evaluated the emission time constants for
#1 when #2 is neutral [τe1,2(empty)—red circle] and when it holds an
e− [τe1,2(full)—empty rhombus], in both cases, considering the
instants of time in which #1 is full (i.e., it makes no sense to evalu-
ate τe of a defect which does not host e− that can be emitted). Also,
we reported τc,1 [Fig. 7(a)] and τe,1 [Fig. 7(b)], namely, the capture
and emission time constants extracted by the “conventional”

FIG. 7. Analysis of the capture (a) and emission (b) time constant trends vs VAPP for O
0 #1 (red defect in the sketches). For both capture and emission processes, three

different trends are reported, namely, the one considering the nearby O0 #2 (blue defect in the sketches) negatively charged [τc1,2(full) and τe1,2(full)—filled red circles] and
neutral [τc1,2(empty) and τe1,2(empty)—empty red rhombuses] and also the one obtained by using the “conventional” approach (τc1 and τe1—black squares), which corre-
sponds to what would be extracted from experiments. (c) Analysis of the non-monotonic trend observed in (b), which is given by a change in the more likely emission desti-
nation with VAPP.
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approach (i.e., without separately considering the possibility for O0

#2 to be empty or full), for each VAPP. For both capture [Fig. 7(a)]
and emission [Fig. 7(b)] processes, such trends (black squares) are
circumscribed by the two distributions which are related to the two
different possible charge states of O0 #2 (namely, the red circles
and empty rhombus) but still very close to the distribution
obtained considering the #2 full (red circles). In fact, this was to be
expected since as can be inferred from the Markov chains in
Figs. 4(a)–4(g), O0 #2 defect is almost always negatively charged
(full). Interestingly, even if statistically less likely, when O0 #2 gets
neutral the trend τe1,2(empty) [Fig. 7(b)—empty rhombus] is very
different from the one in which #2 is full [τe1,2(full)—red circles],
the former also exhibiting a non-monotonic behavior with a (mild)
positive slope between VAPP = 0.45–0.7 V and a negative slope for
VAPP > 0.7 V. Our previous works

18,32 revealed that non-monotonic
τc/τe trends vs VAPP can be related to changes in capture source
and/or emission destination of defects, demonstrating that the
slope of such time constant trends cannot be unambiguously used
to provide a reliable defect classification. In fact, in Fig. 6(c), we
reported the traps’ classification used in Refs. 13 and 14 according
to which O0 #1 and #2 should be classified as type-I traps (i.e.,
exchanging charge only with BE). However, as can be seen in the
stack representations of Figs. 7 and 8, both #1 and #2 capture
charge from the BE and emit charge to the TE, disagreeing with
the classification of Fig. 6(c).13,14 Also, we verified that O0 #1
changes emission destination over VAPP, emitting toward other

traps in the range of VAPP = 0.45–0.7 V and at the TE for
VAPP > 0.7 V, in agreement with our recent findings.18,32 Since the
τe1,2(empty) trend has been evaluated by using Matthiessen’s rule (4),
i.e., considering that the trap can emit to 5 possible destinations
(namely, TE, BE, TT, VB, and CB), we evaluated the emission time
constants associated with each destination (but only the one associ-
ated with the emission to the TT and TE matter), and the results
are reported in Fig. 7(c) for each VAPP. As can be seen, the τe1,2
(empty) trend results from the fact that the most probable process
changes over VAPP, since the distribution associated with emission
to traps (TT) and with the TE cross each other in between 0.7 and
0.75 V. In Fig. 8, we reported the same analysis made for #1
(Fig. 7) for O0 #2. As can be seen, capture [Fig. 8(a)] and emission
[Fig. 8(b)] time constant distributions are quite similar to each
other, both qualitatively (since the trends associated with different
#1 charge states possess the same behavior) and quantitatively. Still,
the capture [τc,2—Fig. 8(a)] and emission [τe,2—Fig. 8(b)] time con-
stants extracted by the “conventional” approach possess intermedi-
ate values between the two distributions which account for the
charge state of O0 #1 (namely, the blue circles and empty
rhombuses).

Unlike #1, O0 #2 does not exhibit non-monotonic trends, and
it captures charge from the BE and emits charge to the TE at each
VAPP. To understand the physical reason behind this difference, in
Fig. 9, we analyzed for #1 [Fig. 9(b)] and #2 [Fig. 9(c)], the local
potential value at each VAPP. Here, we reported the ideal potential,
VID, values [Figs. 9(b) and 9(c)—black square] for both defects,
i.e., the potential at the defects (for a given VAPP) if the effect of
trapped charge on the electric field within the oxide is not consid-
ered at all. Notably, since such O0s are located at the same Z coor-
dinate = 2 nm [Fig. 9(a)—side view], they possess the same VID for
each VAPP. In Fig. 9(b), it is possible to appreciate the impact of the
trapped charge at #2 on the O0 #1 over VAPP. In fact, when #2 traps
an e−, the local potential at #1 gets low (filled circle) compared to
the case in which #2 is vacant (empty circle). However, in the
latter, the local potential at #1 is still lower compared to the ideal
value since we are considering #1 itself full (negatively charged) in
order to evaluate the local potential values which rule over the
emission process. By comparing Figs. 9(b) and 9(c), it is evident
that the trapped charge at #2 strongly affects the local potential at
#1, while trapped charge at #1 does not perturb the local potential
at #2 with the same intensity. This is because the local potential at
O0 #2 is locally increased by the positively charged V+, which is
located in its vicinity [Fig. 9(a)—top view]. Therefore, the physical
reason behind the change in emission destination of #1 with VAPP

[Figs. 7(b) and 7(c)] is imputable to the amount of the local poten-
tial reduction, which is stronger than the one perceived by #2. To
evaluate this aspect, we compared the percentage local potential
reduction at #1 when #2 is empty [Fig. 9(d)]. Considering #2
empty is necessary to consider the possibility of emission toward
all destinations, including other traps (specifically, toward #2). In
the opposite case, #2 would have no availability of states and the
emission process from #1 to #2 would be impossible. The same
analysis is shown in Fig. 9(e) for #2 when #1 is empty. Notably, in
the conditions of both Figs. 9(d) and 9(e), defects can emit an e−

toward each other. From such analysis, since the most likely emis-
sion destination for #1 changes between VAPP = 0.7−0.75 V, we can

FIG. 8. Analysis of the capture (a) and emission (b) time constant trends vs
VAPP for O

0 #2 (blue defect in the sketches). For both capture and emission pro-
cesses, three different trends are reported, namely, the one considering the
nearby O0 #1 (red defect in the sketches) negatively charged [τc2,1(full) and τe2,1
(full)—filled blue circles] and neutral [τc2,1(empty) and τe2,1(empty)—empty blue
rhombuses] and also the one obtained by using the “conventional” approach
(τc2 and τe2—black squares), which corresponds to what would be extracted
from experiments. Analysis of the capture time constant distributions for O0 #2
(blue). Three different distributions are reported, namely, considering mutual
interdependencies between Markov chains of defects (τc,2—black squares) and
considering the nearby O0 #1 (red) negatively charged [τc2,1(full)—blue circles]
and neutral [τc2,1(empty)—empty rhombus]. (b) Analysis of the emission time
constant distributions for O0 #2. The three different distributions are associated
with the same conditions reported in [(a)—same symbols and colors].
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infer that a local potential reduction greater than 45% (i.e., that is
true in the range VAPP = 0.45–0.7 V) is likely to encourage the
emission to other traps (TT), while a percentage potential reduc-
tion less than 45% (true for VAPP > 0.7 V) promotes the emission
to the TE. This is in line with the fact that the percentage
potential reduction decreases with increasing VAPP: at large VAPP,
the relative effect of the trapped charge on the local potential is
milder, while it is dominant at small VAPP.

18 Coherently, since the
local potential at #2 is reduced less than 45% at each VAPP, such
trap always emits to the TE.

IV. CONCLUSIONS

In this work, we analyzed the details of the process modulation
of the V+s-assisted TAT current due to charge trapping/detrapping
events at O0s that results in RTN. The analysis was performed on
TiN/(4 nm)HfO2/TiN cell, where the leakage current is found to be
dominated by TAT. By changing the applied voltage (0.45–0.75 V),
we have shown how several multi-level RTN traces characterized by
different RTN parameters (ΔI, τc, τe) can be promoted by the same
two O0s (i.e., the same couple of Markov chains), which modify
each other’s local potential (as well as the one at V+s) differently
depending on the specific applied bias condition. By analyzing the
ΔI/I (%) of one of the two O0s involved, we demonstrated that
peculiar RTN signals (commonly associated with the presence of
more sophisticated phenomena, e.g., the presence of metastable
states of defects) can emerge following specific local electric field
conditions at the defects, which assist the charge transport. In fact,
such behaviors are dictated by the local electric field value which is
given by the overlap of the field due to the applied voltage and the
(frequently neglected) field contribution due to possible trapped
charge within the oxide, which also changes over time (due to trap-
ping and detrapping). Considering the impact of the field perturba-
tion due to trapped charge, we showed that the “conventional”
approach adopted to estimate the τc and τe of defects of experimen-
tal RTN traces provides values that are inherently altered by the
effect of the trapped charge in the surroundings of the defect under
consideration (i.e., at other defects nearby). In fact, the τc/τe trend
of defects, which promote RTN is generally plotted vs VAPP to
retrieve key defects information (e.g., the vertical position within
the oxide), which are here shown to lead to misinterpretations
since the retrieved τc and τe are affected by local potential perturba-
tions due to trapping events at other nearby defects within the
oxide.

Results put in the spotlight the role of electrostatic interactions
between traps on the RTN characteristics, and how trapped charge
can dominate the local potential within the material causing a
complex and unpredictable electrostatic scenario. Additional com-
plexity is expected when phenomena like defect drift/diffusion and
generation/recombination are considered.42 Moreover, further com-
plexity together with even larger potential perturbations by charged
defects are expected if the possibility for oxygen ions to host more
than one electron is considered,29,43 further stressing the impor-
tance of the conclusions drawn in this paper. Given that the relative
effect of trapped charge on the local electric field is higher at low
VAPP, the evaluation of such phenomena assumes greater relevance
with technological scaling (due to supply voltage reduction) and in
ultra-low voltage applications. Therefore, the effects of trapped
charge on the local potential are expected to be dominant in next-
generation devices and novel transistor architectures (such as fork-
sheets and nanowires), which will pose severe challenges in terms
of reliability predictions as the local field will be dominated by sto-
chastic and mutually interfering events rather than by the applied
voltage. As the opposite, in devices that use a higher supply voltage
such effects may be much less important at least in the pristine
state, where the defect density may be low enough so as to render
mutual defects interactions negligible. However, long term degrada-
tion associated with significant defects generation will inevitably

FIG. 9. (a) Representation of O0 #1 and #2 within the dielectric. Z coordinates
(side view) and mutual distances (top view) of defects are reported. Analysis of
the local potential at O0 #1 (b) and #2 (c). For each VAPP, we reported the ideal
potential value (black square) for both defects. Also, the potential at defect #1
(#2) considering the nearby #2 (#1) negatively charged (filled circle) and empty
(empty circle) are depicted together with the percentage potential reduction
(compared to the ideal potential value at the defect, VID) for each VAPP. (d)
Evaluation of the local potential values for O0 #1, which emits to a nearby trap
for percentage potential reductions >45% (compared to the VID). (e) For each
VAPP, the percentage potential reduction at #2 is less than 45%, and, therefore,
the TE is always the most likely charge carrier emission destination for this
defect.
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lead to a much stronger relevance of the trapping activity at defects
on the local electric field within the oxide, which should be taken
into account when analyzing end-of-life reliability and the device
lifetime.
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