# Wordom update 2: A user-friendly program for the analysis of molecular structures and conformational ensembles 

Angelo Felline ${ }^{\mathrm{a}, *}$, Simone Conti ${ }^{\text {b }}$, Michele Seeber ${ }^{\mathrm{a}, *}$, Marco Cecchini ${ }^{\text {c }}$, Francesca Fanelli ${ }^{\text {a,d,** }}$<br>${ }^{a}$ Department of Life Sciences, University of Modena and Reggio Emilia, via Campi 103, 41125 Modena, Italy<br>${ }^{\mathrm{b}}$ Department of Chemistry and Chemical Biology, Harvard University, Cambridge, MA, USA<br>${ }^{\text {c }}$ Strasbourg Institute of Chemistry, UMR7177, CNRS, Strasbourg University, F-67083 Strasbourg Cedex, France<br>${ }^{\text {d }}$ Center for Neuroscience and Neurotechnology, via Campi 287, 41125 Modena, Italy

## ARTICLE INFO

## Article history:

Received 14 December 2022
Received in revised form 19 January 2023
Accepted 20 January 2023
Available online 27 January 2023

## Keywords:

Molecular simulation analysis
Molecular Dynamics
Structural communication
Ion channel dynamics


#### Abstract

We present the second update of Wordom, a user-friendly and efficient program for manipulation and analysis of conformational ensembles from molecular simulations. The actual update expands some of the existing modules and adds 21 new modules to the update 1 published in 2011. The new adds can be divided into three sets that: 1) analyze atomic fluctuations and structural communication; 2) explore ion-channel conformational dynamics and ionic translocation; and 3) compute geometrical indices of structural deformation. Set 1 serves to compute correlations of motions, find geometrically stable domains, identify a dynamically invariant core, find changes in domain-domain separation and mutual orientation, perform wavelet analysis of large-scale simulations, process the output of principal component analysis of atomic fluctuations, perform functional mode analysis, infer regions of mechanical rigidity, analyze overall fluctuations, and perform the perturbation response scanning. Set 2 includes modules specific for ion channels, which serve to monitor the pore radius as well as water or ion fluxes, and measure functional collective motions like receptor twisting or tilting angles. Finally, set 3 includes tools to monitor structural deformations by computing angles, perimeter, area, volume, $\beta$-sheet curvature, radial distribution function, and center of mass. The ring perception module is also included, helpful to monitor supramolecular selfassemblies. This update places Wordom among the most suitable, complete, user-friendly, and efficient software for the analysis of biomolecular simulations. The source code of Wordom and the relative documentation are available under the GNU general public license at http://wordom.sf.net.


© 2023 Published by Elsevier B.V. on behalf of Research Network of Computational and Structural Biotechnology. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/ licenses/by-nc-nd/4.0/).

## 1. Introduction

Wordom is a world-widely used software for fast manipulation and analysis of molecular structures and trajectories from molecular simulations. The original version of Wordom and its first update were published in 2005 [1] and 2011 [2], respectively. Other available software for structural dynamics analysis include: a) molecular simulation and analysis packages, like CHARMM [3,4], Gromacs [5,6], and Amber [7]; b) molecular viewers like VMD [8] and Pymol [9]; c) command-line analysis software and script-suites like MMTSB [10],

[^0]carma [11], and pcazip [12]; and d) R or Python packages like Bio3D [13,14], MMTK [15], Biskit [16], ProDy [17], MD-TASK [18], MDTraj [19], and MDAnalysis [20].

For Wordom, the implementation of basic manipulation tools paved the way for the building of a modular framework to easily add analysis routines. The first update of Wordom implemented tools for secondary structure assignment, surface area calculations, and elastic network model (ENM) building, which were already available in other software packages or via web servers with impractical or time-consuming usage and/or complex input setup. Other modules introduced procedures and algorithms not available elsewhere, such as the protein structure network (PSN) analysis [21], the kinetic grouping analysis (KGA) [22], and the mincut-based free energy profile (cFEP) [23]. Significant technical improvements concerned simplification of the input syntax, the procedure for atom selection, gain in speed, and implementation of multi-threading for a subset of modules.

Table 1
New features in Wordom.

| Module | Label | Function | Ref. |
| :---: | :---: | :---: | :---: |
| Distance correlation coefficient of atomic fluctuations (DiCC) and Atomic Movement Similarity (AMS) | CORR | Compute correlations of atomic fluctuations | [24,25] |
| Determination of geometrically stable domains | CORRCLUST | Finds dynamic protein domains that move as coherent units | [25] |
| Invariant core | INVCORE | Analyzes the variability of a conformational ensemble | [26] |
| Decomposition of atomic fluctuations | FLUDEC | Detects changes in domain-domain separation and mutual orientation | [27] |
| Wavelet analysis | WAVELET | Infers the multi-scale nature of protein motions | [28,29] |
| Tools for PCA | PCATOOLS | Processes PCA outputs |  |
| Functional Mode Analysis | FMA | Finds collective motions related to function | [30] |
| Force constants | FORCE | Detects structurally stable residues | [31,32] |
| Overall fluctuations | FLUCT | Detects the intrinsic flexibility of the whole protein or of selected regions | [33] |
| Perturbation Response Scanning | PRS | Infers the role of residues in protein dynamics under external perturbations | [34-37] |
| Pore radius of ion channels | HOLE | Computes the radius of channel pore | [38,39] |
| Water or ion flux through a channel | FLUX | Monitors the number of ions or water molecules moving through a channel pore | [40,41] |
| Twist angle | TWIST | Computes the twist angle of an ion channel | [42] |
| Tilt angle | TILT | Computes the tilt angles of an ion channel | [42] |
| Angle between atom selections | SELEANGLE | Computes the angle between main axes |  |
| Perimeter and area of a polygonal selection | POLYGON | Computes the perimeter and area of polygons whose vertices are the atom or centroid coordinates |  |
| Volume | VOLUME | Computes the total, occupied, and free volume of a box |  |
| $\beta$-sheet curvature | CURVATURE | Computes the curvature of a $\beta$-sheet | [43] |
| Radial distribution function | RDF | Computes atom density as a function of the distance from a selected point in space | [44] |
| Center of mass | COM | Computes the position of the center of mass of the selected atoms | [45] |
| Ring perception | RING | Allows identifying the number of cyclic structures from a contact map. | [46] |
| Geometric transformations | AXROTALIGN | Performs a number of coordinate transformations |  |

In this article, we illustrate the novelties added in this second update. We expanded the existing CORR module and added 21 new modules, divided in those suitable for the analyses of atomic fluctuations and structural communication in biomolecular systems, those specific for the study of ion channels, and those for computation of geometrical indices of structural deformation (see Table 1).

## 2. New implementations in Wordom

### 2.1. Biomolecule flexibility and structural communication

A relevant fraction of the new Wordom modules concerns the analysis of flexibility and structural communication in biomolecules. The new adds significantly extend the CORR module to infer correlated motions, identify regions that move as dynamic units, identify the dynamically stable core for proper superimposition and comparison of trajectory frames, distinguish intra-domain from interdomain motions, infer the multi-scale nature of macromolecular motions by distinguishing low-frequency large-scale collective motions from high-frequency short-scale fluctuations, compare collective motions, infer collective motions related to function, identify mechanically stable residues that may be central in the allosteric communication and resist to mutation, and infer dynamically coupled regions and structural communication pathways.

### 2.1.1. CORR - correlations of atomic fluctuations

The CORR module computes the correlations of atomic fluctuations in a molecular dynamics (MD) trajectory. Two methods were already implemented in Wordom: dynamic cross-correlation (DCC) [47] and linear mutual information (LMI) [48]. The second update features two new methods: the distance correlation coefficient (DiCC) [24] and the atomic movement similarity (AMS) [25].

The DiCC method is able to detect long-range concerted motions in a protein and is a well-known and established measure of dependence between two random vectors [24]. DiCC is defined as the ratio between the distance covariance of two-atom positions along
an MD trajectory and the product of their distance standard deviations as summarized in the following equation:
$\operatorname{DiCC}_{i j}=\frac{\frac{\sum_{k, l=1}^{N} I_{k l} J_{k l}}{N^{2}}}{\sqrt{\frac{\sum_{k, l=1}^{N} N_{k l} \sum_{k, l=1}^{N} J_{k l}}{N^{2}}}}$
where $\operatorname{DiCC}_{i j}$ is the distance correlation coefficient between atom $i$ and $j$, respectively. $N$ is the total number of trajectory frames, and $I_{k l}$ and $J_{k l}$ are defined as:
$I_{k l}=i_{k l}-\left\langle i_{k x}\right\rangle-\left\langle i_{x l}\right\rangle+\left\langle i_{x x}\right\rangle$
$J_{k l}=j_{k l}-\left\langle j_{k x}\right\rangle-\left\langle j_{x l}\right\rangle+\left\langle j_{x x}\right\rangle$
where $<i_{k x}>$ is the $k^{t h}$ row mean, $<i_{x l}>$ is the $l^{\text {th }}$ column mean, and $<i_{x x}>$ is the grand mean of the distance matrix $I_{k l}$. In the same way, $<j_{k x}>$ is the $k^{\text {th }}$ row mean, $<j_{x l}>$ is the $l^{\text {th }}$ column mean, and $<j_{x x}>$ is the grand mean of the distance matrix $J_{k l}$.

DiCC values can vary from 0.0 to 1.0 , which indicate completely uncorrelated and completely correlated atomic displacements, respectively.

The AMS algorithm detects concerted motions by focusing on each atom of a molecule and representing each atomic trace as a single trajectory. The AMS matrix is a matrix of similarity coefficients resulting from the comparison of each pair of atomic trajectories. The similarity of motion of atoms $a$ and $b$ is estimated by finding an isometry (translation plus rotation) of the trajectory of $a$ that maximizes the correlation with the trajectory of $b$, i.e., an isometry that would bring the two trajectories as close as possible [25]. The translational part of such isometry is found by matching the initial coordinates of both trajectories, i.e., by matching the initial coordinates of both position vectors. The rotational part of isometry is found by representing rotations in quaternion space. Finding the rotation that would best superimpose the two objects is reduced to solving an eigenproblem of the following form:

$$
\begin{equation*}
M \cdot q=\lambda q \tag{3}
\end{equation*}
$$

where $M$ is a matrix defined as:
$M=\sum_{\alpha=1}^{N}\left[\begin{array}{cc}\left(x_{\alpha}-x_{\alpha}^{\prime}\right)^{2} & u_{\alpha}^{T} \\ u_{\alpha} & P_{\alpha}\end{array}\right]$
$u_{\alpha}=x_{\alpha} \times x_{\alpha}^{\prime}$
$P_{\alpha}=x_{\alpha} \cdot x_{\alpha}^{\prime T}+x_{\alpha}{ }^{T} \cdot x_{\alpha}^{\prime}$
where $x_{\alpha}$ and $x_{\alpha}^{\prime}$ are the positions of the two atoms in a conformation $\alpha$, and $q$ and $\lambda$ are the quaternion and the diagonal matrix, respectively. As a result of solving Eq. 3, four eigenvalues $\left(\lambda_{i}\right)$ are obtained: the smallest one indicates the best superposition, while the largest one indicates the worst superposition. AMS values can vary from 0.0 to 1.0 , which indicate completely uncorrelated and completely correlated atomic motions, respectively.

### 2.1.2. CORRCLUST - determination of geometrically stable domains

The CORRCLUST module of Wordom implements the geometrically stable substructures (GeoStaS) method, which can be used to find dynamic protein domains that move as coherent units in a simulation [25]. The identification of geometrically stable domains is founded on the clustering of atoms based on the similarity of their fluctuations, i.e., by using a matrix of correlation coefficients. The original method employed an AMS-based similarity matrix [25]. Wordom allows the choice of one of the four different algorithms implemented in the CORR module (i.e., DCC, LMI, DiCC, and AMS) for calculating the correlations of atomic fluctuations on conformational ensembles from molecular simulations or the DCC algorithm for computing correlations of motions on the pseudo-trajectories inferred from the Elastic Network Model-Normal Mode Analysis (ENM-NMA) on a single structure.

CORRCLUST groups the atoms by an agglomerative hierarchical merging (HM). Wordom allows the choice of four different linkage criteria for HM: average, complete, single, and ward. In each step, only the most similar clusters are merged. Finally, Wordom provides an automated method to stop the iterative merging on the basis of the Silhouette Index [51].

The GeoStaS method was used to elucidate the dynamics of a number of different multidomain proteins, including the bacterial elongation factor $\mathrm{EF}-\mathrm{Tu}$, the GroEL chaperone monomer bound to ATP, the capsid protein of Rous sarcoma virus, the HCV IRES domain IIa, and the periplasmic chaperone FIMC [25].

The complete HM clustering of atoms based on the correlated motions computed by the AMS algorithm was employed to predict geometrically stable domains from the MD trajectory of the wild type (WT) G protein transducin (Gt) (Fig. $1 \mathrm{~A}, \mathrm{~B}$ ). Gt is a member of the $\alpha$-family of heterotrimeric Ras GTPases, molecular switches that cycle between inactive, GDP-bound, and active, GTP-bound, states [52,53]. G $\alpha$ proteins hold a Ras-like or GTPase domain (GD), characterized by a three-layer $\alpha \beta \alpha$-sandwich architecture and a helical domain (HD), characterized by a six-helix (from $\alpha \mathrm{A}$ to $\alpha \mathrm{F}$ ) orthogonal bundle architecture (Fig. 1A). Activation of G $\alpha$ proteins by the cognate guanine nucleotide exchange factors (GEFs), which catalyze the exchange of bound GDP for GTP, requires detachment of the HD from the GD [50]. Remarkably, the estimated geometrically stable domains essentially coincide with the two structural domains of the protein (Fig. 1 A,B).

### 2.1.3. INVCORE - invariant core

The invariant core method is powerful in analyzing the variability of a conformational ensemble by distinguishing the most invariant region of a protein structure from the variant one(s). The invariant core is found using an iterative multi-step procedure [26] that works summarily as follows: 1 ) in the beginning, all atoms are considered
to be members of the putative invariant core; 2) all atoms in the putative invariant core are used to superimpose all trajectory frames on the average structure obtained in the previous cycle (see point 4) or on the first frame in the first iteration; 3) the atom with the highest mobility is removed from the pool of atoms of the putative invariant core; 4) an average structure is computed after superimposing all trajectory frames using all but the most mobile atom identified in step 3 ; and 5 ) back to step 2 . In all iterations, the mobility of each atom (step 3 ) is expressed in terms of the volume of an error-ellipsoid whose orientation and axis-lengths are computed from the eigenvalues obtained by diagonalizing the variance-covariance matrix of its coordinates:
$C_{i}=R_{i} S_{i} R_{i}^{-1}$
where $R_{i}$ is the matrix that defines the ellipsoid-principal axis orientations and $S_{i}$ is a diagonal matrix of eigenvalues. The volume of the error-ellipsoid is then computed by the following equation:
$V_{i}=\frac{4}{3} \pi \sqrt{\lambda_{x} \lambda_{y} \lambda_{z}}$
where $V_{i}$ is the volume of the error-ellipsoid of atom $i$, and $\lambda_{x}, \lambda_{y}$, and $\lambda_{z}$ are the eigenvalues.

The signal/noise ratio increases when geometrical analyses (e.g., distances, angles, dihedrals, etc.) are carried out using the most invariant region(s).

This method has been fruitfully employed for comparing protein structures undergoing large motions in sub-portions/domains by superimposing only the most invariant region rather than all atoms [13,26,54-57].

### 2.1.4. FLUDEC - decomposition of atomic fluctuations

When aligning the conformational ensemble of a multi-domain protein, a simple roto-translational alignment over the full protein to minimize the difference between a reference structure and trajectory frames does not separate motions within a domain from motions between domains. The FLUDEC module separates rigid-body domain motions from local fluctuations and can be useful to assess changes in domain-domain separation and mutual orientation [27].

Atomic displacements as a combination of domain and local fluctuations can be modeled according to the following equation:
$U_{t}^{-1} \delta_{t}^{i}=U_{t}^{-1}\left(R_{t}-T_{t}\right)-\left[S_{t}^{1}+W_{t}^{1} R_{0}^{1} . . . S_{t}^{d}+W_{t}^{d} R_{0}^{d}\right]$
where $U_{t}^{-1}$ and $T_{t}$ are the inverse of the rotation matrix with respect to the reference structure in the $t^{\text {th }}$ conformation and the overall translation vector, respectively. $R_{t}$ and $R_{0}{ }^{d}$ are the position vectors in the $t^{\text {th }}$ conformation and the position vector of the atoms of the $d^{\text {th }}$ domain in the reference structure, respectively. $S_{t}{ }^{d}$ and $W_{t}{ }^{d}$ are the translation and rotation of the $d^{\text {th }}$ domain within the $t^{\text {th }}$ conformation, respectively. The Wordom implementation of this method allows the user to divide the simulated protein in a number of domains using simple atom selections. Extracted domain and local fluctuations can be saved on new trajectory files for further analyses, and it is also possible to create a new trajectory file with only the fluctuations of the geometric centers of the defined domains.

This method was probed on the effects induced by the phosphorylation of Syk tyrosine kinase on the relative motion and rotation of the two SH2 domains [27]. Validation showed that a more accurate description of the fluctuations of a multi-domain protein was obtained by including two rigid-body alignments with more meaningful correlation coefficients compared to the overestimated correlated motion arising from a typical single-alignment procedure [27].

### 2.1.5. WAVELET - wavelet analysis

Wavelet analysis (WA) is a powerful signal processing technique widely used in several fields, including physics, chemistry, and


Fig. 1. Applications to the G protein transducin. A. Two views of the crystal structure of the $G \alpha$ protein transducin (Gt) (PDB: 1TAG) are shown. Canonical $\alpha$-helices and $\beta$-strands are violet and yellow, respectively. The secondary structure elements are labeled according to the Noel's nomenclature [49]. Gt holds a Ras-like or GTPase domain (GD), characterized by a three-layer $\alpha \beta \alpha$-sandwich architecture and an helical domain (HD), characterized by a six-helix (from $\alpha$ A to $\alpha$ F) orthogonal bundle architecture. Orange spheres indicate the location of the six constitutively active mutants (CAMs) G56P, G179P, A322S, T325A, V328A, and F332A subjected, together with the wild type (WT) form, to 500 ns MD simulations [50]. B. The dynamic domains inferred from the MD trajectories of WT Gt are colored in orange and green and are mapped on the structure closest to the average. C. On the left, the differences between the residue-force constant of WT Gt and the residue-force constants averaged over the force constants of the six CAMs (i.e., $\Delta$ Force) are plotted. Background is colored according to the corresponding secondary structures. On the right, $\Delta$ forces are mapped on the WT structure closest to the average and represented in cartoons. White, cyan, yellow, orange, and red correspond, respectively, to the following $\Delta$-force values: $\Delta=0,0<\Delta \leq 25,25<\Delta \leq 50,50<\Delta \leq 75$, and $75<\Delta \leq 100$. D. Comparisons between the overall fluctuations of T325A CAM and WT are plotted. They are expressed as \% according to the following general formula: RelFuct\%=((CAM/ WT)* 100)- 100, where CAM and WT indicate the $\Theta$ index of sets $A$ and $B$ in the CAM and WT forms, respectively. Blue, green, yellow, orange, and red indicate, respectively, RelFuct $\%$ values $\geq 0 \%, \geq 10 \%, \geq 20 \%, \geq 30 \%$, and $\geq 40 \%$. G1, G2, G3, G4, and G5 indicate the single G-boxes, whereas the label GBs indicates all G-boxes. G2 and G3 are, respectively, called switch I and switch II (swI and swII); swII includes the $\alpha 2$-helix. E. The output of PRS analysis on the MD trajectory of the T325A CAM is shown, mapped on the T325A structure closest to the average. Red and blue shadows indicate, respectively, residues variably able to transmit signals and residues variably able to detect signals. In all panels, the nucleotide GDP is represented in sticks.
biology [28]. When applied to MD simulations, wavelet analysis is able to identify, time point, time length, and spatial location of statistically significant conformational changes with respect to a reference structure, thus quickly locating time-space regions where nonrandom motions occur. One interesting feature of WA is that it allows for straightforward comparisons of sets of simulations of one protein or simulations of protein variants [58]. WA consists in decomposing atom displacements into groups of orthogonal functions and associated coefficients, the latter describing the signal in the time-scale domain. Coefficients at fine scales reveal detailed features of the signal, while coefficients at coarse scales indicate global features. There are two types of wavelet transforms, discrete (DWT) and continuous (CWT), the latter being implemented in Wordom [59]. CWT, or simply WA, was employed in combination with statistically significant tests to analyze MD simulation databases (the Dynameomics database [29,58,60-63]), thus highlighting the multiscale nature of protein motion. WA was indeed able to distinguish long scale, low frequency, movements associated to large structural rearrangements and changes in secondary structure from short scale, high frequency movements characteristic of thermal vibrations. The continuous wavelet transformation of the displacements of an atom in an MD simulation is given by:
$W T_{a, s}=\operatorname{IFT}\left[D_{a} W_{s}\right]$
where $a$ is an atom, s is the wavelet scale, $D_{a}$ is the frequency domain of the displacement time series of atom $a, W_{s}$ is the frequency domain of the wavelet function at scale $s$ and IFT denotes the inverse Fourier transform.

Application of WA on long time-scale (tens of $\mu \mathrm{s}$ ) simulations of a DNA helix in combination with a simple clustering method proved able to distinguish and quantify the locations and time scales of significant motions [59]. Moreover, by changing the maximum time scale of WA, a more complete characterization of these motions could be obtained, allowing motions of different time scales to be identified or ignored as desired [59].

### 2.1.6. PCATOOLS - tools for PCA

This Wordom update adds a module, PCATOOLS, for post-processing the output of the principal component analysis (PCA) and ENM-NMA modules. This module allows to compare the conformational subspaces by a number of similarity metrics, i.e., the dot product of pairs of single or combined eigenvectors, the cumulative square overlap between two sets of eigenvectors, and the fraction of variance described by a set of eigenvectors. The module allows also calculation of the mode involvement coefficient, i.e. the overlap between an eigenvector and a deformation or displacement vector, which is useful to investigate conformational transitions.

PCATOOLS was used in a number of investigations that identified function-related similarity/differences in the collective motions inferred from MD trajectories [50,64,65] or from sets of crystallographic structures $[66,67]$ of several biomolecular systems.

### 2.1.7. FMA - functional mode analysis

Functional mode analysis (FMA) is a powerful method that aims at elucidating collective motions directly related to a specific protein function. The analysis consists in finding possible correlations between the essential dynamics inferred from an MD trajectory or a set of crystallographic/NMR structures and a "functional quantity" computed on the same trajectory or set of structures [30]. The "functional quantity" can be quite general and can correspond to some structural descriptor or any variable relevant to the function of the protein. FMA quantifies the contributions of individual principal components to changes of the "functional quantity" and, by using the Pearson coefficient, finds the linear combination of principal components maximally correlated with the "functional quantity". The maximally correlated motion as a function of time is given by
the projection along the normalized collective vector $v$ of protein atoms:
$p_{v t}=\left[x_{t}-\bar{x}\right] \cdot v$
where $x_{t}$ and $\bar{x}$ are the 3 N coordinates of the protein atoms at time $t$ and their average calculated over all trajectory frames, respectively. The correlation between the normalized vector described above and the "functional quantity" is assessed as:
$R=\frac{\operatorname{cov}\left(f_{t}, p_{v t}\right)}{\sigma_{f} \sigma_{v}}$
where $f_{t}$ is the time series of the "functional quantity" (if computed on an MD trajectory) and $\sigma_{f}$ and $\sigma_{v}$ are the standard deviations of $f_{t}$ and $p_{v t}$, respectively. The collective vector $v$ can be derived by maximizing the Pearson coefficient $R$ as a linear combination of the first $d$ principal components:
$v=\sum_{i=1}^{d} v_{i} e_{i}$
where $v_{d}$ are the coordinates of $v$ with respect to the basis set $\left\{e_{d}\right\}$. Finally, the maximum of the absolute value of $R$ can be found by solving:
$\sum_{i=1}^{d} v_{i} \operatorname{cov}\left(p_{i}, p_{j}\right)=\operatorname{cov}\left(f, p_{j}\right), j=1 . . . d$
The FMA modules of Gromacs or Wordom have been used to address a variety of mechanisms of proteins function, e.g., potassium channel gating [68], aquaporine water permeability and regulation [69], transthyretin amyloidogenesis [70], microtubule assembly [71], formation of the reactive state of the Holliday junction (HJ) resolving enzyme RecU [72], cadherin adhesion [73], mechanical signal transmission in a flagellar motor switch complex [74], protein-protein binding by allosteric switch [75], allosteric transition in hemoglobin [76], guanine nucleotide-exchange factor (GEF) binding and GEF-catalyzed nucleotide depletion by Ras GTPases [50,77], structural features of transducin mutations linked to disease [78], arrestin activation by the G protein coupled receptor (GPCR) vasopressin V2 receptor (V2R) [79].

### 2.1.8. FORCE - force constants

Computation of the force constant also named distance fluctuation stability (DFS) index allows inferring the mechanical properties of a protein structure, at single residue resolution [31,32]. The DFS index measures the energy cost of residue deformation during simulations. High values of DFS indexes are associated with stable residues that display small fluctuations in their distances to all other residues, while low values of this stability parameter point to more flexible sites that experience large deviations of their inter-residue distances. The DFS index $k_{i}$ for each residue $i$ is calculated from the average of the distances between the residues over the simulation trajectory using the following equation:
$k_{i}=\frac{3 k_{B} T}{\left\langle\left(d_{i}-\left\langle d_{i}\right\rangle\right)^{2}\right\rangle}$
where $d_{i}$ is the average distance from residue $i$ to all other residues $j$ in the analyzed structure, angle-brackets denote the average over the simulation, $k_{B}$ is the Boltzmann constant, and $T$ is the simulation temperature $[31,32]$. Note that the position of each residue $i$ can be characterized by a single atom, such as $C \alpha ; d_{i}$ can alternatively be obtained by averaging over the mean distances for each atom within each residue [32].

High values of the DFS index often indicate structurally stable centers and regulators of allosteric signals, whereas low values of the DFS index typically indicate highly fluctuating sites. In this framework, the index has been exploited to infer those residues that are
central in the allosteric communication in Hsp70 chaperones [80-82] and as a metric to assess both structural stabilities and allosteric propensities of the SARS-CoV-2 Spike protein in complex with ACE2 decoys, miniprotein inhibitors, and different classes of antibodies [83-85].

This method has been exploited to characterize the mechanical properties and detect functional sites in a number of proteins, including enzymes [31,64,65,86,87], globins [88,89], Rho guanine nucleotide exchange factors (RhoGEFs) of the Dbl family [64], V2R in complex with arrestin 2 [79], the native and mutated signal transducer Gal3 protein [90], with important mechanistic implications and direct relations with amino acid sequence conservation.

An exemplary application of the force constant analysis is the comparison of the MD trajectories of WT and six constitutively active mutants (CAMs) of Gt, which are characterized by increased intrinsic (i.e., GEF-independent) rate of nucleotide exchange [50]. In line with that, in CAMs those regions deputed to nucleotide depletion undergo reduction in structural rigidity compared to the WT (Fig. 1 C). The nucleotide GDP undergoes such reduction as well.

### 2.1.9. FLUCT - overall fluctuations

The overall fluctuation index $\Theta$ is a measure of the intrinsic flexibility of a whole protein or of a given sub-set of its residues [33]. The index is proportional to the extent of the conformational space explored in a simulation and can be used to compare the intrinsic flexibility of functionally important regions of the same protein in two different states or of two homologous proteins in the same state. Calculation of this index is based solely on internal distances and therefore does not require superposition of the trajectory frames to eliminate the roto-translations of the simulated system. $\Theta$ is defined as the root mean distance variance of each atom pair and is calculated by the following equation:
$\Theta_{A B}=\sqrt{\frac{\sum_{i=1}^{N} \sum_{j=1}^{M} \frac{\sum_{k=1}^{F}\left(d_{i j}^{k}-d_{i j}\right)^{2}}{F}}{N \times M}}$
where $A$ and $B$ are two sets of residues, $N$ and $M$ are the total number of atoms in set $A$ and set $B$, respectively, $F$ is the total number of trajectory frames, $d_{i j}^{k}$ is the distance between atom $i$ from residue set $A$ and atom $j$ from residue set $B$ in the $k^{t h}$ frame, and $\bar{d}_{i j}$ is the average distance between the same two atoms. If sets $A$ and $B$ coincide, intradomain overall fluctuations can be computed.

Computations of the overall fluctuation index served to investigate structure-function relationships in a number of biosystems including six CAMs of Gt [50], two RhoGEFs in their free and RhoAbound states [64], V2R in complex with arrestin 2 [79], and the Sec4 Rab GTPase [65]. Collectively, the analyses highlighted inter-molecular and inter-domain dynamic coupling related to function [64,65,79]. Comparisons between $\Theta$ of WT with those of six CAMs of Gt showed that, on average, the Gt portions undergoing increases of $\Theta$ in response to the six activating mutations include the five G boxes (i.e., G1-G5, highly conserved regions involved in nucleotide binding) taken singularly or as a whole, the secondary structures of GD and HD, and the nucleotide [50]. Alanine substitution for T325 increased significantly (i.e., by $32 \%$ ) the overall fluctuations of the whole HD and GD compared to the WT (Fig. 1D). This is consistent with the finding that activating mutations, in particular T325A, prioritize those collective motions of the HD that overlap with the collective motions associated with GEF-catalyzed nucleotide release [50]. Remarkably, Gt portions like G2, G3, and $\alpha 2$, which are involved in conformational changes linked to function, undergo increases of $\Theta$ in tandem with almost all portions of the $G$ protein. This may relate as well to the constitutive activity of T325A.

### 2.1.10. PRS - perturbation response scanning

Perturbation response scanning (PRS) [34] is a powerful technique to investigate the structural communication by assessing and quantifying the role of each protein residue in determining conformational changes as a consequence of external perturbations. Over time, the method has been subjected to several developments and expansions [35-37], all available in Wordom. Given two conformations of the same protein, an initial and a target structure, PRS is able to predict protein residues that, under the influence of an external perturbation, contribute to a conformational change in the direction of the target structure. Additionally, the method identifies and quantitatively assesses the effectiveness and sensitivity of each protein residue, i.e., the ability of a given residue to transmit signals when subjected to an external perturbation and the ability to detect signals transmitted by effectors, respectively. PRS, which is based on the linear response theory [91], can be used to analyze both single structures and conformational ensembles from MD simulations. PRS relies on systematically applying virtual random forces on each protein residue and detecting the linear response of the whole protein to these perturbations. According to the linear response theory, the response of a residue when a set of perturbations is applied to another residue is given by the following equation:
$R_{i j}=\frac{\sum_{k=1}^{|F|} C_{i j} F_{k}}{|F|}$
where $i$ is the residue whose response is being tested, $j$ is the perturbed residue, $|F|$ is the total number of applied perturbations, $C$ is the variance-covariance matrix, and $F_{k}$ is the $k^{t h}$ vector with the components of the externally applied force vectors.

PRS has been applied to the investigation of the allosteric communication in a wide variety of systems. Here we quote a selection of those studies [34-36,92-111].

The PRS analysis of the trajectories of WT and six Gt CAMs detected a crowding of signal transmitter residues in the nucleotidebinding site (Fig. 1E). A few signal detector residues fall on the linker regions participating in the inter-domain motion that leads to the activation of the G protein (Fig. 1E).

### 2.2. Ion channel dynamics

An important addition in Wordom is the implementation of a number of structural indices to investigate the function of oligomeric transmembrane (TM) proteins like ion channels. Although the new modules may work on any TM ion channel of class $\alpha$ (i.e., $\alpha-$ helical oligomers), here, pentameric ligand-gated ion channels (pLGIC) are presented as a case study.
pLGICs are oligomeric TM proteins that open an ion pore in response to increased levels of neurotransmitters at chemical synapses. Structural, functional, and modeling data indicate that these receptors transduce signals by cycling through distinct conformational states corresponding to the resting ( R ), active (A), and one or more desensitized (D) states [112]. Recent high-resolution structures in combination with all-atom MD opened to the structural characterization of the functional motions with atomic resolution [113]. In particular, it has been shown that receptor activation or gating is mediated by two major quaternary transitions involving a radial contraction or (un)-blooming of the extracellular domain to increase the affinity for the neurotransmitter and a global (un)-twisting to initiate pore opening [42,114]. These molecular motions provide meaningful reaction coordinates to monitor receptor activation [115].

Analysis tools like HOLE [39] to probe the physical dimensions of the ion pore have become popular to distinguish between open- and closed-channel structures. However, when more than one model can be annotated as open, other approaches based on all-atom MD


Fig. 2. Exemplar application of the HOLE module. Pore radius as a function of the pore coordinate for two recently solved structures of the glycine receptor (GlyR) $\alpha 1$ in complex with the partial agonist taurine. These structures, referred to as tau-closed (PDB: 6PM3) and tau-open (PDB: 6PM2), were simulated at room temperature for 100 ns by all-atom Molecular Dynamics with an explicit representation of the solvent and the membrane environment. The configuration of the pore was then analyzed using the HOLE module in Wordom. Assuming a radius of $2.26 \AA$ for solvated chloride ions (black thin line), the simulations indicate that tau-closed (green) is a closed-channel state with two physical constrictions, one at L277 at position $9^{\prime}$ and one at P266 at position $2^{\prime}$. By contrast, the same analysis of tau-open (cyan) indicates that this structure is representative of an open channel with a minimum pore radius well above the Born radius of solvated chloride. In addition, analysis of the fluctuations of the pore-lining residues sampled by MD, here represented as horizontal error bars along the HOLE profile, show a much larger flexibility of the ion pore in the open-channel versus the closed-channel structure. The pore coordinate is chosen arbitrarily.
simulations need to be invoked. Recently, using an original combination of in-silico electrophysiology and polyatomic anion permeation simulations, we have provided evidence that none of the early cryo-EM structures of the glycine receptor is physiologically relevant and identified an alternative open-channel state by MD simulations, which was ion-conductive and anion-selective in semi-quantitative agreement with experiments [40]. Analysis tools to display the morphology of the ion pore and quantify both ion and water fluxes through it are critically important for a structure-to-function annotation as well as the exploration of the ion-permeation mechanism (s) [116].

To analyze the properties of ion channels in all-atom MD simulations, four new modules have been added in Wordom: 1) HOLE, to calculate the radius of an ion pore along the vector describing its direction; 2) FLUX, to compute the number of ions or water molecules translocating across the membrane during the simulation; 3) TWIST, and 4) TILT, to measure the global twisting and blooming of the receptor.

### 2.2.1. HOLE - Pore radius of ion channels

The HOLE module computes the radius of a channel pore along its principal direction, commonly referred to as a HOLE profile. It uses the definition of pore radius and the algorithm proposed by Smart and coworkers [38] implemented in the HOLE software [39]. Taking as an input one point inside the pore and a vector describing its approximate direction, the algorithm explores the plane perpendicular to the pore-axis by Monte Carlo moves, searching for the center of the largest sphere non-overlapping with the protein. Then, the point is moved along the pore axis and the search is repeated. By plotting the pore radius as a function of the pore coordinate, one can identify physical constrictions where the pore size decreases and evaluate if the channel is open or not (Fig. 2).

### 2.2.2. FLUX - water or ion flux through a channel

Albeit the pore of an ion channel can be physically open, it is not necessarily water- or ion-permeable [117]. The FLUX module counts
the number of ions or water molecules that actually move through the pore during an MD simulation. For this purpose, selected ions or water molecules are labeled as being near the top, inside, or close to the bottom of the channel, or free in the bulk (away from the channel). Their position is monitored during the simulation and transition events, i.e., changes in labeling are counted (the direction is not distinguished, all events are counted together). The number of transitions per simulation snapshot is reported in output, as well as the complete list of transition events. Options are available to select the ion-pore region and filter out external transitions, e.g., water molecules permeating the lipid membrane away from the ion channel. This module allows computing the permeability of channels to water and to both monoatomic (e.g., $\mathrm{Cl}^{-}, \mathrm{K}^{+}$) and polyatomic ions (e.g., acetate or phosphate) [40,41].

### 2.2.3. TWIST - twist angle

The twist angle ( $\tau$ ) of an ion channel is defined as the clockwise rotation of the extracellular (EC) domain relative to the TM domain (Fig. 3 A ). It is computed as the angle between the projections of the center of mass vectors of the EC and TM regions of one protein subunit over the plane perpendicular to the symmetry axis of the channel [42]. A selection of atoms in the system, e.g., the protein, is needed to define the rotational axis and the twist angle is computed between two user-defined selections, e.g., EC and TM regions of one subunit.

### 2.2.4. TILT - tilt angle

The tilt angle ( $\theta$ ) is defined as the angle between the axis of a user-defined selection of atoms and the principal axis of the protein. In the case of an ion channel, the user-defined selection can be usefully defined as one protein subunit to measure receptor blooming [114] or the axis of one pore-lining helix to monitor channel opening/closing [42]. Importantly, the tilt angle can be decomposed into polar ( $\theta_{\mathrm{p}}$ ) and azimuthal $\left(\theta_{\mathrm{a}}\right)$ contributions that allow separating the outward tilting of the user-defined selection from its tangential movement (Fig. 3B). These components are determined


Fig. 3. The TILT-TWIST angles in ion $\alpha$-helical oligomeric ion channels. Twist and tilt angles. (A) The twist angle $\tau$ is shown as the rotation of one domain (foreground) with respect to the other (background) about a common rotational axis perpendicular to the figure plane. (B) The polar $\left(\theta_{p}\right)$ and azimuthal ( $\theta_{a}$ ) components to the tilting angle of the selected domain (gray cylinder) relative to the reference axis (black arrow) are shown. (C) Visualization of the global twisting and blooming of the pentameric glutamate-gated chloride channel ( GluCl ) in the active state. On the left, the global twisting is shown as the twist angle ( $\tau$ ) between the extracellular and TM core regions (highlighted in red). The twisting arms of the extracellular and TM regions are cyan and blue, respectively, the axis of the receptor is yellow. On the right, blooming is quantified as the polar tilting ( $\theta_{\mathrm{p}}$ ) of the extracellular $\beta$-sandwiches relative to the principal axis of the receptor. The tilting of one extracellular $\beta$-sandwich is shown as a thick cyan stick, while its polar and azimuthal components as thinner green and orange sticks. Structural representations of the twist and tilt angles were generated using the -VISUAL keyword of the TWIST and TILT modules in Wordom.
using a reference frame centered on the center of mass of the userdefined selection with the Z -axis parallel to the principal axis of the protein and the X -axis pointing outward along the radial direction. Using this convention, the polar tilt is measured as the angle between the projection of the selection axis on the XZ-plane and the Zaxis, while the azimuthal tilt is the angle between the projection of the selection axis on the XY-plane and the X -axis.

### 2.3. Miscellaneous indices of structural deformation

Wordom includes new modules for the computation of geometrical, size/shape indices like the angle between main axes, perimeter, area, volume, $\beta$-sheet curvature, radial distribution function and mass center to explore the conformational changes of a biomolecule or a supramolecular architecture more generally.

These indices can be used as hallmarks of protein functional states by allowing comparisons between different functional states of the same protein or between homologous proteins in the same functional state.

A ring perception module is also included, useful to monitor supramolecular self-assembly.

### 2.3.1. SELEANGLE - angle between atom selections

This module calculates the angle between the main axes of two atom selections. Atom selection can belong to the same structure/
trajectory frame or to two distinct structures (e.g., a trajectory frame and a reference structure). The angle can be also computed between one of the three Cartesian axes and the main axis from an atom selection.

For graphical representations, the module can also create a file with the coordinates of the major axes.

### 2.3.2. POLYGON - perimeter and area of a polygonal selection

This module computes the perimeter and area of a polygon made by an arbitrary number of vertices. Each vertex can be independently defined by the coordinates of a single atom or by the geometrical center of a group of atoms (e.g., a whole amino acid, a single $\mathrm{C} \alpha$ atom, the side chain of a residue, etc). Additionally, the length of each side of the defined polygon can be calculated using the three Cartesian coordinates or any combination of two of the three coordinates (i.e., $\mathrm{XY}, \mathrm{XZ}$, or YZ ).

### 2.3.3. VOLUME - volume

This module computes the total, occupied, and free volume of a box defined by an atom selection. Wordom provides three different ways to define the box: a) as large as needed to contain all selected atoms; b) centered on the geometrical center of an atom-selection and with user-defined size; and c) the same as b) but the center of the box is directly defined by its three spatial coordinates. The box can be either updated at each frame of a trajectory or computed only once on a
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Fig. 4. RING perception. A) Four simple graphs possibly representing a supramolecular trimer, an indole molecule, or a graph construct ( $\mathrm{N}=8$ complete graph, or "clique") are shown along with their contact map used as an input for RING. By performing ring perception on them, one gets: a) one 3-member ring in the first example; b) two 3-member rings and one 4-member ring in the second; c) one hexagon, one pentagon, and one nonagon in the third; and d) 37 rings in the fourth and last ( 10 triangles, 15 quadrilaterals, and 12 pentagons). B) Time series of the supramolecular polygons formed during MD of a system composed of 32 melamine (MEL) and 48 bis( $\mathrm{N}_{1}$-hexyl-uracil) (URA) molecules on an implicit graphite substrate. Blue, orange, green, and red data points correspond, respectively, to the number of tetragons, pentagons, hexagons, and heptagons detected by RING. For this analysis, Wordom was used to compute contacts between MEL and URA using CONTACTS and the contact list was then passed to RING. The raw data were smoothed over a time window of 11 steps for clarity. C) Starting and D) ending snapshots of the MD simulation analyzed in B). From the "melt" or disordered state, MEL and URA molecules are shown to self-assemble into a partially ordered state. The three hexagons and three pentagons detected in (B) are highlighted in green and orange, respectively. Note a MEL molecule is missing to form a fifth hexagon. The blue square indicates the primary image in the 2 D periodic system.
reference structure and kept fixed. The module properly estimates the contribution of the atoms located across the box boundaries, by considering only the fraction of their volumes inside the box.

### 2.3.4. CURVATURE - $\beta$ eta-sheet curvature

The CURVATURE module computes the mean and Gaussian curvatures of a set of atoms by least-square fitting a quadratic surface over them. The quadratic surface $z$ is defined as:
$z=p_{0}+p_{1} x+p_{2} x^{2}+p_{3} y+p_{4} y^{2}+p_{5} x y$
where $\mathrm{p}_{0} \ldots \mathrm{p}_{5}$ are fitted on the selected atomic coordinates using the Levenberg-Marquardt algorithm implemented in the levmar library
(https://users.ics.forth.gr/~lourakis/levmar/). The local curvatures of a surface are computed from its Hessian matrix H. The mean curvature $\mu$ is defined as half of the trace of H , while the Gaussian curvature $\Gamma$ is its determinant. In the case of a quadratic surface, such as in this case, the Hessian matrix is constant at any point, resulting in $\mu=p_{2}+p_{4}$ and $\Gamma=4 p_{2} p_{4}-p_{5}{ }^{2}$. By default, the CURVATURE module will return the mean and Gaussian curvatures, along with the root mean square residual error between the fitted surface and the atom coordinates. Optionally, the $\mathrm{p}_{0} \ldots \mathrm{p}_{5}$ fitted coefficients can be returned as well.

Measuring the curvature of a selection of atoms can be useful to determine the global twisting of $\beta$-sheets, which are often related to protein function such as the elastic deformations in motor proteins
like myosin and kinesin. One popular view is that the energy of ATP is stored as conformational free energy or strain of some structural elements, so-called hidden springs [117]. For example, the $\beta$-sheet curvature analysis was used to study the elastic properties of the 7stranded $\beta$-sheet in the $\beta$-subunit of F1-ATP synthetase, a hexameric ring of three alternating $\alpha$ - and $\beta$-subunits surrounding a central coiled-coil $\gamma$-shaft [41].

### 2.3.5. RDF - radial distribution function

This module implements the classic radial distribution function, also known as pair correlation function, widely used in statistical mechanics [44]. This descriptor summarizes the density of atoms present in a series of evenly spaced concentric shells centered on a selected reference atom. In other words, the radial distribution function is a measure of the density as a function of distance from a selected point in space.

Example applications of this descriptor include the characterization of the solvation shells of a ligand in a binding site or the distribution of ions around a macromolecule, e.g., nucleic acids [118,119].

### 2.3.6. COM - center of mass

The COM module computes the position of the center of mass of selected atoms. The center of mass may be weighted either using atomic masses or arbitrary weights read from the B-factor column of the input PDB file. In the case of systems using periodic boundary conditions, the center of mass can be computed using the algorithm proposed by Bai \& Breen for periodic systems [45].

### 2.3.7. RING - ring perception module

On the exploration of the mechanisms of molecular self-organization at surfaces and interfaces [120,121], it is interesting to investigate the structure of the supramolecular intermediates visited on the path to the 2D crystalline architecture with atomic resolution. For this purpose, in the case of 2 D supramolecular networks the number of supramolecular rings as well as the number of building blocks per ring are useful parameters to be monitored along MD simulations of self-assembly [122]. The RING module in Wordom implements the ring perception algorithm by Hanser and coworkers [46], which allows to identify, enumerate, and characterize the number of cyclic structures (i.e., supramolecular hexagons, pentagons, or other polygons) from a contact map. The RING module takes a contact map as an input (i.e., a set of lines describing contacts between pairs of atoms or molecules) and yields a complete enumeration of detected rings in output (Fig. 4A).

Interesting applications of RING include the automatic detection of supramolecular polygons in scanning tunneling microscopy (STM) images or atomistic models of 2D monolayers, or the time-dependent evolution of the 2D supramolecular architecture in MD simulations (assembly/disassembly). For illustration, the Fig. 4B-C shows the time evolution of the number of supramolecular polygons (i.e., tetragons, pentagons, hexagons, and heptagons) during an MD simulation of a mixture of melamine (MEL) and bis( $\mathrm{N}_{1}$-hexyl-uracil) (URA) on graphite started from disordered [122]. The results show the incremental formation of pentagons and hexagons with temporary appearance of metastable tetragons and heptagons.

### 2.3.8. AXROTALIGN - geometric transformations

This module can be used to perform several geometric transformations of the coordinates of a structure/trajectory frame and save the transformed coordinates to a new structure or trajectory file. In more details, this module allows to align the major axis of a given atom selection to one of the three Cartesian axes, to rotate the structure around one of the three Cartesian axes by any degrees/ radians, and to flip (i.e., reflect) the coordinates around an axis.

Finally, Wordom can apply coordinate transformation by a $3 \times 3$ rotation matrix provided by the user.

## 3. Conclusions

The second update of Wordom brings a significant enrichment in tools for investigating biomolecule flexibility and allosteric communication as well as detecting structural deformations of biosystems. The new modules integrate an already rich platform for structural dynamics analysis, holding features for: a) coordinate reading/writing; b) analyzing molecular degrees of freedom (e.g., bond lengths and angles, dihedrals), structural flexibility by computation of RMSD (root mean square deviationa), RMSF (root mean square fluctuations), DRMS (distance root means square), correlation of motions, quasiharmonic entropy, collective motions by PCA, and clustering according to structural similarity; c) investigating structural deformations by monitoring secondary structures, molecular surface, order parameters; d) investigating structural communication by protein structure network (PSN) analysis; e) inferring the thermodynamics and kinetics of complex molecular processes by analyzing the free energy surface; and f) deciphering the dynamic features encoded in a protein structure by ENM building [1]. PSN analysis is now developed in a dedicated standalone software, PSNtools, that employs Wordom to read the atomic coordinates and compute the correlations of atomic fluctuations on MD trajectories or on pseudo-trajectories from ENM-NMA to infer the structural communication pathways [123]. The combination of Wordom and PSNtools constitutes also the engine of a webserver (webPSN) for high-throughput prediction of the allosteric communication in any bio-system [124].

Like the original project, the updated version is released under the general-public license (GPL, https://www.gnu.org/licenses/gpl3.0.html). From 03-01-2008 to 01-01-2023 the software underwent 12073 downloads and, up to January 2023, the two articles describing Wordom [1] and its first update [2] received, respectively, 286 and 242 citations according to Google Scholar. This second update places Wordom among the most suitable, complete, userfriendly, fast, and efficient software for the analysis of biomolecular simulations. In the actual context, in which the scientific community is putting ever increasing efforts in sharing big data from molecular simulations [125,126], the availability and continuous development of analysis tools like Wordom acquire high value and perspective.
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