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Abstract— We present a procedure to extract the nonlocal
impact ionization coefficients in Avalanche Photodiodes (APDs)
operating in the linear regime from Full Band Monte Carlo
simulations. The Monte Carlo calculations have been calibrated
on existing experimental data for GaAs p-i-n APDs with different
thickness of the intrinsic region. Inspection of impact ionization
generation rate in p-i-n and staircase GaAs APDs led us to
identify the limitations of existing nonlocal-history dependent
impact ionization models. The introduction of an energy depen-
dent relaxation length for the computation of the effective fields
significantly improves the model accuracy in predicting the gain
and noise associated to conduction and valence band steps in
staircase APDs without additional computational burden. This
improved nonlocal-history dependent model is thus a powerful
tool to design and optimize APDs with different architectures.

Index Terms— Avalanche photodiodes, impact ionization, full
band Monte Carlo.

I. INTRODUCTION

ACCURATE modelling of impact ionization is of fun-
damental importance to study the static and dynamic

performance of many electron devices and, notably, Avalanche
Photodiodes (APDs) operating in the linear regime (i.e. biased
below the breakdown voltage). Impact ionization models range
from simple local analytical expressions [1], [2], where exper-
imental impact ionization coefficients (α for electrons and β
for holes) are fitted by exponential functions, all the way to
Full Band Monte Carlo transport simulators [3], [4], [5], [6].
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In between, the so-called Non-Local History-Dependent
(NL-HD) impact ionization models (either based on the Dead
Space approximation [7] or on effective fields [8], [9]) recently
led to successful determination of the gain (M), the excess
noise factor (F), and the time response of both conventional
p-i-n APDs [7], [10], [11], [12] and staircase APDs [9], [13].
Similarly to local models, NL-HD models describe impact
ionization at a macroscopic level, but α and β are functions
of the generation (x) and the ionization (x �) points and they
depend on the whole electric field profile between x and x �.
NL-HD models correctly reproduce the behavior of APDs
(poorly described by local models) with a limited computa-
tional burden compared to Monte Carlo simulations. However,
NL-HD models need to be calibrated on experimental mea-
surements of M and F and they rely on approximations that
limit their applicability, namely, they assume that electrons
and holes only travel in the direction of the electric field and
that carriers are generated by impact ionization with negligible
kinetic energy.

In this work, Full Band Monte Carlo (FBMC) transport
simulations have been used to investigate the limits of NL-HD
models and, in particular, to understand when the underlying
approximations lead to inaccurate results. The analysis of
the NL-HD impact ionization coefficients’ profiles extracted
from FBMC transport simulations inspired the derivation of a
new NL-HD model for accurate study of the gain and noise
performance of conventional and staircase APDs.

This paper extends the preliminary investigation reported
in [6] by providing many details on the FBMC transport
simulator and on the procedure to extract from simulations
the impact ionization rates, considering both conventional
p-i-n APDs [11] and AlGaAs/GaAs-based superlattices [14],
where pseudomorphic heterojunctions are exploited to increase
the electron impact ionization probability with respect to the
ionization probability of holes to reduce the excess noise factor
at a given gain [15].

In particular, Section II summarizes the key features of the
FBMC transport simulator used as reference in this work.
Section III, reports the extraction of the nonlocal impact
ionization coefficients, α(x |x �) and β(x |x �), from FMBC
transport simulations. In Section IV, we propose an improved
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Fig. 1. Schematic representation of the boundary conditions applied to FBMC
transport simulations throughout the paper. a) Looping boundary conditions
with uniform electric field. b) Injecting boundary conditions with arbitrary
electric field profile.

formulation of the NL-HD model of [9], featuring energy
dependent relaxation lengths, to achieve a better match of the
impact ionization coefficients with those computed by FBMC
simulations, even in the presence of band discontinuities.
The new model is then used to study the gain and noise
characteristics of GaAs APDs, including devices featuring
conduction band discontinuities. Finally, Section V reports our
concluding remarks.

II. THE FULL BAND MONTE CARLO

TRANSPORT SIMULATOR

This Section provides a brief description of the most
relevant features of the FBMC transport simulator that was
developed and used throughout the paper. Details about the
band structure, the scattering rates and their calibration can
be found in Appendix I. In this work we will focus on
GaAs based APDs, that are actively investigated for X-ray
detection due to the large atomic number of GaAs. The FBMC
can, in principle, be used for any other III-V compound
semiconductor, if the correct parameters for the band structure
and scattering mechanisms are available.

The FBMC transport solver moves electrons and holes
according to the dynamic equations, described as a sequence of
free flights interrupted by scattering events [16], consistently
with the full band dispersion relation En(�k) [17]. A key aspect
of FBMC transport simulations is the choice of the boundary
conditions. Two of them have been used (Fig. 1), denoted in
the following as looping (Fig. 1a) and injecting (Fig. 1b).

Looping boundary conditions apply to a uniform and infinite
slab of bulk semiconductor with constant electric field. After
an impact ionization event the secondary electron and hole
are immediately removed from the simulation domain, so that
statistics are computed by tracking only the primary electron
(see event 2 in Fig. 1a). The simulation ends when a given
number of free flights has occurred (e.g. 107).

Injecting boundary conditions for the contacts (i.e. electrons
injected at x = 0 and holes at x = W ) apply to an
arbitrary electric field profile, possibly imported from TCAD
simulations [18] of APD structures, that is kept frozen dur-
ing the FBMC simulation, since the few electron-hole pairs
produced by impact ionization events in a linear mode APD
do not change appreciably the device electrostatics. After an
impact ionization event, the positions in the real and reciprocal
spaces of the primary and secondary carriers are tracked, and
recursion is used to handle the increasing number of particles
in the simulation domain [13]. When an electron reaches the
right boundary (x = W ), it is removed from the simulation
domain, and the same happens for a hole reaching the left
boundary at x = 0. The simulation consists of many trials
(e.g. 105) each starting from a single electron injected at
x = 0 (as in Fig. 1b) and ending when all carriers exit the
simulation domain. Similar simulation flows occur when holes
are injected at x = W .

A. Impact Ionization Under Uniform Electric Field

We have employed two alternative methods to extract the
impact ionization coefficients in bulk GaAs (α and β for
electrons and holes, respectively). Both methods are based on
looping boundary conditions (Fig. 1a). In the first method, α
and β are defined as the reciprocal of the average distance, �le�
for electrons and �lh� for holes, between consecutive impact
ionization events, namely

α = 1

�le� . (1)

In the second method, instead, the impact ionization coef-
ficients at a given electric field are computed from the
energy-dependent impact ionization scattering rate S RI I,e(E),
the energy distribution function Fdistr (E), given by the FBMC
as the number of electrons per energy bin normalized by the
width of the energy bin, and the drift velocity ve

α =
∫ +∞

0 S RI I,e(E)Fdistr (E)d E

ve
∫ +∞

0 Fdistr (E)d E
. (2)

Similar equations have been used to compute β.
Figure 2 compares the results of Eqs. 1 and 2 with the

experiments of [19]. A good agreement between the two
methods and with the data reported in [19] is achieved over
the whole explored range of electric fields.

B. Model Validation for GaAs p-i-n APDs

We have validated the FBMC transport model with injecting
boundary conditions by computing the gain M = �m� and
the excess noise factor F = �m2�/M2, where m is the gain
calculated in a trial, in a few GaAs p-i-n APDs. The electric
field profiles were taken from TCAD simulations [18]. The
results of FBMC simulations are compared with the experi-
mental M(Vrev ) and F(M) curves of [11] in Fig. 3, showing a
good mutual agreement using the doping and the dimensions
reported in [11]. It is worth noting that in FBMC simulations
no device property or parameter adjustment has been carried
out, besides those necessary to match the experimental v(Ex )
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Fig. 2. a) α and b) β versus the reciprocal of the electric field in bulk
GaAs at T = 300 K. FBMC simulations with looping boundary conditions
(Fig. 1a) and Eq. 1 (red crosses) or Eq. 2 (blue solid line) are compared with
experiments [19] (black solid).

Fig. 3. a) M versus Vrev and b) F versus M curves for GaAs p-i-n APDs.
FBMC with injecting boundary conditions and electric field profiles from
TCAD [18] (solid lines) is compared with experiments [11] (symbols).

curves (see [6] and the calibration of the impact ionization
scattering rates in Fig. 17).

III. EXTRACTION OF α(x |x �) AND β(x |x �) FROM FBMC
TRANSPORT SIMULATIONS

As outlined in Section I, the impact ionization coefficients
α(x |x �) and β(x |x �) of NL-HD models are functions of
both the generation and the ionization positions (x and x �,
respectively), and they depend on the whole electric field
profile between x and x �. It is therefore clear that neither
Eq. 1 nor Eq. 2 are suited to extract α(x |x �) and β(x |x �) from
FBMC simulations. For this reason, in [6] we have derived
the expression reported in Eq. 3, as shown at the bottom of
the page, that can been applied to FBMC simulations of p-i-n
APDs (with injecting boundary conditions, see Fig. 1b) after
discretization of the multiplication region with a uniform mesh
of spacing �x . The denominator of Eq. 3 counts all electrons
generated in x that ionize in [0, x � − �x/2], and not only
those in the [x, x � − �x/2] interval. This includes electrons
that, due to a scattering event, travel with negative velocity
and ionize at points lying before the carrier generation point.
It is worth noting that Eq. 3 extends the approach proposed

Fig. 4. α(0|x �) (black) and β(W |x �) (red) computed with FBMC simulations
by using Eq. 3 and injecting boundary conditions (Fig. 1b) in a GaAs p-i-n
APD with nominal thickness of the intrinsic region equal to d = 100 nm.
Electrons are injected at x = 0 and drift from left to right, while holes
are injected at x = W and drift from right to left. The electric field profiles
(blue) have been extracted from TCAD simulations [18] at a) Vrev = 6.6 V or
b) Vrev = 7.2 V.

in [20], where the nonlocal impact ionization coefficients were
extracted by means of FBMC simulations without taking into
account the history of the carriers. In [20], all the ionization
events induced by electrons injected/generated from x = 0 to
x = x � and by holes injected/generated from x = x � to x = W
are collapsed together, so that only the ionization position x �
is considered.

Using Eq. 3 for the 100 nm-thick p-i-n APD of Fig. 3, yields
the results in Fig. 4. Two reverse bias voltages are considered,
one electron is injected at x = 0 and one hole at x = W .
We notice that both α(x |x �) and β(x |x �) reach their peak inside
the high field (depletion) region of the APD and then rapidly
decay to zero as soon as the field decreases.

Figure 5 compares the M(Vrev ) and F(Vrev ) for GaAs
p-i-n diodes computed with FBMC simulations (same results
already reported in Fig. 3) with those obtained with the
NL-HD model [8], [9] by using as input the impact ionization
coefficients extracted from the very same FBMC simulations.
Although the two methods give very similar trends, a point by
point comparison at fixed bias voltage shows that the FBMC
and the NL-HD model give exactly the same results only at
low gains, while discrepancies can be noticed at high gains,
especially in short devices (� 20% for M and F of the
d = 100 nm device at Vrev = 7.4 V). The reasons of this
behavior will be better understood by analyzing the results
reported in Section III-A.

α(x |x �) = No. of electrons generated in x (by II or a photon) that ionize in x � ± �x/2

�x · (
No. of electrons generated in x − No. of electrons generated in x that ionize in [0, x � − �x/2)

) (3)
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Fig. 5. Comparison between a) M and b) F versus Vrev curves for GaAs
p-i-n diodes computed with the FBMC simulations of Fig. 3 and the ones
obtained by using the NL-HD model equations [8], [9] when the α(x|x �) and
β(x|x �) extracted from FBMC simulations, with Eq. 3 and injecting boundary
conditions, are used as inputs of the NL-HD model (crosses).

A. GaAs p-i-n APDs With Uniform Electric Field Profiles

In this Section we investigate the NL-HD impact ionization
coefficients, and, in particular, we explain why the equations of
NL-HD models do not give the exact same results as FBMC
simulations, not even if α(x |x �) and β(x |x �) extracted from
FBMC simulations are used (see Fig. 5). To this purpose,
we examine the results of using Eq. 3 for a GaAs p-i-n APD
with uniform electric field, so as to rule out possible effects
of the field non-uniformity close to the boundaries, which
are relatively more relevant in thin devices. Such a simplified
simulation setup also allows us to compare FBMC simulations
when either looping (Fig. 1a) or injecting (Fig. 1b) boundary
conditions are employed.

To this end, we set the device thickness equal to the width
of the high field region and we applied injecting boundary
conditions (Fig. 1b) for different values of the uniform electric
field. Sample results for d = 100 nm are shown in Fig. 6 for an
electron generated at x = 0 (Fig. 6a) or at x = 50 nm (Fig. 6b),
and in Fig. 7 for a hole generated at x = 100 nm (Fig. 7a) or at
x = 50 nm (Fig. 7b). We see that α(x |x �) and β(x |x �) saturate
to a constant value (in the following denoted as α∗ and β∗,
respectively) after few tens of nanometers from the injection
point, but α∗ and β∗ differ from the α and β obtained as a
function of the field by using Eqs. 1 and 2 (see Fig. 2 and the
dashed lines in Figs. 6 and 7), since those equations apply only
to looping boundary conditions (Fig. 1a). In fact, as explained
in [21], α∗ and β∗ are the impact ionization coefficients for
an electron and a hole that have traveled over their dead space
de and dh , respectively.1

Figure 6b shows that at high reverse bias voltages (namely
at high gains) α(x |x �) > 0 also for x � < x . This may
happen for two different reasons: an electron can travel with
negative velocity because of a previous as backscattering
event, or because it was generated by impact ionization with
nonzero kinetic energy and negative velocity. At high electric
fields, electrons need to travel across short distances to gain

1The dead space is defined as the distance that a carrier has to travel to
gain an energy that is sufficient to trigger impact ionization [7].

Fig. 6. α(x|x �) extracted from FBMC simulations by using Eq. 3 and
injecting boundary conditions (Fig. 1b) in a 100 nm-thick GaAs p-i-n APD
with electron injection from the left side at Ex = 7 × 105 V/cm (black) and
Ex = 106 V/cm (red). The electron is generated either at a) x = 0 or at b)
x = 50 nm. The dashed lines represent α(Ex) computed by using FBMC
simulations by using Eq. 1 and looping boundary conditions (Fig. 1a).

Fig. 7. β(x|x �) extracted from FBMC simulations by using Eq. 3 and
injecting boundary conditions (Fig. 1b) in a 100 nm-thick GaAs p-i-n APD
with hole injection from the right side at Ex = 7 × 105 V/cm (black) and
Ex = 106 V/cm (red). The hole is generated either at a) x = 0 or at b)
x = 50 nm. The dashed lines represent β(Ex ) computed by using FBMC
simulations Eq. 1 and looping boundary conditions (Fig. 1a).

an energy sufficient for their ionization, especially if they
are generated by energetic carriers, and this may result in
impact ionization events also for x � < x . On the other hand,
by looking at Fig. 7, we notice that, with the calibration
used in this paper, hole impact ionization for x � > x is
negligible. In practice, for linear mode APDs, the fact that
electrons can ionize also for x � < x has the effect of increasing
the randomness of the impact ionization process and, thus,
it translates into a slight increase of both the gain and the
excess noise factor at a given electric field. The discrepancy
between the NL-HD models and FBMC results reported in
Fig. 5 can be explained by recalling that NL-HD equations
assume that carriers travel only in the direction of the electric
field and, moreover, that secondary carriers originating from an
impact ionization event are generated with negligible kinetic
energy.

As it can be observed in Figs. 6b and 7b, the main limitation
to the use of Eq. 3 is that FBMC simulations become computa-
tionally demanding if one needs to extract smooth profiles for
the history dependent impact ionization coefficients, α(x |x �)
and β(x |x �), for the secondary carriers (i.e. x > 0 for electrons
and x < W for holes). This requires to simulate the evolution
of an extremely large number of particles. For instance, on a
cluster with 40 cores and 190 GB of RAM, the simulation of
105 trials for a single bias point takes from two hours to one
week, depending on the device thickness and on the applied
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bias voltage (thick devices with large multiplication are the
most demanding).

B. Threshold Energies for Impact Ionization and PDFs of
the Distance Between Ionization Events

The results of the simulations performed in Section III-A
can be exploited to compute the electron and hole threshold
energies for impact ionization in GaAs. In fact, in the frame-
work of the Dead Space model [7], we can write the prob-
ability density function for the distance between consecutive
electron impact ionization events, P DF(le), as

P DF(le) =
{

0, le < de

α∗e−α∗(le−de), le ≥ de
, (4)

therefore

1

α
= �le� =

∫ ∞

de

leα
∗e−α∗(le−de)dle = de + 1

α∗ , (5)

and similar equations hold also for holes. By comparing the
values of α and β with the values of α∗ and β∗ comput-
edwith FBMC simulations by using looping (Fig. 1a) and
injecting (Fig. 1b) boundary conditions, respectively, we have
found that de can be expressed as de = Eth,e/q Ex , where
Eth,e = 4.25 eV, while dh can be written as Eth,h/q Ex ,
with Eth,h = 3.0 eV. We notice that the adopted calibration
(Fig. 17) leads to an Eth,e larger than the corresponding value
reported in [21] (Eth,e = 3.0 eV). Our results, however,
agree with the outcome of Full Band Monte Carlo simulations
in [22], reporting a distribution for the electron energy before
impact ionization centered at 4 eV. On the other hand, the
value of Eth,h that we have computed is in close agreement
both with [21] (Eth,h = 3.3 eV) and with [22], with the
second reference reporting a distribution of the hole energy
before ionization centered at 3 eV. Similarly to what has
been done in [4] and [23], FBMC simulations with looping
boundary conditions (Fig. 1a) can also be used to compute
the probability density functions P DF(le) and P DF(lh ) of
le and lh , respectively, at a given electric field.

Figures 8 and 9 compare the P DF(le) computed with
FBMC simulations with the one predicted by the Dead Space
model with Eth,e = 4.25 eV (Eq. 4). In Fig. 8 secondary
electrons are generated with an initial energy derived from the
computation of the impact ionization scattering rate (Eq. 11).
In the simulations reported in Fig. 9, instead, we have imposed
that secondary carriers are always generated with null kinetic
energy, so as to be fully consistent with the assumptions of
the NL-HD models.

The agreement between Eq. 4 and FBMC results is good
for all values of electric field both in Fig. 8 and 9; however,
when secondary electrons are generated with a non-null initial
energy (Fig. 8), P DF(le) is greater than zero also for le < de,
particularly at large applied electric fields. This is consistent
with the fact that, due to backscattering or to an initial negative
velocity, some energetic electrons can ionize also at position
x � < x (see Fig. 6).

A similar analysis has been carried out also for holes and it
is illustrated in Figs. 10 and 11, which show P DF(lh ) when

Fig. 8. P DF(le) at different electric fields. Results of FBMC simulations
with looping boundary conditions (Fig. 1a) (blue) are compared with Eq. 4
(red). The magenta dashed line is de = Eth,e/q Ex , with Eth,e = 4.25 eV,
as extracted by comparing α and α∗ computed with FBMC simulations by
using looping and injecting boundary conditions, respectively (Eq. 5). The
electric field is a) Ex = 3.5 × 105 V/cm, b) Ex = 4.0 × 105 V/cm,
c) 4.5 × 105 V/cm, and d) EC = 5.0 × 105 V/cm.

Fig. 9. Same as Fig. 8, but secondary electrons are generated with null
kinetic energy in FBMC simulations.

secondary holes are generated according to Eq. 11, and when,
after an impact ionization event, secondary holes are generated
with null kinetic energy.

The comparison with the analytical P DF(lh ) predicted by
the Dead Space model of [7] (Eq. 4 substituting α∗ with
β∗ and de with dh) has been performed by setting Eth,h =
3.0 eV, as extracted by comparing β and β∗ computed with
FBMC simulations and using looping and injecting boundary
conditions, respectively (Eq. 5). Good agreement is once again
obtained. We notice that in Figs. 10 and 11, the first filled bin
in the histograms is always the one after dh , indicating that,
in GaAs and for these electric fields, hole’s impact ionization



4500411 IEEE JOURNAL OF QUANTUM ELECTRONICS, VOL. 58, NO. 5, OCTOBER 2022

Fig. 10. P DF(lh ) at different electric fields. Results of FBMC simulations
with looping boundary conditions (Fig. 1a) (blue) are compared with Eq. 4
(red). The magenta dashed line is dh = Eth,h/q Ex , with Eth,e = 3.0 eV,
as extracted by comparing β and β∗ computed with FBMC simulations by
using looping nad injecting boundary conditions, respectively (Eq. 5). The
electric field is a) Ex = 3.5 × 105 V/cm, b) Ex = 4.0 × 105 V/cm,
c) 4.5 × 105 V/cm, and d) EC = 5.0 × 105 V/cm.

Fig. 11. Same as Fig. 10, but secondary holes are generated with null kinetic
energy in FBMC simulations.

is less sensitive than electron’s impact ionization to the initial
energy of the secondary carrier.

IV. EBHDM WITH ENERGY DEPENDENT

RELAXATION LENGTHS

In this Section, we show how the results for the electron’s
and hole’s impact ionization coefficients, α(x |x �) and β(x |x �),
obtained with FBMC simulations have been used to improve
the NL-HD impact ionization model described in [9]. Our
final goal is to model the impact ionization coefficients in
the presence of a conduction band discontinuity and for low
applied electric fields, so as to evaluate the performance of
a single step AlGaAs/GaAs-based staircase APDs [14], [24].

TABLE I

COMPARISON BETWEEN THE NONLOCAL IMPACT IONIZATION PARAME-
TERS FOR GaAs USED IN [9] AND THE ONES USED IN THE NEW MODEL

DEVELOPED IN THIS WORK

We recall that, in the NL-HD model of [9], the position
dependent impact ionization coefficients are expressed as

α(x |x �) = Aeex p

[
−

(
Ece

Eef f,e(x |x �)

)γe
]

(6)

β(x |x �) = Ahex p

[
−

(
Ech

Eef f,h(x |x �)

)γh
]

, (7)

where Ee f f,e(x |x �) and Ee f f,h(x |x �) are the electron and
hole effective fields, respectively, that are linked to the
quasi-electric fields by the general relations

Eef f,e(x |x �) =
∫ x �

x

1

λe(x |x ��)
d EC

dx �� exp

(
x �� − x �

λe(x |x ��)

)
dx ��, (8)

Eef f,h(x |x �) =
∫ x

x �
1

λh(x |x �)
d EV (x ��)

dx �� ex p

(
x � − x ��

λh(x |x �)

)
dx ��,

(9)

where EC (x) and EV (x) are the conduction and valence band
profiles, respectively. Differently from [9], where the relax-
ation lengths λe and λh are constant, in this work we propose
a novel formulation for λe(x |x �) and λh(x |x �) by linking their
value to the effective field (which is an indication of the
carrier’s energy). By experimenting with different functional
forms, we have found a suitable expression for λe,h(x |x �) that
reproduces the results of FBMC simulations:

λe,h(x |x �) = Aλe,h

Bλe,h + Ee f f,e,h(x |x �) . (10)

We have calibrated the the values of Ae, Ah , Ece, Ech , γe

and γh to insert into Eqs. 6 and 7 that best fit the curves of
α∗ and β∗ as a function of the reciprocal of the electric field
given by the FBMC simulations in Section III, at uniform elec-
tric field, and with injecting boundary conditions2 (Fig. 1b).
A comparison between the model parameters for GaAs used
in [9] and the ones of this work is reported in Tab. I, while the
parameters Aλe,h and Bλe,h to insert into Eq. 10 are reported
in Tab. II.

Figures 12 and 13 compare the profiles of α(0|x �) and
β(d|x �) in a d = 200 nm-thick GaAs p-i-n APD obtained
with FBMC simulations with injecting boundary conditions
(Fig. 1b), with the position dependent impact ionization coef-
ficients corresponding to different approximations, namely the
Dead Space model [7] calibrated on the results of Section III

2We remark that, even if the electric field in the considered structure is
uniform, injecting boundary conditions have to be applied, since injecting
boundary conditions can be employed only for the simulation of an infinitely
long slab of bulk semiconductor.
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TABLE II

VALUES OF THE PARAMETERS Aλe,h AND Bλe,h TO INSERT INTO EQ. 10
TO COMPUTE THE ENERGY DEPENDENT RELAXATION LENGTHS,

λe,h (x|x �), FOR ELECTRONS AND HOLES

Fig. 12. α(0|x �) for a 200 nm-thick GaAs p-i-n diode. FBMC simulations
with injecting boundary conditions (Fig. 1b) (black solid line) are compared
with the NL-HD model of [9], with the new model developed in this work
(blue dashed line), and with the Dead Space model (DS) calibrated on the
FBMC results reported in Section III (de = 4.25/q Ex , green dashed-dotted
line). The electric field is a) Ex = 4.5×105 V/cm, b) Ex = 5.0 ×105 V/cm,
and c) 6.0 × 105 V/cm.

Fig. 13. Same as Fig. 12, but for β(d|x �). For the Dead Space model
dh = 3.0/q Ex .

(de = 4.25/q Ex and dh = 3.0/q Ex), the NL-HD model
presented in [9], and the new implementation of the same
model with energy dependent relaxation lengths. The new
model for α(x |x �) and β(x |x �) provides the best agreement
with the reference FBMC results among all curves. Notice
that the model in [9] is not calibrated on FBMC simulations,
but on the experimental M and F of GaAs p-i-n APDs, while
the Dead Space model is calibrated on the results of the FBMC
simulations of Section III, but nevertheless fails to capture the
soft threshold behavior of the α(x |x �) and β(x |x �) profiles.

A. Application to GaAs p-i-n APDs

As a first check of the new model proposed in Section IV,
we have computed the M(Vrev ) and F(M) curves for GaAs
p-i-n APDs previously reported in Fig. 3. Figure 14 compares
the new results to the NL-HD model of [9] and the reference
FBMC simulations. The same electric field profiles used in
Fig. 3 have been fed to all models.

Fig. 14. Comparison between the a) M(Vrev ) and b) F(M) curves reported
in Fig. 3, the results of the NL-HD of [9], and the new model with energy
dependent relaxation lengths (dotted lines).

We notice that the new model is in fairly good agreement
with the experimental results for the M(Vrev ) curves for all the
simulated devices. As for the excess noise factor, the F(M)
curves of the 500 nm and 800 nm-thick diodes are matched
quite well, while the ones of the 100 nm and 200 nm-thick
diodes are slightly underestimated. This is not unexpected for
the following reason: consider that finding an expression for
λ(x |x �) and model parameters that work for all x , x � points
is not trivial. The target of the calibration procedure was
thus to reproduce the α(0|x �) and β(d|x �) profiles extracted
from FBMC simulations with injecting boundary conditions
(Fig. 1b), i.e. the profiles that describe the behavior of carriers
generated by the absorption of a photon outisde the high field
region of the APD, while no tests were performed for elec-
trons and holes injected/generated at positions different from
respectively x = 0 and x = d . Therefore, after calibration
we found that with Eq. 10 and the parameters proposed in
Tab. II, it is not always possible to accurately predict α(x |x �)
and β(x |x �) for arbitary values of x , i.e. to descibe the behavior
of carriers generated inside the high field region by impact
ionization. These carriers have an impact on M and F at
high gain for short devices. Even though this problem may be
assessed in a future work, the agreement in Fig. 14 between
the experiments and the results of the new NL-HD model is
within 20%, as opposed to 13% of the model of [9]. Moreover,
we recall that the model calibration in [9] was focused on
the experimental results in Fig. 14 for M and F of GaAs
p-i-n APDs. The calibration of the new NL-HD model of
this work is instead more general, and it has an extended
range of validity with respect to [9], as it will be shown
in Section IV-B.

B. Application to Conduction Band Steps

Finally, we examined the behavior of GaAs APDs preceded
by a single conduction band step of variable amplitude �EC .
To capture the basic physics of the process we have described
the conduction band step as a contribution to the initial energy
of the electron injected at x = 0, namely the initial energy of
the injected electron is set to �EC .
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Fig. 15. α(0|x �) for a 100 nm-thick GaAs device preceded by conduction band steps of different amplitudes and for different values of the applied electric
field. FBMC simulations obtained by applying injecting boundary conditions (Fig. 1b) (black solid line) are compared with the NL-HD model of [9], with
the new NL-HD model with energy dependent relaxation lengths proposed in this work (blue dotted line), and with the Dead Space model (DS) calibrated on
the FBMC results reported in Section III, where de = (4.25 − �EC )/q Ex (green dashed-dotted line). The plots a) to g) correspond to different combinations
of �EC (see label on top) and electric field (see label on the left).

The simulated devices feature d = 100 nm and �EC = 0,
0.3 eV, 0.5 eV (these values are consistent with the conduction
band step at a AlxGa1−xAs/GaAs heterojunction in a staircase
APD [14], [24], where �EC � 0.355 eV for x = 0.45 [25],
[26]. Moreover, we have always applied an electric field along
the x direction, Ex = 400, 500 and 600 kV/cm, to ensure that
all the carriers exit from the simulation domain. For all the
simulations, since in GaAs/AlGaAs staircase APDs as the ones
in [14] and [24] impact ionization mostly takes place in GaAs
layers (due to its lower band gap w.r.t. AlGaAs), parameters
for GaAs have been used.

Figure 15 compares the profiles of α(0|x �) obtained with
the FBMC simulator for the 100 nm thick device with the
profiles from the NL-HD model of [9], from the new NL-HD
model with energy dependent relaxation lengths, and from
the Dead Space model calibrated on the FBMC results of
Section III. The electron dead space de is computed by
subtracting the conduction band step to the threshold energy,
namely de = (4.25 − �EC)/q Ex . We notice that the NL-HD
model of [9] always overestimates the electron’s impact ion-
ization coefficients extracted from FBMC simulations, which
are instead in good agreement with the new NL-HD model
proposed in this paper. Interestingly, we also notice that the
Dead Space model is not able to correctly reproduce the

behavior of α(0|x �) for structures that feature conduction band
discontinuities, especially for low values of the applied electric
field, where de is larger than (Fig. 15a) or comparable to the
length of the device (Fig. 15b-e). Moreover, Fig. 15 shows that
the peak value of the electron’s impact ionization coefficient
increases as either �EC or the electric field increase. However,
the largest variations of α(0|x �) are found by increasing the
applied electric field, suggesting that the conduction band
discontinuities up to �EC = 0.5 eV are not sufficient to
significantly boost of the gain. This is confirmed also by the
results in Fig. 16, that compare the gain and the excess noise
factor as a function of the applied electric field for the same
devices of Fig. 15, and where we notice that a significant
increase of the gain can be achieved only by increasing the
electric field.

However, Fig. 16 shows that, with respect to FBMC simu-
lations, the NL-HD model of [9] overestimates both the gain
and the excess noise factor, while calculations with the new
NL-HD model almost coincide with those of the FBMC, in the
entire range of electric field values. This indicates that the
new NL-HD model can be safely used to study the gain and
excess noise factor of GaAs-based APDs over a wide range
of electric fields also if we assume that carriers are injected
in the simulation domain with nonzero kinetic energy, as in
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Fig. 16. Comparison between a) the gain and b) the excess noise factor
as a function of the applied electric field and for different values of �EC
computed with the FBMC simulator (circles and solid lines) and with the
EBHDM of [9] by using the parameters reported in [9] (crosses and dotted
lines) or the ones reported in Tab. I with energy dependent relaxation lengths
λe(x|x �) and λh (x|x �) (Eq. 10) (plus signs and dashed lines).

the case of staircase APDs at the start of each conduction or
valence band step.

A comparison between experimental data for the gain and
excess noise factor of AlGaAs/GaAs staircase APDs and the
results of the NL-HD model proposed in this work (with the
parameters of Tabs. I and II) has been recently published
in [27].

V. CONCLUSION

We have derived a novel methodology based on Full Band
Monte Carlo simulations to extract the position dependent
impact ionization coefficients, and to assess the validity
of Non-Local History-Dependent (NL-HD) impact ionization
models. Inspection of the α(x |x �) and β(x |x �) profiles lead
us to propose an improved formulation, with energy depen-
dent relaxation lengths to compute the effective fields for
the NL-HD model presented in [9]. After calibration, the
new model showed results in good agreement with FBMC
simulations, which extend the range of validity of previous
NL-HD models, for both conventional GaAs p-i-n APDs, and
for devices with conduction band discontinuities as those in
AlGaAs/GaAs staircase APDs.

However, other limitations of NL-HD models have been
pointed out. Among them, one should consider that in NL-HD
models secondary carriers are generated with zero kinetic
energy and move only in the direction of the applied electric
field. Therefore NL-HD models can be inaccurate at high gains
in thin devices, when both the above simplifying assumptions
become questionable. To the best of our knowledge, a way to
circumvent this latter problem has not been found so far.

In this work, we focused on GaAs, but the proposed
procedure can be used for the study of APDs based on
other semiconductor materials. The calibration of the FBMC
transport simulator requires experimental results for the drift
velocity as a function of the electric field, and for the impact
ionization coefficients in the bulk materials (data that are
available for most of the materials of interest). Experimental
measurements of the gain and the excess noise factor in APDs
with different thicknesses are finally needed for a further
tuning of the impact ionization model in the FBMC transport
simulator. The NL-HD model, instead, is calibrated against the
results of FBMC simulations.

TABLE III

EMPIRICAL PSEUDOPOTENTIAL AND SPIN ORBIT INTERACTION PARAME-
TERS FOR GaAs USED IN THIS WORK. PLEASE REFER TO [17], [32],

[33] FOR THE MEANING OF THE DIFFERENT TERMS

We have compared the NL-HD model and FBMC simula-
tions in the case of electric field profiles that are essentially
box like (i.e. uniform over a limited distance), and on staircase
structures where the quasi-field is a combination of a box
profile over the whole multiplication region and a Dirac-delta
at each heterojunction. We thus believe that the NL-HD model,
being in good agreement with the FBMC results for these two
cases, can also reproduce well other field profiles, such as the
triangular electric field profiles representative of pn junctions.

We can conclude that FBMC simulations are useful not only
to simulate APDs but also to validate simpler and more effi-
cient modelling approaches. For instance, the use of NL-HD
impact ionization models based on the results of FBMC sim-
ulations combined with algorithms like the one in [13] allows
us to study, with increased accuracy, the dynamic behavior
of APDs based on heterostructures. All these simulation tools
can contribute to develop of novel APD’s architectures based
on heterojunctions between compound semiconductors and
their alloys [28], [29], [30] and possibly integrated on Silicon
substrates [31].

APPENDIX I
DETAILS ABOUT THE FULL BAND MONTE CARLO

TRANSPORT SIMULATOR

The full band dispersion relation En(�k) has been computed
with the Local Empirical Pseudopotentials method [17] with
form factors from [32] (see Tab. III). Four valence bands and
four conduction bands have been considered in the calcula-
tions. Spin Orbit Interaction has been included as described
in [33] (with the parameters in Tab. III) so that, in total, each
simulation accounts for eight bands with spin-up and eight
with spin-down.

The scattering rates with acoustic, polar optical and non-
polar optical phonons have been computed by using the
expressions reported in [32], and, due to the isotropic nature
of GaAs, we have embraced the constant matrix element
approximation to calculate the electron’s and hole’s impact
ionization scattering rates [34]. Beside the impact ionization
scattering rates, we also compute the energy distribution of the
secondary electrons and holes Ee,e(Ei , E f ) and Eh,e(Ei , E f )
in the case of electron’s ionization and Eh,h(Ei , E f ) and
Ee,h(Ei , E f ) in the case of hole’s ionization, that are needed
to assign to the generated particles the appropriate energy
E f for any given energy of the primary carrier Ei . The
scattering rates are stored as a function of the band index
n, and of the �k-vector of the initial state inside the Irreducible
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TABLE IV

SCATTERING PARAMETERS FOR GaAs USED IN THIS WORK: ρ IS THE
DENSITY, cl AND ct ARE THE SOUND VELOCITIES RESPECTIVELY IN

THE LONGITUDINAL AND TRANSVERSE DIRECTIONS,ε0 AND εin f t y
ARE RESPECTIVELY THE LOW AND HIGH FREQUENCY DIELEC-

TRIC CONSTANTS, Dac AND �Kop ARE THE DEFORMATION
POTENTIALS FOR SCATTERING WITH ACOUSTIC AND

NON-POLAR OPTICAL PHONONS, AND Tii IS THE

MATRIX ELEMENT FOR THE COMPUTATION OF
THE IMPACT IONIZATION SCATTERING RATES.

IN THE TABLE, THE SUBSCRIPTS h AND

e REFER TO HOLES AND ELECTRONS,
RESPECTIVELY

Fig. 17. a) Electron’s and b) hole’s impact ionization scattering rates in GaAs
as a function of energy at T = 300 K. Our calculations (red lines), obtained
by using the constant matrix element approximation [34], are compared with
the results by other authors [39], [40], [41].

Wedge of the First Brillouin Zone (FBZ). At the end of any
free flight the scattering mechanism (carrier-phonon, impact
ionization or self-scattering) is randomly chosen according to
the corresponding weight of that given scattering mechanism
on the total scattering rate for the initial state (n, �k). For
carrier-phonon scattering, a rejection technique is employed
to select the state after scattering, while for impact ionization
the new state is chosen randomly according to the energy
distributions of secondary carrier. For instance, in the case
of electron initiated impact ionization, the probability for
a primary carrier with energy Ei to generate a secondary
electron with energy E f is

p(Ei , E f ) = Ee,e(Ei , E f )∑
E f

Ee,e(Ei , E f )
. (11)

Cumulative probabilities are computed for all the possible final
energies and the generation of a random number r ∈ [0, 1]
is used to determine E f . A final state at energy E f in the
FBZ is randomly selected, neglecting detailed momentum
conservation.

As discussed and shown in [6], the deformation potentials
for acoustic and nonpolar optical phonons have been adjusted
to match the experimental curves for the electron’s and
hole’s drift velocity as function the applied electric field [35],
[36], [37], [38] with FBMC transport simulations for looping
boundary conditions (Fig. 1a). The matrix elements Tii,e and

Tii,h for impact ionization, instead, have been chosen so that
the scattering rates are consistent with the results reported
by other authors [39], [40], [41], as shown in Fig. 17. The
parameters used for the computation of the scattering rates in
GaAs are reported in Tab. IV.
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