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ABSTRACT
Pervasive and ubiquitous applications provide novel and exciting
services leveraging on a multitude of data obtained from people’s
devices, adapting the computation to the context in which the user
currently is. This improves the service quality of these applications,
which can provide a more tailored configuration of the application
itself depending on the user context and needs. In these scenarios
privacy is of paramount importance, since users must be also be
protected against the misuse of their personal data. Analyzing
ubiquitous systems in terms of service quality and privacy issues is
however a challenging task, due to the heterogeneity of the possible
attacks, which makes it difficult to compare two applications. In
this paper we propose a novel methodology to jointly evaluate the
service quality and the privacy issues in ubiquitous applications in
an extensible and comparable way, building on the data available
in each part of the system to be analyzed, and defining service
qualities and privacy issues so that they can be easily re-used in
other analyses. Our evaluation on a candidate application highlights
the benefits of our proposal, showing the dependency between
privacy levels and service quality, and paving the way for a novel
methodology for the definition of these scenarios.

CCS CONCEPTS
• Theory of computation→ Theory of database privacy and secu-
rity; • Security and privacy→ Privacy-preserving protocols; •
Information systems→ Crowdsourcing.
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1 INTRODUCTION
Ubiquitous applications and services are part of everyday lives,
being them mobile applications, wearables, or with custom devices
designed to provide specific, context aware services. These frame-
works typically collect various data such as activities performed
by the user, position, neighbors, environmental data and many
others [9]. This enables applications to assess the context of the
user and provide a multitude of services tailored specifically to
the user owning the smart device, and to the particular scenario
assessed through the data collection and analysis. Although these
applications are now widespread, several concerns remain for what
pertains the privacy issues related to the collection and storage of
user data. In particular users are often unaware of the potential
threats that hide behind the collection and management of specific
data. In fact, understanding which data may raise a specific privacy
issue is not always straightforward, hence seldom understood by
users, as there are a multitude of potential privacy threats, raised
by the collection of specific data with precise characteristics. There
is a general understanding that the location of the user may reveal
private aspects of the user’s life, but issues may also arise from
other types of data collected, as shown by [20] [4], making the sce-
nario even more challenging. Clearly it exists a trade-off between
data utility, in terms of quality of service received by the user, and
privacy, with respect to possible attacks and information malicious
entities may understand if such data is accessed. Moreover, users
are willing to share their information in exchange for a service
tailored to their needs, leading to a potential privacy paradox [15].
It is then important to balance the data collection process directly
by the users, which must be able to decide which data to share
and which to keep private. Although this is made possible by some
applications, it is often limiting, as not giving the consent to collect
any kind of data may result in the service to stop working, rather
than just limiting its functions. More importantly, it is difficult to
compare different applications providing a similar service, both
in terms of data needed to accomplish the task, and the poten-
tial privacy vulnerabilities. A practical example was experienced
around March 2020, when Mobile Contact Tracing applications
were proposed to contrast the SARS-CoV2 pandemic. There was a
number of different proposals, both in terms of architecture, data
managed, communication protocols and so on. All of them claimed
to be privacy preserving, and different studies tested each one of
the variants against known attacks to check the system response.
However, it was difficult if not impossible to directly compare two
different proposals that aim to solve the same task, it was only
possible to claim that systems were resilient specific attacks [1] [5].
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In this research paper, we present an innovative and comprehen-
sive methodology that aims to change the assessment of service
qualities and privacy concerns in the realm of ubiquitous services.
Our approach is centered around the development of a novel frame-
work, which we refer to as the Data Meta Descriptor, enabling the
establishment of a unified definition that seamlessly integrates both
service qualities and privacy issues.

Furthermore, we also present a candidate implementation of our
proposal, showing its feasibility and real-world applicability. We
analyze it in detail, and provide performance evaluation on how
our system can be seamlessly integrated into an existing ubiquitous
application.

The rest of this paper is organized as follows: Section 2 discusses
the related works from literature; Section 3 highlights the main
limitations of the scenario; Section 4 presents the Data Meta De-
scriptors; Section 5 describes the implementation of our framework
on a candidate application, while Section 6 evaluates it; Section 7
concludes this works and discusses future works on this topic.

2 RELATEDWORKS
As our lives become more entangled with ubiquitous services and
devices, there is a continuous need to assess and prevent possible
users’ privacy breaks, which may expose information not meant to
be shared with others. Depending on the device and on the scenario,
there may be different vulnerabilities which arise from the use of
personal data [16]. The possible issue may spark in different parts
of the system, such as the communication network, due to data
sent without encryption or protocols prone to known attacks, or
while data is stored, due to possible identification of individuals.
Other problems may also arise from the authentication schemes
these devices use, which can lead to potentially huge problems [17].
In general, there is a gap between understanding potential privacy
vulnerabilities of ubiquitous systems, and the user service such
systems have to provide. It is well known that if users understand
about potential privacy breaches, they may quit the ubiquitous
service to be resilient against them, while also increasing their dis-
trust towards digital systems [13]. On the other hand, they may
also want to personalize it in terms of data collected, something
which nowadays is difficult to do on a fine-grained basis, as it is
rather an on-off choice, whether to run the service with the full
data requested, or simply not using it [24]. Most privacy policies are
written in natural language, detailing all the legal aspect needed to
be compliant with the regulations, possibly slowing down the adop-
tion of Ubiquitous and Pervasive applications [6]. Usable Privacy is
a field which aims to make privacy policies more understandable
by users, by making policies machine readable [22]. This enables
the possibility to check how data is collected and used, and enables
fine grained customization by the user, which is now able to clearly
understand the data management process [14]. Nevertheless, users
are well aware that many potential threats may hide beyond the
data collection and analysis process, and to this end device man-
ufacturers and applications developer have yet to provide global
and satisfactory solutions [10]. In fact, there are still a number of
challenges which need to be properly addressed [2]. Eventually it
becomes a trade-off between privacy and utility, which however it
would be preferable if the users themselves are able to configure

it [19], while the stakeholder may also want to reward the user
for the data they provide, such as in crowdsensing scenario, in
which privacy has to be preserved [18]. Most of the research in
this area is towards the development of models and frameworks
which enable the possibility for application developers to quantify
and balance the required service quality with the potential privacy
leakage. The interaction between service utility and privacy issues
is a well-known trade-off, target of many studies in literature [21]
[8] [7], which show how the scenario can be heterogeneous and
complex due to a number of different parameters, and due to many
heterogeneous devices which have to interact among each other.
An example of these frameworks is certainly [21], where the au-
thors focus on Location Based Services and model the problem
of service utility and privacy with a Stackelberg game. There are
many interesting findings, such as the optimality of the solution
leveraging their design, and the fact that they indeed show that
there is a trade-off between service utility and privacy, but after
once a certain degree of privacy has been reached, there is no need
to restrict the quality requirements furthermore, as these does not
directly translate into better privacy protection.

In [11] the authors build a model for user-centered privacy, but
the use-case is limited to the medical scenario, hence challenging to
be generalized to other domains, similarly to [12] which considers
smart meters. Overall, studies often target a specific framework
and propose user-centered methodologies which only apply to the
domain of interest, without being able to generalize them also to
other scenarios. It is instead much harder to find research which
proceed towards the ability to compare different systems both on
privacy and on utility. This depends on the fact that as it has already
been stated, typically studies focus on very specific scenarios of
interest, without considering data collection and management as a
whole, together with the service utility.

3 SERVICE QUALITY AND PRIVACY ISSUES
LIMITATIONS

In the current dynamic landscape concerning the trade-off between
privacy and service quality, it is key to acknowledge and address the
different challenges that exist. Within this context, we can identify
and discuss four principal limitations that have to be analyzed,
which we describe in detail below:

3.0.1 Limitation 1 – Understanding. : it is not always clear which
attacks can be performed starting from the unauthorized access to
such data and to what extent. Although there is no obligation for the
stakeholder to inform the users about the possible consequences
of the misuse of their personal data, the article 35 of the GDPR
in Europe states that is mandatory to take into account possible
threats and issues and assess their impact. However, to be compliant
with articles 13 and 14 of the GDPR the data controller must only
guarantee the adoption of appropriate measures and inform the
users. This specific problem arises since not all users have the
specific knowledge to address all the vulnerabilities and issues that
the collection of a particular data triggers. Often, users may make
uninformed decisions related to the practical threats related to
data collection, or simply skip reading such information. This may
also increase the distrust of users towards ubiquitous applications,
eventually leaving them or not fully leveraging their benefits [13].
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3.0.2 Limitation 2 – Comparison. : if two separate systems A and
B collect any kind of data, it is impossible to directly compare
them with respect to the privacy vulnerabilities and the need for
specific data to fulfill a specific task. What is typically done is
a per-system analysis which aims to address the most common
attacks and showcase whether such attacks are possible or not in
any given framework. However, comparing two systems would
require performing two separate analysis, and then compare the
results, which cannot give a complete and extensive picture, as the
comparison would be made only on the specific threats taken into
account. Moreover, the comparisonwould be only on the basis of the
tested attacks and vulnerabilities, without focusing on the practical
issues for the users. It is also not possible to directly compare
two applications based on the services they offer, in terms of data
collected to provide any given service, and how this directly relates
to the potential privacy issues such data collection raises.

3.0.3 Limitation 3 – Balance. : In certain cases, users may configure
ubiquitous systems according to their preferences, in terms of data
collection and active services. Typically, the denial of collecting
specific data translates into part of the application to stop function-
ing, without the possibility for user to still access the service with
reduced functionality and performance. This severely limits the
possibility for the users to tailor any application according to their
preferences, either accepting entirely how their data is handled
or avoid using the system at all. It is also important to note that
the balance between data collection and service provided to the
end user is among the main ideas of the GDPR, which promotes a
digital economy in which data has a key role while keeping users
protected against their misuse.

3.0.4 Limitation 4 – Time consuming. : Analyzing privacy vulnera-
bilities is a time-consuming task, which needs to be repeated for
each new system, increasing the possibility for errors. Moreover, in
case a new vulnerability is found, existing systems would need to be
tested from scratch against the novel attack, to check whether they
may be at risk. It would be much more advantageous in this case to
have automatic and semi-automatic controls available, which upon
discovering a novel kind of attack, enable the seamless testing and
reporting of other systems previously checked. Instead, this has to
be done for each system separately, again requiring considerable
time and specialized technical people. Such tools may also provide
practical countermeasures to eliminate or limit the potential issues,
by guiding stakeholders through the design and the development
of their applications.

The aim of this work is to address all the aforementioned limi-
tations leveraging on a novel methodology which builds upon the
Data Meta Descriptor (DMD) component, described in Section 4.

Concerning the Understanding (Limitation 1), the DMD will
make it possible for users to directly understand what threats hide
behind specific data collection. Hence, they can make more in-
formed decisions, and personally assess whether the permission
to collect specific data should be given or not. Regarding instead
the Comparison (Limitation 2), sharing an identical data defini-
tion, it will also be possible to directly compare 2 or more different
systems with respect to the services they offer and the privacy
vulnerabilities they may suffer. This would also allow to compare

any system according to the amount of data they require to per-
form similar tasks. The Balance (Limitation 3) is then made possible
since it would be allowed to directly assess the consequences of
constraining the data collection process, not only as a binary on-off
choice, but with more fine-grained possibilities, such as reducing
frequency, constraining the collection based on external factors,
and so on. Finally, the Time consuming (Limitation 4) can be ad-
dressed by developing automatic tools, which can be inherited by
ubiquitous applications, to automatically assess potential privacy
vulnerabilities and offering solutions to mitigate them.

Eventually, using the tools that the DMD enable, it would also be
possible for ubiquitous applications developers to showcase an auto-
matic assessment of their service, easily readable by anyone, which
details all the data collection, management and analysis process,
and the potential vulnerabilities which the user may experience
when allowing the system to collect their data. It will also be made
possible to directly understand how user preferences would affect
the potential privacy vulnerabilities. Ultimately it is an equilibrium
which every user may select between clear privacy vulnerabilities
and ubiquitous utility, which is dependent on the scenario, the type
of data accessed, and on the user’s preferences.

4 DATA META DESCRIPTORS
In this section we present the Data Meta Descriptors (DMD), de-
fined as a set of information related to a single chunk of data in
terms of data type, frequency, precision and other parameters. A
single ubiquitous system is composed by several DMDs, each one
describing a part of the data available on the system at any stage of
it. The overarching idea is to define DMD that can describe both pri-
vacy vulnerabilities as well as service quality. In this case, it would
then be possible to jointly alter their parameters, and immediately
understand how the system would react to the change.

In Figure 1 we show the overarching idea of our proposal. On
the left it is possible to see the DMD repository, which contains the
DMD definition for any Service Quality evaluated, as well as for
privacy issues. Whenever a candidate ubiquitous system needs to be
analyzed, the different DMD present in the systemmust be assessed.
They will then be matched against the Service Qualities and Issues
in the DMD Repository, eventually providing an evaluation of the
whole system. In particular we note from Figure 1 that different
Service Qualities and Issues may be found depending on the DMD
available on each part of the system. For instance, consider a data
collected at a certain frequency on the mobile device, which is
then aggregated to be sent over the network, and anonymized
once reaching the cloud. Clearly, even if it is the same raw data,
its storage at different precisions, granularities and frequencies
may offer different Service Quality and may raise different privacy
issues.

The analysis of different privacy threats builds a repository of
potential vulnerabilities modeled through DMDs, each one with a
set of DMDs needed for the vulnerability to happen, in case they
are accessed by a malicious entity. This has to be intended that “If a
malicious entity has access to those DMDs, then the corresponding
attack is possible”. The repository also describes different ubiqui-
tous services, with different possible configurations. For instance,
a service may run with full functionality in case 4 different type
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Figure 1: Data Meta Descriptors repository and example matching on a candidate ubiquitous system. The DMD repository
contains both the privacy issues and the service qualities; the ubiquitous system is analyzed by surveying the data available in
every part of it; joining the analysis and the DMD Repository it is then possible to perform an automated evaluation.

of data are collected, it may work with limited functionality and
with only one type of data it provides basic functionality. Through
this methodology it is also possible to evaluate different service
qualities depending on the data. In fact, changing any DMD yields
a different service quality, directly quantifiable, and eventually the
new set of DMD is matched against the repository to look for pri-
vacy issues. This process can be repeated until the desired privacy
level is reached, or until no further service degradation is accepted
by the user. It is also known that typically there is a certain privacy
level beyond which not additional privacy is granted, though the
service quality degrades, as shown in [21].

An example of this behavior can be observed in location based
services, for instance for the task “Find Point of Interest of Type
X close to me”. Even a simple service like the one just described
can present a number of possible configurations and personaliza-
tions. The term “close to me” may be intended in different ways:
close can be 100 meters, 1 kilometer, or close to another Point of
Interest. Moreover, even the location from which the closeness of
a Point of Interest is determined can vary: for instance, it may be
possible to provide the location of a user with the best possible
precision, uncovering the location of the user but getting in return
the best possible service quality. Otherwise it is possible to reduce
the granularity of it, still leveraging the service, though with a
reduced quality. Other examples can be found for instance in the
precision of the context obtained from inertial sensors such as ac-
celerometers, gyroscope and magnetometers, which directly relates
to the precision and frequency of sampling of data which again
may uncover specific habits and routines of people [3] [4].

4.1 Overview
Data Meta Descriptors (DMD) describe a specific kind of data in
any part of an ubiquitous system. It does not contain the data itself,
but rather metadata which describe for instance the type of data,
the frequency of collection and other attributes.

More formally, let Δ = {𝑑𝑡, ^} be a generic DMD referring to data
of type 𝑑𝑡 and with a set of attributes of variable length ^, which
contains a variable number of attributes, such as the precision of
the data, the time granularity and so on.

In any section of a ubiquitous system such as a mobile device, the
communication medium, the storage of data on the cloud, multiple

DMD may exist. Let 𝑠 be the 𝑠-th section of ubiquitous system𝑈 ,
hence

Δ
𝑈
𝑠 = {Δ𝑈𝑠,1, . . . ,Δ

𝑈
𝑠,𝑛}

is the set of DMDs of system𝑈 in its 𝑠-th section. In other words,
Δ
𝑈
𝑠 describes all the data available in a specific part of the system,

with its corresponding metadata.

4.2 DMD relations
In any ubiquitous system there exists a relation pertaining how
data flows between its different sections. For instance, data can
be collected on a mobile device and then sent to the cloud for
storage. In this case, data collected on the mobile device has a set
of attributes as defined in ^, and when sending such data over the
communication link the set ^ may change.

More formally, let 𝑖 be a section of a ubiquitous system and 𝑗 a
subsequent section on which the data flows after 𝑖 . We then have
two DMD sets Δ𝑈𝑖 and Δ

𝑈
𝑗 .

For any DMD, the following relation holds:

^𝑖 ≥ ^ 𝑗 ,∀𝑖 ≺ 𝑗 ∧ 𝑡𝑈𝑖 ≡ 𝑡𝑈𝑗 .

This relation between two set of attributes defines that attributes
in ^ 𝑗 cannot be less restrictive than attributes in ^𝑖 . This is straight-
forward, as subsequent data flows cannot increase for instance the
precision of data or its frequency, but only keeping it as it is or
reducing it. For instance mobile devices can store locations with
a precision of 10𝑚, and upon sending it they can keep it with the
same precision or making it coarser such as 50𝑚, but not providing
it with a more precise representation such as 5𝑚.

5 IMPLEMENTATION
In this section we provide the implementation of a candidate Service
Quality metric and of a candidate Privacy metric. We recall that
the proposed DMD framework can implement different metrics, for
which it is impossible to give an all-encompassing implementation
here. However, we believe that this example can, without loss of
generality, showcase how the proposed framework works.
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5.1 k-anonymity
To evaluate the privacy of users we leverage k-anonymity [23],
which is defined as follows: a certain dataset is said to be k-anonymous
if each person in the dataset is indistinguishable from 𝑘 − 1 users.
In our scenario the ubiquitous service only collects four kind of
information: a pseudonym 𝑝 , a timestamp 𝑡 , a generic measurement
𝑚 and a location 𝑙 .

Clearly 𝑡 and𝑚 are non-identifiers of the user, while 𝑝 is by defini-
tion a pseudonym. Therefore a possible attack is the re-identification
of a user starting form its pseudonym. It is straightforward to note
that in case there are few users in a certain area at a certain time,
an attacker could easily associate the pseudonym to the user, hence
performing the re-identification of her. On the inverse, in crowded
areas the user can better hide herself among others, therefore mak-
ing the attack more difficult.

We assume that in our area of interest users arrive with a Poisson
process of parameter _. Therefore, it is possible to compute the
probability of having 𝑘 users which report the exact same location,
which is equal to

𝑃 (𝑋 = 𝑘) =
Δ∑︁
𝑖=1

(_𝑖 )𝑘
𝑘!

𝑒−_𝑖 (1)

where Δ is the total area of interest, and _𝑖 is the parameter of the
Poisson process in location 𝑖 . Note that this definition allows to
define more crowded places such as shops and points of interest,
and less crowded ones such as roads.

5.2 Service Quality
To evaluate the service quality we count the number of POIs re-
turned by a user query. The overarching idea is that the coarser the
location, the higher the privacy, but at the same time it will also be
returned a higher number of POIs, while for more precise locations
the query will return closer POIs to the user position.

Let 𝑁 be the total number of POIs in an area of size Δ. We
compute the number of points inside an area of size 𝛿 as(

𝑁

𝑥

)
𝑝𝛿 (1 − 𝑝)𝑁−𝛿 (2)

where n is the number of POIs, and 𝛿 is the size of the area sent
by the user. Without loss of generality we consider squared areas,
such as in the popular MGRS geocoding. Assuming that the POIs
are uniformly distributed in Δ, the probability of having one POI
in the area sent by the user is given by

𝑝 =
𝛿

Δ
, (3)

Figure 2 shows the probability of having a specific number of
POIs in an area of a given size. This figure has been obtained with
a total of 50 POIs in an area of 1𝑘𝑚2. For sake of simplicity, we are
representing 𝛿 as percentages with respect to Δ. Clearly for smaller
areas the probability is shifted towards the left, meaning that there
is a high probability of having a low number of POIs, while larger
areas allow for more POIs in the same query.

We can then compute the expected value as

𝐸 [𝛿] =
∞∑︁
𝑖=1

𝛿𝑖𝑝𝑖 , (4)

Figure 2: Probability of having a specific number of POIs in
an area of size 𝛿 . Larger areas show higher probabilities of a
larger number of POIs.

Figure 3: How measurement precision works. Red square
is precision 0, green and blue squares are precision 1, and
purple square is precision 2. Note that 𝑟𝑖 can be anywhere
inside the squared region.

which, given a certain 𝑥 representing the area sent, contains the
expected number of POIs in such area.

Starting from the expected value it is then possible to compute
the service quality, simply defined as

𝑆𝑄 = 1 − 𝐸 [𝛿]
𝑁

(5)

We show SQ in Figure 4 for a varying number of POIs. It is evident
that when 𝛿 is small, the service quality is at maximum given the
low number of POIs returned, while for larger 𝛿 the service quality
drops. Clearly also the density of POIs matters, hence for less dense
areas (i.e. 20 POIs) the service quality can be maintained higher
with respect to denser areas.

Figure 3 shows how precision works. Smaller precision numbers
report a more accurate location, while higher precision numbers
refer to bigger areas. When users report bigger areas, the location
of the user can be anywhere in such area.
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Figure 4: Evaluation of the sole Service Quality for three
possible scenarios, versus the area sent by the user.

Given the square in which the user can be, the central server
needs to report back the most appropriate POIs. We can decide
how to deal with this, for instance it can report all the points in the
area, or all the points which are located at most _ squares from any
possible point in the square.

6 EVALUATION
In this section we provide performance evaluation of our system
by considering our example metrics, and we highlight how starting
from the single evaluation of either the Service Quality or the
Privacy level it is possible to analyze them together. We remark
again that although specific to a candidate service, the system can
accommodate also other definitions.

In Figure 4 we show the evaluation of the Service Quality alone,
for three reference scenarios. On the x-axis we vary the area size,
while on the y-axis we plot the Service quality, defined as in Equa-
tion 5. We test our system in three reference scenarios, with a
varying number of POIs which translates into a different density
of them within the same area. With denser areas (i.e. with more
POIs) the Service Quality drops more significantly and earlier than
coarser scenarios. This happens even if the user queries for a smaller
area, since the probability of having more POIs within that area
increases for denser scenarios, hence the overall Service Quality
is lower. It is also interesting to note that regardless of the sce-
nario, there is always a maximum area size which is possible to
use without affecting the Service Quality, which in our case it is
around 100𝑚2 for the 100 POIs scenario, 150𝑚2 for the 50 POIs
scenario and around 200𝑚2 for the 20 POIs scenario. This suggests
that for services which evaluates the Service Quality with the same
methodology of our proposal, there is never the need to submit the
precise location of the user, even for denser scenarios.

In Figure 5 we evaluate instead the Privacy level, accounting
for the k-anonymity of the users. Specifically, we vary on the x-
axis the k-anonymity to achieve, while on the y-axis we show
the ratio of users which satisfy such constraint. The lines indicate
groups of users which use different areas for their query. Clearly
less conservatives users in terms of privacy (i.e. using a smaller
area for their query) achieve a lower ratio of satisfied users as the
k-anonymity requirement grows. More conservatives users instead
can better hide within the crowd, since there are more other users

Figure 5: Ratio of users with a desired k-anonymity satisfied,
depending on the area size they use to make queries.

Figure 6: Joint evaluation of Service Quality and Privacy level.
The evaluation leverages on the same independent variable,
which is the area size selected by the user.

which use similar locations when issuing their queries. It is also
interesting to observe that depending on the area size selected for
the query, there is a maximum k-anonymity level which can be
achieved.

We finally show in Figure 6 the joint evaluation of Service Quality
and Privacy. Having defined both on terms of common variables,
it is then possible to assess and compare them at the same time,
evaluating how one affects the other one. As we have shown earlier,
the size of the area sent by the user is the key variable, and we
leverage on it also in Figure 6 to highlight the differences between
the two aspects taken into account. What it is then possible to do
is to observe that in the considered scenario the maximum privacy
level is achieved beyond 100𝑚2 of area sent, while the Service
Quality certainly drops even more as the area sent increases. In
other words, evaluating such a system with our proposal allows
the user to see that there is no benefit in sending too large areas in
their queries, since the Service Quality drops significantly with no
direct benefit on the Privacy level.

7 CONCLUSION
In this paper we have presented a novel methodology to jointly
evaluate Service Quality and Privacy issues in Ubiquitous systems.
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Our proposed methodology allows to describe Service Qualities and
Privacy issues in terms of Data Meta Descriptors, which can then be
matched together to evaluate them both at the same time. We have
presented the overall structure which realizes this vision, and we
have provided a candidate implementation for evaluating a specific
Service Quality and the Privacy level of users. These implementa-
tion can then be later used to evaluate further Ubiquitous services,
by simply defining the Data Meta Descriptors available in each part
of the system. Our results also indicate that this evaluation can
immediately highlight potential issues, and guide users towards
selecting their own privacy preferences.

Future work on this topic include the implementation of novel
Service Qualities and Privacy issues, to extend the system, and its
evaluation on real candidate applications, as well as the definition
of mitigation techniques which can be applied to the data to reduce
the user exposure to privacy threats.
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