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� Accurate description of the flow inside emulsification devices is crucial.
� This study compares LES and RANS predictions to DNS validation data for an HPH.
� Both LES and RANS are able to predict the general outline of the flow.
� LES shows slightly better performance than RANS in predicting dissipation rates.
� Low computational cost of RANS keeps it an interesting supplementary tool.
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a b s t r a c t

There is a large interest in predicting high-pressure homogenizer (HPH) valve hydrodynamics using CFD,
in academic research and industrial R&D. Most of these studies still use two-equation RANS turbulence
models, whereas only a few have used LES formulations. From a theoretical perspective, LES is known
to be more accurate than RANS, especially in terms of estimating the dissipation rate of turbulent kinetic
energy, which is the most important parameter needed for predicting efficiency using a population bal-
ance equation (PBE). However, LES also comes at a considerably higher computational cost. To choose the
appropriate modelling approach, it is important to understand how much the accuracy and the compu-
tational cost increase between RANS and LES.
This study provides the first validation of high-pressure homogenizer hydrodynamics, comparing RANS

and a well-resolved LES to numerical experimental validation data of direct numerical simulation (DNS),
on a model of the gap outlet jet. The LES does result in a higher accuracy throughout, but the differences
are relatively small, when focusing on the flow inside the jet. When using the CFD results to predict max-
imum surviving drop diameter, the LES results in a relative error of 4.8% whereas the RANS leads to a rel-
ative error of 18%. Both errors are substantially smaller than those from a traditional scale-based
equation instead of a CFD-PBE. When seen in the substantial reduction of computational time (a factor
of 970), results illustrate how RANS could remain a viable supplementary technique for CFD modelling
of HPHs, despite its many limitations. Best practice recommendations for obtaining this RANS perfor-
mance is discussed.
� 2022 The Authors. Published by Elsevier Ltd. This is an openaccess article under the CCBY license (http://

creativecommons.org/licenses/by/4.0/).
1. Introduction

Being able to accurately describe the flow field inside emulsifi-
cation devices such as the high-pressure homogenizer (HPH), is of
substantial interest, both for the academic emulsification research
community and for the chemical engineering industry. One of the
principal motivations behind this is the interest in optimizing
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Nomenclature

D32 Sauter mean diameter, m
Di Droplet size in class i
Dmax Maximum drop size, m
gi Fragmentation rate at size class i
h Gap height, m.
k Turbulent Kinetic Energy (TKE), m2 s�2

kmodeled Turbulent Kinetic Energy (TKE) modelled by LES sub-
grid model, m2 s�2

nl,I Fixed pivot redistribution matrix
Ni Number of droplets in class i
Re Reynolds number
Rey Turbulent Reynolds number
s
0
ij Fluctuating rate of strain, s�1

S0 Characteristic filtered rate of strain
t Time, s.
tg Gap time-scale, s
|U| Time (and spanwise, z) averaged velocity magnitude,

m s�1.
Ug Bulk gap exit velocity, m s�1.

ux, uy, uz Instantaneous velocity in dimensions x, y, z, m s�1.
u0, v0, w0 velocity fluctuations in dimensions x, y, z, m s�1.
Ux, Uy, Uz Time (and spanwise, z) averaged velocity in dimen-

sions x, y, z, m s�1.
x, y, z Spatial dimensions (see Fig. 1), m.
y1/2 Jet half-width, m
yw First mesh point wall-distance, m

Greek
DP Homogenizing pressure, Pa
e Local dissipation rate of TKE, m2 s�3.
e* Characteristic dissipation rate of TKE for the device, m2

s�3.
c Surface tension, N/m
lC Dynamic viscosity of the continuous phase, Pa s
lD Dynamic viscosity of the dispersed phase, Pa s
qC Density of the continuous phase, kg m�3
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operation and design of HPHs, to reduce energy consumption and
improve the control over the resulting emulsion functionality.

The HPH consists of one or (most typical) two valves connected
in series, fed by 3–5 piston pumps. The pumps deliver a high static
pressure (DP � 5–40 MPa) forcing the fluid through the valve con-
sisting of an inlet chamber, where fluid accelerates into a narrow
gap (�10–100 lm), reaching high velocities (�100 m/s), and then
exiting into a larger outlet chamber (Innings and Trägårdh,
2005). Single drop breakup visualizations show that drop breakup
takes place in the turbulent jet created as the fluid exits the gap
(Innings and Trägårdh, 2005; Innings et al., 2011; Kelemen et al.,
2015; Mutsch et al., 2021).

Experimentally measuring the velocity field inside HPH valves
is challenging, partially due to the high static pressures, high veloc-
ities and small geometric length-scales, and partially due to the
highly confined axisymmetrical geometry of the valve where it
has proven difficult to insert probes or get the optical access nec-
essary for experimental investigations. The available experimental
studies rely on scaling to reduce velocities and on increasing
length-scales and re-designing to allow optical access (see Bisten
and Schuchmann (2016) for a comprehensive review). Conse-
quently, computational fluid dynamics (CFD) has long been identi-
fied as an important tool for studying HPH valves.
Fig. 1. Schematic view of the HPH outlet chamber model. The green and red planes sho
where breakup is expected to occur.
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From the 1990s, a large number of such studies have been pub-
lished: Kleinig and Middelberg (1996) performed the first CFD
study on an HPH valve, considering a laminar flow inside the inlet
chamber and the gap region of a homogenizer valve. This study
predicted pressure gradients for different gap sizes. Later, the same
group (Kleinig and Middelberg, 1997), used a Reynolds-Averaged
Navier-Stokes (RANS) model (Standard k – e) to simulate the tur-
bulent flow in the homogenizer outlet chamber. Stevenson and
Chen (1997) used CFD to study the relationship between homoge-
nizing pressure and gap height, and were the first to provide
detailed information on the velocity and turbulence fields in these
devices.

In the 2000 s, the number of studies increased. These studies
were mostly based on RANS-based CFD models: Miller et al.
(2002) performed a RANS CFD on an HPH valve and compared
the performance of different k – emodels, concluding that the real-
izable k – e model provides a more accurate estimation of the
homogenizing pressure. Floury et al. (2004) carried out RANS
CFD on an HPH valve with capability of increasing the pressure
up to 350 MPa with a relatively high resolution, resolving the flow
close to the wall (low-Reynolds numbers wall treatment). Kelly
and Muske (2005) attempted to relate the predicted hydrodynamic
forces from a RANS CFD (realizable k – e) to cell breakage inside an
w the inlet and the outlet boundaries, respectively. The blue box shows the region
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HPH. Steiner et al. (2006) used RANS CFD with the standard k – e
model (with low-Reynolds wall treatment) to study the impact of
the variation of flow rate and dispersed phase material properties
on the drop size distribution (DSD) in the resulting emulsion.

Since the late 2000s, investigators have started to move from
using CFD to mainly discuss velocity fields, pressures and turbu-
lence levels, to using the CFD results to model, predict or test emul-
sification efficiency between designs and operating conditions,
either by using Kolmogorov-Hinze theory (Arai et al., 1977;
Calabrese et al., 1986; Davies, 1985; Hinze, 1955; Kolmogorov,
1949; Vankova, et al., 2007) or a population balance equation
(PBE) formulation (Liao and Lucas, 2009; Ramkrishna, 2000;
Solsvik et al., 2013). Köhler et al. (2008) studied a microstructured
simultaneous homogenizing and mixing valve using RANS CFD
based on RNG k – emodel to investigate the effect of the operating
parameters on the predicted fat globules size distribution. Raikar
et al. (2010) combined a RANS CFD with a standard k – e with a
PBE to predict the evolution of the DSD in the device. Casoli et al.
(2010) used the values of the dissipation rate of the turbulent
kinetic energy (TKE) on particle tracks obtained from a RANS CFD
with a standard k – e model for breakup predictions. Håkansson
et al. (2013) also connected a PBE to the dissipation rate of TKE
on particle tracks through a RANS formulation using a multi-
scale k – e model. Becker et al. (2014) suggested a one-way cou-
pling of PBE and RANS CFD using an RNG k – e turbulence model,
as did Dubbelboer et al. (2014). More recently, Jiang et al. (2019)
and Guan et al. (2020) coupled PBE to RANS CFD using realizable
k – e simulations. Pang and Ngaile (2021), with a similar intent,
studied three different HPH valve geometries by linking PBE to
CFD using realizable k – e, comparing to experimental data.

As seen from the list above, a large number of studies base their
investigations on two-equation RANS CFD models (i.e., k – e mod-
els). CFD simulations on HPH valve using two-equation RANS mod-
els are fast, and with the advances of computational power, they
are possible to be run on benchtop workstations or even office lap-
tops. However, two-equation RANS turbulence models are also
known to have many theoretical limitations, especially when it
comes to predicting the dissipation rate of TKE (Pope, 2000) which
is the main parameter of interest in the large number of CFD-PBE
studies listed above. Experimental validations for these CFD RANS
models on HPH valves (or similar geometries) are rare. Håkansson
et al. (2012) provided a validation using 2D particle image
velocimetry (PIV) data on a scaled HPH valve. These results suggest
that the general outline of the outlet chamber jet can be fairly well
predicted by using either a realizable k – e or an RNG k – e, but that
turbulence intensity is misrepresented. However, the most inter-
esting parameter, dissipation rate of TKE, was not available in the
study, due to the severe theoretical limitations in using 2D PIV
for estimating this quantity (Saarenrinne and Piirto, 2000;
Tanaka and Eaton, 2007; Wang et al., 2021).

Aware of the theoretical limitations of RANS CFD, several groups
have attempted to move to the theoretically more suitable but
more computationally costly large eddy simulations (LES). LES fully
resolves the largest turbulent length-scales and models only the
smallest ones. Taghinia et al. (2016) used LES and hybrid LES-
RANS on the same geometry as Håkansson et al. (2012), thus
extending the PIV-validation to include an LES. These authors con-
cluded that the LES model provides a superior performance in
terms of predicting the velocity and shear stress fields. More
recently, Bagkeris et al. (2020) carried out an LES study on a Sono-
lator HPH. The authors also included a comparison with experi-
mental PIV data and concluded that the agreement was
satisfactory.

As expected from theoretical reasoning on assumptions
imposed in LES versus RANS (Pope, 2000), both these studies con-
clude that LES provides more accurate predictions than RANS.
3

However, the computational cost is also substantially higher. This
is an important factor, especially for investigators interested in
using PBE to predict emulsification efficiency. The ratio between
the number of RANS-based and LES-based studies indicates that
the RANS is still the most common modelling strategy for HPH
valves. This leads to the question of exactly how large the differ-
ence in accuracy between LES and RANS based CFD is for the case
of HPH valves.

The generation of high quality validation data (including the
dissipation rate of TKE) is of critical importance to answer these
questions. Our research group has recently provided a direct
numerical simulation (DNS) on a model of a HPH outlet chamber,
with careful scaling and geometrical design to capture the main
features of the HPH outlet jet (Olad et al., 2022). DNS is often
referred to as a numerical experiment since it calculates the turbu-
lent flow properties without modelling assumptions, by fully
resolving the flow down to the smallest turbulent structures (at
an exceptionally high computational cost). Thus, DNS is a near-
ideal source of validation data. DNS is, however, not an alternative
to LES and RANS for routinely evaluating industrially relevant
devices (due to the computational cost), but it does provide a suit-
able validation dataset to test and compare the accuracy of LES and
RANS on HPH outlet chambers.

The overall aim of this study is therefore to determine how well
LES and RANS perform in predicting the flow properties relevant
for characterizing the efficiency of the confined turbulent wall jet
similar to that in a high-pressure homogenizer, using DNS data
for validation. The specific research questions are:

(i) To what extent are the LES and RANS able to reproduce the
time-averaged velocity field in the outlet chamber?

(ii) To what extent are the LES and RANS models able to predict
the local and characteristic dissipation rate of TKE?

(iii) How large effect will the deviation between true dissipation
rate of TKE (DNS data) and the model results (LES and RANS) have
on the prediction of the drop diameters in a Kolmogorov-Hinze or
PBE framework?

(iv) What are the suitable modelling settings when using a
RANS formulation to model the outlet chamber of a HPH?

The rest of the paper is organized as follows: Section 2 intro-
duces the CFD methodology, including a description of the
HPH-geometry used in the validation (Section 2.1), the DNS-
validation method (Section 2.2), and the two modelling
approaches (the LES based CFD in Section 2.3 and the RANS
based CFD in Section 2.4). Section 2.5 describes how the turbu-
lent flow-field can be used for a drop-size prediction. Sections
3.1–3.2 compare the modelled flow-fields (LES and RANS) to
the validation data. Section 3.3 compares the predicted dissipa-
tion rates of TKE between models and validation data, and
investigates what this implies in terms of a difference in pre-
dicted emulsion drop size. Section 3.4 examines the differences
between the RANS models whereas Section 3.5 compares the
CFD-methods in terms of computational cost and Section 3.6
discusses best practices for HPH valve CFD. Finally, a summary
of the main findings is presented in Section 4.
2. Methodology

2.1. HPH geometry

The validation is performed on a simplified HPH outlet chamber
geometry, illustrated in Fig. 1. The motivation for using this model
(instead of the HPH outlet chamber in the typical production scale
device) is to capture as many critical elements as possible of the
HPH outlet chamber flow (jet-flow, wall-adherence, confinement),
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in a cuboidal domain of limited size (a requirement for enabling
DNS). A comprehensive discussion of the scaling and how the
geometry and fluid properties are chosen to describe the flow in
an HPH outlet can be found elsewhere (Olad et al., 2022). In brief,
the most important dimensionless numbers (Reynolds number,
gap height to Kolmogorov micro-scale ratio, and boundary layer
thickness to Kolmogorov micro-scale ratio) are set to be in the
range of those of a production- and a pilot-scale homogenizer.

Fig. 1 shows the dimensions of the computational geometry, in
units of gap heights, h, where h = 750 lm. The red and green faces
represent the outlet and inlet of the domain. The blue box indicates
the region where breakup of droplets is expected to take place, as
suggested by previous studies (Innings et al., 2005; Innings et al.,
2011). The dark grey facets denote the walls. With a bulk inlet
velocity of Ug = 16 m/s, this setup corresponds to a Reynolds num-
ber Re = 2057 when assuming a fluid density qC = 1200 kg/m3 and
viscosity lC = 7.0 mPa s. Moreover, the problem is studied as
isothermal.

2.2. Validation data (DNS)

DNS-calculated velocity fields are used as the validation data in
this study. A comprehensive discussion on the DNS methodology
and the resulting turbulent flow statistics is available elsewhere
(Olad et al., 2022). In brief, an in-house DNS code, validated in sev-
eral previous studies (Picano et al., 2015; Rosti and Brandt, 2017;
Rosti et al., 2019), is used. The code uses an FFT solver for the pres-
sure Poisson equation. Second-order central differencing and
Adam-Bashforth schemes are used for the spatial derivatives and
time-stepping, respectively. A total of 173 million grid points are
used in a Cartesian grid. The inlet boundary condition is imposed
using the method suggested by Billson et al. (2003) and Davidson
and Billson (2006), where anisotropic synthetic velocity fluctua-
tions are generated and added to a scaled average velocity profile
obtained from a PIV investigation on a similar geometry
(Håkansson et al., 2011), scaled to account for the difference in
Reynolds number (Olad et al., 2022). The outlet boundary condi-
tion follows the suggestion by Orlanski (1976). A 2 h thick slice
(spanwise, z-direction, see Fig. 1) of the geometry is simulated,
using periodic boundary conditions, to reduce computational cost
(Olad et al., 2022).

The DNS is initiated from a zero velocity field and iterated until
converged, after � 2000 tg, where tg = h/Ug (=47 ls), is a represen-
tative gap time-scale. The time-averaged velocities and dissipation
rates of TKE used here are averaged across a sampling interval of
3000 tg.

2.3. LES modelling methodology

The LES is set up in a commercial software (Fluent 19.0, Ansys,
Canonsburg, PA) using a Dynamic Smagorinsky-Lilly formulation
(Germano et al., 1991; Lilly, 1992) as subgrid scale model for the
turbulence. The SIMPLEC algorithm is used for the coupling of
velocity–pressure fields with second order and bounded central
differencing schemes for the discretization of the pressure and
momentum terms, respectively. A simple three-level second order
implicit scheme is used for time stepping. The mesh is structured
and stretched and the mesh size is in the range (0.004 h, 0.28 h)
in the wall-normal direction y, (0.055 h, 0.33 h) in the streamwise
direction x, and constant size of 0.051 h in the spanwise direction
z. In terms of wall resolution, the LES mesh gives a yþ in the range
(0.5, 2.5) on the lower wall.

The same experimental velocity profile was prescribed at the
inlet boundary as for the DNS. As in the DNS, this needs to be sup-
plemented by an inlet-boundary condition turbulence model, and
several alternatives are available. In this study, the vortex method
4

(ANSYS, 2019; Mathey et al., 2006) is used to generate the turbu-
lence at the inlet boundary; random 2D vortices are added to the
mean velocity profile in the plane normal to the inlet, locally
adjusted to estimate the velocity fluctuations based on the local
levels of TKE (Mathey et al., 2006). Preliminary studies of the
DNS showed that the turbulence at the inlet does not substantially
affect the turbulence at the active region of breakup (shear layer of
the jet), due to the fact that the flow at the inlet (i.e. HPH valve gap
exit) is in a transient regime and the turbulence intensity is lower
than that in the jet shear layer. Consequently, we do not expect any
significant difference in the flow behavior by changing the syn-
thetic turbulence generation method at the inlet.

The average velocities (required as inputs by the vortex
method) are obtained from a PIV study on a similar system
(Håkansson et al., 2011). The dissipation rate of TKE and the
Reynolds-stress components on the inlet boundary are taken from
the DNS (Olad et al., 2022). The outlet is modelled as a constant
pressure outlet (zero static gauge pressure). No-slip boundary con-
ditions are imposed on all walls. As with the DNS, a 2 h spanwise
slice is modelled, using periodic boundary conditions.

A stretched mesh with approximately 1.85 million grid points is
used. This implies that almost 95% of the total TKE is resolved
throughout the domain (See Fig. 2), with some exceptions close
to the inlet, where the percentage of the resolved TKE,

k ¼ 1
2
ðu0u0 þ v 0v 0 þw0w0Þ ð1Þ

is about 80–90%. The resolution, thus, satisfies the minimum
requirement of at least 80% of total TKE resolved as suggested in
the literature (Pope, 2000).

The LES is first run until convergence, and then for 13 000 tg to
collect statistics. To verify that the flow is truly converged before
starting to sample, a methodology similar to that for the DNS is
used (Olad, Criealesi, Brandt, Innings, & Håkansson, 2022): the run-
ning average of the streamwise velocity component is studied as a
function of the simulation time, at different points in the domain
(using a window size of 0.2 s = 4 300 tg), see Fig. 3. The dashed hor-
izontal lines indicate the 5% margin below and above the final
averaged value for the lines of same color. For all three positions
in Fig. 3 (chosen in the regions where drop breakup is expected),
the simulation is converged after 4000 tg. The choice of basing this
analysis on velocity was due to the observation that the large re-
circulation eddy above the jet is the slowest, and consequently,
the limiting factor for convergence (Olad et al., 2022).

In the LES model, the dissipation rate of TKE is calculated as
follows:

e ¼ 2ðmt þ mÞhS02i ð2Þ

where S
0
is the characteristic filtered rate of strain, defined as:

S
0 � ð2s0ijs0ijÞ1=2 ð3Þ
and s0ij is the fluctuating rate of strain:

s0ij ¼ 1
2

@u0
i

@xj
þ @u0

j

@xi

� �
ð4Þ

where mt is the turbulent viscosity, and m is the molecular kinematic
viscosity.

2.4. RANS modelling methodology

The 2D steady RANS model is set up in the same commercial
CFD software (Fluent 19.0, Ansys, Canonsburg, PA), using a two-
equation RNG k – e turbulence model (Yakhot and Orszag, 1986).
Similar to the LES, the RANS mesh is also structured and stretched
and the mesh size is in the range (0.0017 h, 0.2192 h) in the wall-



Fig. 2. Percentage of modelled turbulent kinetic energy (TKE) in the LES formulation.

Fig. 3. Running average of streamwise velocity, ux, at different points in the spanwise plane (z/h = 1) with window size of 0.2 s (4300 tg). The horizontal axis shows the
normalized time from the beginning of the simulation.

Fig. 4. Investigating the mesh independence across RANS meshes. (A) velocity magnitude, |U|, as a function of wall-normal distance, y. (B) dissipation rate of TKE, e, as a
function of wall normal distance, y. (x/h = 16).
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normal direction y, (0.03 h, 0.35 h) in the streamwise direction x. In
terms of wall resolution, the RANS mesh gives a yþ < 0:5 every-
where on the lower wall.

The enhanced wall-treatment option in Fluent was used. This
means that local near-wall mesh resolution determines the treat-
5

ment of the flow close to the wall i.e. if the near-wall mesh is suf-
ficiently fine (if the first point is located at yþ < 0:5), a so-called
‘two-layer model’ is used. In this model, the wall region is divided
into the viscosity-affected and fully-turbulent regions based on the
turbulent Reynolds number defined as:
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Rey � qCyw
ffiffiffi
k

p

lC
ð5Þ

where yw is the first mesh point wall distance. If, Rey > 200, the tur-
bulence model is used (RNG k – e). In the viscosity affected region,
the one-equation model of Wolfshtein (1969) is used i.e. the equa-
tion of TKE and momentum are the same as those of the turbulence
model, but the turbulent viscosity is defined differently. If the mesh
resolution is insufficient close to the wall, the modified law of the
wall suggested by Kader (1981) is used in which a blending function
enables a single expression for the logarithmic and laminar formu-
lations of the law of the wall. (Due to the high resolution of the
mesh close to the wall in the RANS simulation of the present study
i.e. first point located atyþ < 0:5, no wall functions are activated.).

The SIMPLE algorithm is used for the coupling of the velocity–
pressure fields and second order discretization is used for all terms.
On the inlet boundary, the (scaled) velocity and TKE profiles from
the PIV study (Håkansson et al., 2011) are imposed. The outlet is
modelled as a constant pressure outlet (zero static gauge pressure).
No-slip boundary conditions are imposed on all walls.

To verify that the results of the RANS study are independent of
the numerical resolution, three meshes with different densities are
created: mesh S (45,000 cells), mesh M (85,000 cells) and mesh L
(128,000 cells). Fig. 4 shows the profiles of the normalized velocity
magnitude and dissipation rate of TKE, at a streamwise location of
x/h = 16, comparing the three different mesh densities. As seen in
the figure, increasing the number of computational cells from
85,000 (M) to 128,000 (L) does not further improve the results.
All subsequent RANS simulations are, therefore, run with mesh M.

Moreover, an unsteady RANS (URANS) (using three-level second
order implicit time-stepping) is performed to investigate if any
improvements could be obtained by allowing for a transient for-
mulation (see Sections 3.4.1). To investigate the effect of the speci-
fic two-equation turbulence model used, three additional steady-
state CFD models are compared: standard k – e (Launder and
Spalding, 1972), realizable k – e (Shih et al., 1995) and SST k – x
(Menter, 1994) (see Section 3.4.2).
2.5. Emulsion drop size predictions

From an applied perspective, knowing the relative error
obtained in predicting the jet velocity or dissipation rate of TKE,
is less interesting (and more difficult to interpret). It is more rele-
vant to quantify what such a difference corresponds to in terms of
errors in the prediction of the drop diameters produced by the
devices. As discussed in the introduction, estimating dissipation
rates of TKE (or time-histories thereof) is typically the main objec-
tive of CFD investigations of these devices in most recent studies.

The maximum drop diameter resulting from prolonged expo-
sure of an emulsion to a turbulent field characterized by a dissipa-
tion rate of e* can be accurately predicted by the drop-viscosity
corrected Kolmogorov-Hinze theory (Arai et al., 1977; Calabrese
et al., 1986; Davies, 1985; Hinze, 1955; Kolmogorov, 1949;
Vankova et al., 2007). When the resulting drop diameter is larger
than the Kolmogorov length-scale, the relationship is:

Dmax ¼ 0:86ð1þ 0:37
lDe�1=3Dmax

1=3

c
Þe��2=5c3=5q�3=5

C ð6Þ

Note that Kolmogorov-Hinze theory describes the effect of tur-
bulence on breakup in terms of a single ‘characteristic dissipation
rate of TKE’, e*, whereas the turbulent field is spatially inhomoge-
neous in an emulsification device. The characteristic dissipation
rate of TKE is typically interpreted as the average value in the effec-
tive region of breakup. In this study it is defined as the value aver-
aged across the early jet region, 0 < x/h < 20, 0.5 < y/h < 2.5.
6

The maximum surviving drop diameter as predicted by the val-
idation data (DNS) was compared to that obtained using the two
turbulence models using Eq. (6): The characteristic dissipation rate
of TKE from the DNS is used to calculate the validation ‘true’ Dmax.
This is compared to the dissipation rates of TKE averaged across the
same region from the LES and the RANS. The characteristic dissipa-
tion rate of TKE is also calculated using two well-known simple
empirical expressions (Mohr, 1987),

e� ¼ U3
g

20h
ð7Þ

and (Innings and Trägårdh, 2007),

e� ¼ U3
g

80h
ð8Þ

Eqs. (7) and (8) (or a similar expression) would be what typi-
cally is used as the input to Eq. (6) in a study not using CFD to
describe the device hydrodynamics (cf. Håkansson, et al., 2009;
Maindarkar, et al., 2015). All comparisons were made under the
conditions ensuring scale similarity between the simplified geom-
etry (Fig. 1) and the industrially relevant HPHs (lD = 35 mPas,
c = 20 mN/m, qC = 1200 kg/m3, see discussion in Section 2.2 and
by Olad et al. (2022)).

Alternatively, the evolution of the entire drop size distribution
(DSD) can be described using a PBE. Assuming no coalescence,
the PBE is discretized into (Kumar and Ramkrishna, 1996),

dNi

dt
¼ �gi � Ni þ

XI

l¼i

nl;i � gl � Nl; ð9Þ

where Ni is the number of drops in class i, nl,i is the fixed pivot
redistribution matrix (Kumar and Ramkrishna, 1996) and gi is the
fragmentation rate evaluated at size class i. A large number of frag-
mentation rate and fragment size distribution functions have been
suggested in previous studies, and comprehensive reviews are
available elsewhere (Liao and Lucas, 2009; Solsvik et al., 2013). In
this contribution, the free fragmentation rate parameter suggested
by Luo and Svendsen (1996) is used together with the assumption
of binary breakup with a uniform fragment size distribution. A geo-
metric discretization with I = 50 size classes is used. The resulting
50 ordinary differential equations are solved with a variable order
differential equation solver, implemented in ode15s in MATLAB
(MathWorks, Natick, MA). A non-negativity constraint is used on
all size classes.

To provide a meaningful comparison of how accurate the LES
and RANS models would be if used in a PBE setting, the discretized
PBE i.e. Eq. (9) is solved at the centerline of the jet. The solution of
the DNS is taken as the ‘true’ value, and compared to the results
obtained when using the LES and RANS models.

The surface-averaged drop diameter at the exit, D32, is used as a
characteristic average of the DSD:

D32 ¼
P

Ni � D3
iP

Ni � D2
i

ð10Þ
3. Results and discussion

3.1. Predicting the overall flow outline

The first research question is to what extent the RANS and LES
modelling strategies are able to predict the general outline of the
HPH outlet chamber flow. Fig. 5A presents contours of the mean
velocity magnitude, with red vectors representing the local flow
directions in the xy-plane, from the DNS validation data. The thick
black lines show the walls of the domain. The flow enters the con-



Fig. 5. Velocity magnitude comparing the validation data (A) (Olad et al., 2022) to the turbulence models: (B) LES and (C) RANS. Arrows (red) denote average velocity vectors.
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fined domain from the gap exit, located at the bottom-left of the
domain, creating a turbulent wall-jet with macroscopic recirculat-
ing vortices above it. This general behaviour is captured by both
the LES (Fig. 5B) and the RANS (Fig. 5C).

However, some differences can be seen when investigating the
details of the larger vortices. The validation results from the DNS
study (Fig. 5A) show two main vortex structures in the outlet
chamber. One vortex (the ‘outlet vortex’) is observed at the approx-
imate position of x/h = 25, y/h = 5.5. This vortex is induced by the
presence of the upper wall. Another vortex (the ‘inlet-vortex’) is
observed just above the jet inlet at position x/h = 4, y/h = 6. Both
these vortices are a consequence of the confinement of the outlet
chamber jet, chosen by design to capture the properties of the out-
let chamber of a production scale HPH valve. It is the backflow
above the jet body which leads to the generation of the outlet vor-
tex, which forces the jet towards the lower wall and decreases the
spreading rate of the jet compared to an unconfined jet (Olad et al.,
2022), as observed for the HPH outlet chamber in previous investi-
gations (Innings and Trägårdh, 2007).

Fig. 5B presents the flow solution of the LES model. Some differ-
ences can be observed: The same two macroscopic vortices can be
seen but with minor differences in position. A slightly more uni-
form velocity profile can also be seen at the outlet boundary com-
pared to the DNS (most likely due to the difference in outlet
boundary condition specification, as discussed in Sections 2.2-3).
This implies that the LES model is somewhat misrepresenting the
flow close to the outlet. However, for the main part of the jet, espe-
cially in the region where breakup is expected (see Fig. 1), the gen-
eral flow outline predicted with the LES is very similar to the
validation data.

Fig. 5C displays the data from the RANS model. It, too, is able to
predict the presence of the inlet vortex, but with a significant shift
7

towards the upper wall. The outlet vortex is predicted almost at
the same position as that obtained from the LES (at a slight offset
from the validation data). Furthermore, the RANS model fails to
predict the interaction region between the two vortex structures
seen in the DNS validation data.

For a more detailed comparison into the performance of the two
turbulence modelling strategies for predicting the time-averaged
velocity field, Fig. 6 illustrates the streamwise velocity profiles at
four positions downstream the gap exit (x/h = 8, 12, 16, and 22).
Starting with the first position (x/h = 8), the validation data clearly
show the presence of the inlet vortex, with a region of negative
velocities in 2 < y/h < 7. This recirculation zone is still present fur-
ther downstream of the gap (x/h = 12, 16 and 22), but positioned
further out from the lower wall. As seen in Fig. 6, the LES model
is able to almost perfectly capture this behaviour up to and includ-
ing x/h = 16. At the last position, however, the LES underestimates
the recirculation vortex. Again, this illustrates that the LES captures
the inlet vortex well, but struggles with the outlet vortex (where
the outlet boundary condition starts to influence the flow field).
The RANS model misrepresents both vortices which can also be
seen in the underestimation of the recirculation zone at all profile
locations (Fig. 6).

The main jet is, however, of special interest since it is here that
the most drop breakup events are expected to take place. Confining
the analysis to this region (0 < y/h < 2), the RANS performs sub-
stantially better. In this region, there is no substantial improve-
ment in accuracy in the LES as compared to the RANS.

In summary, both modelling approaches capture the overall
behaviour. As expected, the LES performs better than the RANS in
predicting the interacting macroscopic vortices acting on the jet.
Both models performwell in the region where breakup is expected.
Here it could also be mentioned that it is the severe confinement



Fig. 6. Average streamwise velocity, Ux, as a function of wallnormal distance, y, comparing the two turbulence models (LES and RANS) to the validation data (DNS). (A) x/
h = 8. (B) x/h = 12. (C) x/h = 16. (D) x/h = 22.
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that appears to be especially challenging for the models (in partic-
ular, the RANS), and that these confinement effects are smaller in
the production scale HPH valve than in the model used here. Thus,
the RANS and LES may be expected to perform at least as well if
applied to an industrially used HPH valve.
3.2. Predicting the jet half-width and centerline velocity

The extent and properties of the outlet chamber jet are of spe-
cial interest because it is where the breakup is expected to take
place. To further investigate howwell this is described by the mod-
elling approaches, Fig. 7 compares the jet half-width and centerline
velocity. Fig. 7A displays the jet half-width, y1/2 – i.e., the position
where Ux(y) = 0.5 Ux,max, a measure for the jet half-width, as a
function of the streamwise position, and Fig. 7B displays the nor-
malized jet maximum velocity, Ux,max/Ug, as a function of the
streamwise position. The validation data show a widening jet (in-
creasing y1/2) with distance, and a decreasing jet velocity. A notable
shift, with an increased half-width and increased velocity decay
rate, can be seen at x/h � 22, due to the action of the outlet vortex
8

(see discussion in Olad et al., 2022). When comparing this to the
turbulence modelling approaches, the results show that both the
LES and the RANS underpredict the spreading rate and overpredict
the centerline velocity almost everywhere, i.e. they underpredict
the deceleration of the jet. This can be contrasted with reports
on RANS in non-confined jets (Gerodimos and So, 1997) where
an overprediction of the jet spreading rate is observed. This differ-
ence is due to the failure of RANS model to correctly predict the
interaction of the vortex above the jet and consequently, pushing
it towards the wall.

The LES model provides a better estimate (in general closer to
the validation data), especially upstream of x/h � 22 where the
confinement and outlet boundary starts to influence the flow sub-
stantially. Nevertheless, the differences are relatively small, espe-
cially where breakup is expected to take place. Looking at x/
h = 12, as example, the relative error in jet centerline velocity is
6.9% with the RANS and 7.5% with the LES. The relative error for
the jet half-width is �7.8% with RANS and �13% with LES.

In summary, both LES and RANS are able to describe the devel-
opment of the main jet with relatively high accuracy and the differ-
ences between the two are relatively small.



Fig. 7. (A) Jet half-width (y1/2) as a function of streamwise position, x. (B) Maximum streamwise velocity along the jet centerline of the jet. Ux,max, as a function of streamwise
position. Comparing the validation data (DNS) to the two turbulence models (LES and RANS).

Fig. 8. Dissipation rate of TKE, e, comparing validation data (DNS) (A) with the predictions obtained with the turbulence models: (B) LES and C) RANS.
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3.3. Predicting the dissipation rate of TKE

As mentioned in the introduction, most investigators suggest
drop breakup in HPH valves to be caused mainly by turbulent
interactions, and that the stress on the drop (or the rate of drop
breakup) can be predicted using the dissipation rate of TKE (Arai
et al., 1977; Calabrese et al., 1986; Davies, 1985; Hinze, 1955;
Kolmogorov, 1949; Vankova et al., 2007). At the same time, dissi-
pation rate of TKE is generally understood as difficult to estimate,
especially using two-equation RANS modelling approaches (Pope,
2000). The second research question we address here is, therefore,
how close the RANS and LES models are to the validation data in
terms of this important parameter.
9

3.3.1. Overall agreement with validation data
Fig. 8 illustrates the contours of normalized dissipation rates of

TKE. The validation data (DNS, Fig. 8) shows the large dissipation
region inside the shear layer at x/h � 4–12, as expected for a tur-
bulent jet. A narrow region of high dissipation rate of TKE can also
be found close to the lower wall. Note the initial confinement of
high dissipation rates of TKE to the shear layers. Thus, a fluid ele-
ment travelling through the center of the jet will not experience
high dissipation rates of TKE before reaching approximately x/
h = 10, where the dissipation from both upper and lower shear
layer has spread and reached the jet center.

Fig. 8B–C show the predictions using the LES and RANS models.
Both the LES and the RANS models under predict the width of the



Fig. 9. Dissipation rate of TKE, e, as a function of the wallnormal distance, y, for the two turbulence models (LES and RANS) and the validation data (DNS). (A) profiles at x/
h = 8. (B) x/h = 12. (C) x/h = 16. (D) x/h = 22.
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high dissipation rate of TKE. The LES model captures the maximum
value relatively well (the relative error is +4% for the global maxi-
mum when disregarding the thin inner shear layer) whereas the
RANS underpredicts the global maximum by 41%.

A more detailed comparison on the ability of the CFD models to
predict the dissipation rate of TKE can be seen in Fig. 9, where we
display the wall-normal profiles of the dissipation rate of TKE at
four streamwise positions, focusing on the region where breakup
is expected to occur (For a similar comparison of the TKE profiles,
see the supplementary material). The validation data show that the
dissipation rate of TKE profile displays two clearly distinguished
peaks located in the inner and outer shear layers of the jet at the
first position (x/h = 8). Moving further downstream (x/h = 12–16),
these shear layers merge, creating a lower but more uniform level
throughout the jet. Note that the validation data show that the
highest local dissipation rates of TKE are found in a thin layer close
to the wall. This region is, however, of less interest from an applied
emulsification perspective, since velocities are low, and, thus, very
few drops interact with the continuous phase flow at these
positions.

The two-equation RANS models are known to struggle with
phenomena such as laminar–turbulent transition, separation, re-
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attachment and boundary layer growth (Pope, 2000), of which
the latter two are present in the case of this study. A previous study
using PIV data to validate RANS CFD for HPH-valves (Håkansson
et al., 2012), argued that part of the inability of the two-equation
RANS models to predict all aspects of the flow was due to that
the models over-predicted the production of TKE in most of the
domain. Hence, they failed to capture positions of negative produc-
tion (due to the inherent formulation of production of TKE in a
two-equation RANS model). This problem is expected when having
curved streamlines, which we have due to the presence of strong
vortices above the jet.

Summarizing the findings in this section, the LES does improve
the accuracy, but provided the substantial simplifications used in a
two-equation RANS turbulence model (as compared to a highly
resolved LES), the RANS agreement is surprisingly good.

3.3.2. Average dissipation rate of TKE
From an applied emulsification perspective, dissipation rates of

TKE (whether estimated from a scaling average or from CFD calcu-
lations) are primarily used for assessing the efficiency of the
device, i.e., to predict the largest drop diameter surviving a passage
(via a Kolmogorov-Hinze type of approach) or to predict the result-



Table 1
Average dissipation rate of TKE and drop diameter predictions. Comparing validation data (DNS), to the CFD turbulence models (LES and RANS) and to traditional scaling
estimations suggested in previous studies (Eqs. (7)–(8)).

Characteristic dissipation rate of
TKE

Maximum drop diameter* Sauter mean diameter

e*
[m2/s3]

Relative error [%] Dmax

[lm]
Relative error [%] D32

[lm]
Relative error [%]

Validation data (DNS) 2.4�104 27.0 20.7
LES 2.1�104 �12% 28.3 +4.8% 25.6 +24%
RANS 1.5�104 �38% 31.9 +18% 25.2 +22%
Scale-based estimations Eq. (8) 6.8�104 +190% 18.9 �31% 9.6 �54%

Eq. (7) 27�104 +730% 11.7 � 57% 4.7 �77%

* Obtained using Eq. (6) on the estimates in the left column.

Fig. 10. Dissipation rate of TKE, e, on the centerline of the jet, as a function of the
streamwise distance, x. The validation data (DNS) is compared to the predictions
using the two turbulence models under investigation (LES and RANS).
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ing DSD (via a PBE approach). A more relevant comparison on how
the two turbulence modelling approaches perform on an emulsifi-
cation device can therefore be made by looking at the difference in
terms of drop diameter predictions.

The typical aim when performing a CFD on an emulsification
device is to obtain an estimate of the average effective dissipation
rate of TKE, to be used in a Kolmogorov-Hinze type of equation to
predict the largest drop surviving prolonged exposure to the device
(i.e., maximum drop diameter obtained after repeated passages).
The average dissipation rate of TKE (across a region 0 < x/h < 20,
0.5 < y/h < 2.5) is e* = 2.4 104 m2/s3, according to the validation
data. Inserted into the viscosity-modified Kolmogorov-Hinze equa-
tion, i.e. Eq. (6), this results in Dmax = 27.0 lm. Table 1 compares
this to the corresponding estimate using the data from the LES
and RANS to model turbulence, as well as to traditional scaling-
based estimates of the droplet diameter (see Eq. (7) and Eq. (8)).
LES gives the most accurate predictions, both in terms of dissipa-
tion rate of TKE (-12%) and in terms of the resulting Dmax (+4.8%)
(Note that the relative error in the maximum drop diameter esti-
mate is smaller than that of the dissipation rate of TKE, due to
the sub-linear scaling of e* on Dmax in Eq. (6)). RANS has a substan-
tially lower accuracy, �38% for e* and +18% for Dmax. However,
RANS still offers a large improvement from traditional scale-base
estimations: Eq. (8) (Innings and Trägårdh, 2007) overestimates
e* by almost a factor of 2 and Eq. (7) (Mohr, 1987) overestimates
it by a factor of 7, leading to a relative error of �31% and �57%
when translated into maximum drop diameter.
3.3.3. From trajectories to PBE estimated DSDs
Most recent studies, however, are to an increasing extent mov-

ing from assessing the efficiency of emulsification devices from the
characteristic dissipation rate of TKE, to using PBE models (see Sec-
tion 1). A PBE evaluation has the advantage of taking into account
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both the distribution of turbulent stresses and that of the velocity,
and is, therefore, expected to provide a better estimate of the
device performance (at least if appropriate fragmentation kernels
have been identified).

Fig. 10 displays the dissipation rate of TKE on the trajectory
through the centerline of the jet, comparing the two CFD models
with the validation data (DNS). As seen previously, both LES and
RANS underestimate the maximum value of the dissipation rate
of TKE. Thus, both turbulence models are expected to underesti-
mate the amount of breakup taking place in the device. Also note
that both models provide good estimate further downstream of
the gap exit.

As noted in the introduction, there is yet no general consensus
on which breakup frequency and fragment size distribution best
describes breakup in emulsification devices. However, the frag-
mentation rate suggested by Luo and Svendsen (1996) is a good
candidate for a first comparison, being free of empirical fitting
parameters. Solving the fragmentation only PBE (Eq. (9)) across
the validation data trajectory in Fig. 10, results in a Sauter mean
diameter of D32 = 20.7 lm. When integrated across the trajectory,
the D32 predictions based on the PBE are similar between LES
and RANS (error of � 20%, see Table 1). This can be somewhat sur-
prising given that the LES model captures the peak dissipation rate
of TKE better than the RANS model (see Fig. 10). However, RANS
data overpredict dissipation rates further downstream (x/h = 20–
30), thus prescribing a higher fragmentation rate at these positions,
which compensates for the underestimation of the peak and leads
to a similar value of the Sauter mean diameter.

The alternative to using a CFD model to provide profiles of the
dissipation rate of TKE needed for the PBE, would be to use
scaling-law estimations (Eqs. 7–8) (cf. Håkansson et al., 2009;
Maindarkar et al., 2015; Raikar et al., 2010). The corresponding
PBE-estimates based on Eq. (7) and Eq. (8) were calculated assum-
ing that.

eðtÞ ¼ e� t 	 Ug

20h

0 elsewise

(
ð11Þ

Results are summarized in Table 1, showing how the scale-
based estimates results in substantially lower accuracy in the esti-
mation of D32 compared to the RANS (�54% and �77% with Eqs. (8)
and (7) respectively).

Summarizing, the LES model does typically provide a more
accurate characterization of the efficiency of the device, but the
RANS is not far behind and provides a substantial improvement
when compared to traditional scaling models. As basis for the
PBE integration, LES and the RANS perform equally well (although
this is largely due to a fortunate cancellation of under- and over-
prediction in different areas).



Fig. 11. Comparing (A) the average streamwise velocity, Ux, and (B) the dissipation rate of TKE, e, as function of wallnormal distance, y, between RANS and URANS. (x/h = 16).

Fig. 12. Comparing (A) the average streamwise velocity, Ux, and (B) the dissipation rate of TKE, e, as function of wallnormal distance, y, between three different two-equation
RANS models: standard k – e, RNG k – e, realizable k – e, and SST k – x. (x/h = 16).
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3.4. RANS model settings

The comparisons above are all based on a 2D steady RANS with
an RNG k – e turbulence model. As seen in Section 2.4, the solution
is mesh independent. However, from a best practice perspective, it
is interesting to understand how sensitive the accuracy of the
RANS model is to model settings, especially in the light of the vari-
ations seen when considering the available CFD investigations of
the HPH outlet chambers (see Section 1).

3.4.1. Transient formulation
Unsteady RANS (URANS) do sometimes perform better in pre-

dicting turbulent flows, compared to the steady RANS used in this
investigation. Fig. 11 therefore includes a comparison with a
URANS with the same mesh and turbulence model (RNG k – e)
as the RANS. No differences can be seen between the RANS and
the URANS. Consequently, URANS does not improve the accuracy
of the estimates and is, therefore, not necessary in this case.
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3.4.2. Turbulence modelling
As seen from the literature review, previous studies applying

two-equation RANS models to HPH valves typically used either
realizable k – e, RNG k – e or standard k – e. Fig. 12 compares
the RANS-predicted velocity magnitudes and TKE dissipation rate
at x/h = 16, for these three RANS models and the SST k – x model,
which is a conventional approach often used in industry, against
the validation DNS data. As observed in the figure, standard k � e
performs poorly, which has previously been attributed to its inabil-
ity to handle curved streamlines and recirculation in the outlet
chamber (Håkansson et al., 2012). This inability for standard k –
e to correctly predict the details of turbulent flows is well-known
and a reason for the general favor towards the improved methods.
The realizable and RNG k – e models give rise to improved estima-
tions when compared to validation data (see Fig. 12), with differ-
ences between the two being relatively small. Comparing to the
DNS shows that the RNG k – e performs slightly better. This is seen
more clearly when attempting to use the realizable k – e RANS



Table 2
Comparison of computational time.

Computational time per
1 ms physical time [core h]

Convergence time
(physical) [ms]

Data sampling time
(physical) [ms]

Total computational time
(convergence + sampling) [core h]

Total computational time

[relative DNS]

DNS (validation) 1 000* 2000 tg
= 94 ms

3000 tg
= 140 ms

230 000 100%

LES 200** 4000 tg
= 188 ms

3000 tg
= 140 ms

66 000 29%

RANS 64** 0.03%

tg = h/Ug = 47 ls.
* Using HPC-resource, 800 cores.
** Using office workstation, 64 cores.
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model to predict the Sauter mean diameter on particle trajectory
(cf. Table 1). Indeed, the RNG k – e only resulted in a relative error
of 22% compared to the validation data, while the realizable k – e
leads to a relative error of 61%. Note that, regardless of the model
used, there is still a difference with the validation data. Exactly
which of the modelling assumptions in these models that are
responsible for these differences is unknown. One suggestion
offered in a previous study (Håkansson et al., 2012) is their inabil-
ity to handle negative production of TKE, which leads to an over-
prediction of the production term.

Fig. 12 also includes a comparison to the SST k –xmodel, which
overpredicts both the streamwise velocity and the dissipation rate
of TKE at the peak values. This limitation of SST k – x is not general
(for many other flows, this model outperforms the models of the k
– e family), but it is in-line with results from a previous validation
on a similar wall-interaction confined jet (Mortensen et al., 2018).

In summary, in this setting, the RNG k – e is the preferred
choice.
3.5. Computational cost

The performance of the different approaches to predict the tur-
bulent properties of the outlet chamber needs to be seen in the
light of their computational cost. Table 2 compares the computa-
tional cost for the LES and RANS models to the computational cost
of generating the validation data with DNS. Starting with the DNS,
a converged flow-field requires simulating 94 ms of physical time
and an additional 140 ms for data sampling (Olad et al., 2022).
When running this setup at the national high performance com-
puting (HPC) resources, Tetralith (Xeon Gold 6130, 3 1015 flops/s
on LINPACK) and Beskow (Crey XC40, 1.81015 flops/s on LINPACK),
on 800 cores, each 1 ms of simulation required 1000 core hours.
Thus, generating DNS data for a single geometry and flow-setting
requires approximately 230 000 core hours. This high computa-
tional cost further illustrates that DNS, whereas highly valuable
for generating validation data and building fundamental under-
standing, is still unsuitable for routine investigations or in an
industrial or device design setting.

The LES comes at a lower computational cost. Each ms of phys-
ical time simulated require 200 core hours on a local workstation.
Convergence and sampling requires running for approximately
7000 tg, resulting in a total LES computational cost which is 29%
of the DNS’s. Here it should be noted that the LES cost would be
substantially lower if the case was also run at an HPC resource
(as the DNS). However, Table 2 still shows that LES leads to a sub-
stantial reduction in computational cost. Nevertheless, the cost is
such that LES is still relatively rare in CFD simulations of HPH
valves.

The RANS is a steady state simulation and required only a total
of 64 core hours. This is 0.03% of the computational time of the
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DNS or 0.1% of the cost of the LES, showing the considerable reduc-
tion by choosing a RANS instead of an LES.
3.6. Best practice discussion

Regardless of if investigating the overall time-averaged flow
(Fig. 5), jet half-width and velocity (Fig. 7), the dissipation rate of
TKE (Fig. 8) or resulting drop diameter from different correlations
and models (Table 1), the high-resolution LES provides more accu-
rate estimates. This is, in itself, expected because two-equation
RANS models rely on severe modelling assumptions (Pope, 2000).
It is also well-known that RANS results in a substantially lower
computational cost than LES (especially when a steady 2D formu-
lation can be used). From the perspective of the applied emulsifica-
tion researcher, interested in the time-averaged velocity and
dissipation of TKE field as an input to a PBE study, or for the R&D
team searching for a method to screen valve designs, the interest-
ing question is how much more accurate the LES is and how much
higher the computational cost is.

These investigations show that the RANS performs relatively
well, both in terms of velocity field and dissipation rate of TKE
for investigators mainly interested in the flow inside the jet. How-
ever, only when not requiring high accuracy close to the inlet
(where the RANS struggles due to its simplistic inlet boundary
specification) or close to the outlet (where the RANS struggles to
describe the outlet-vortex created by the confinement together
with the outlet boundary condition). The characteristic dissipation
rate of TKE is underpredicted by the RANS, leading to an overpre-
diction the maximum drop diameter which is substantially higher
for the RANS than for the LES. When applied to a PBE (Sec-
tion 3.3.3), however, the difference reduces. Combined with the
substantially lower computational cost of the RANS (factor of 970
compared to the LES), it could be argued that a (mesh-
independent) RANS has its use in, for example, PBE investigations
or valve design screening. Here it should also be kept in mind that
the LES used in this study is (by design) a highly resolved LES (i.e.,
fulfilling the minimum 80% of resolved TKE criteria). Comparing
the RANS to a LES with a lower percentage of modelled TKE, pro-
vides a stricter comparison than comparing to a VLES or hybrid-
LES (which would often be the alternative to using RANS in an
applied emulsification research or industrial setting, cf. Taghinia
et al., 2016).

Section 3.5 also allows for a discussion on what is required of
the RANS to achieve this acceptable performance. HPH valves are
not planar, thus a true 2D model is an approximation; however,
the axisymmetry of the devices allows for a axi-symmetrical 2D
formulation. Industrially relevant HPH valves will typically be fed
with an inlet velocity that oscillates with a small amplitude (due
to the 3–5 piston pumps used in creating the high static inlet pres-
sure), which has a minor effect on hydrodynamics for production
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scale systems (Håkansson, 2018), suggesting that a steady RANS,
axisymmetrical 2D formulation, enhanced wall treatment and
RNG k – ewould be a suitable methodology for modelling HPH out-
let chambers. Importantly, the solution must be showed to be
mesh independent (cf. Fig. 11).

Examining the surprisingly good performance of the RANS
(given its theoretical limitations), one must still keep in mind that
the LES model provides more accurate estimations (as clearly
showed by the results of this contribution), regardless of the
parameter under investigation. Moreover, an LES will provide
many pieces of information that could be of interest from an indus-
trial perspective and that is inaccessible from a RANS analysis. A
RANS is, for example, unable to make any predictions about the
stochastic time variations in the instantaneous stresses (i.e., in
the instantaneous dissipation rate of TKE and probability distribu-
tion thereof), which plays an important role in influential drop
breakup theories (Baldyga and Podgórska, 1998) as well as in
recent suggestions on extending CFD-PBE methodology (Aiyer
et al., 2019). An LES model, but not a RANS model, can also be used
to estimate the power spectra, and, consequently, any non-ideal
behaviour in these. This is another limitation of the RANS method-
ology with potential implications for applied emulsification
research since such anisotropy-induced peaks in the spectra have
recently been suggested as important to correctly describe frag-
mentation rates in Sonolators (Bagkeris et al., 2020). A third (and
final) advantage of LES is the possibility for turbulent eddy visual-
izations. This is another tool that has proven useful in characteriz-
ing emulsification systems (Andersson and Helmi, 2014).

4. Conclusions

The overall aim of this study was to conclude on how well LES
and RANS CFD performs in predicting the flow properties relevant
for characterizing the efficiency of a confined turbulent wall jet
similar to that in a high-pressure homogenizer valve, using DNS
data for validation. Moreover, we have used these insights to com-
ment on best practices for CFD modelling strategies. Returning to
the specific research questions in the introduction, it can be con-
cluded that:

� Both the LES and the RANS are able to reproduce the general
outline of the time-averaged velocity field in the outlet cham-
ber; more specifically, both models are able to predict jet veloc-
ities and jet half-width, especially when considering the region
where breakup is expected to occur. The LES provides a more
accurate estimate (especially of the effect of the macroscopic
vortices), but the difference in terms of jet half-width and veloc-
ity is relatively small.

� The LES does provide a substantial improvement over the RANS
in terms of predictions of the global maximum dissipation rate
of TKE as well as in terms of the local profiles thereof, especially
in the thin region closest to the lower wall. However, in the of
the jet, at the positions where drop breakup is expected to take
place, the differences are relatively small. Here, please note that
the investigations in this contribution are made with a rela-
tively highly resolved LES. Differences between RANS and a
VLES or hybrid-LES (as in previous studies modelling emulsifi-
cation devices) are expected to be smaller.

� When using the LES and RANS models to estimate a character-
istic dissipation rate of TKE for the device, the LES performs bet-
ter than the RANS. Translated into predicted maximum drop
diameter surviving prolonged exposure to the device, the LES
overpredicts Dmax by 4.8% (compared to the validation data)
whereas the RANS overpredicts Dmax by 18%. The RANS does,
however, result in a substantial improvement compared to
the current alternative (i.e., traditional empirical equations
14
based on scaling arguments), which gives an underprediction
of 31–57% depending on which of the models suggested in liter-
ature is used. When instead compared in terms of what average
drop size the LES and RANS data would predict in a PBE setting,
LES and RANS result in approximately the same relative error
(�20%), which, again, is substantially better than the results of
traditional scale-based estimations (resulting in a relative error
of 54–77%).

� A comparison of different settings of the RANS model shows
that a steady 2D formulation is a preferred choice (cost, but
not accuracy, increases by using a 3D and/or URANS formula-
tion). Moreover, RNG k – e provides the highest accuracy of
the investigated two-equation RANS models.

Overall, this study shows that RANS simulations (despite their
substantial theoretical limitations compared to more advanced
approaches such as LES), remain a relevant supplementary tool
for estimating velocity fields and obtaining a fairly accurate dissi-
pation rate of TKE also given their substantially lower computa-
tional cost.
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