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Abstract. The automatic categorization of crime news is useful to cre-
ate statistics on the type of crimes occurring in a certain area. This
assignment can be treated as a text categorization problem. Several stud-
ies have shown that the use of word embeddings improves outcomes in
many Natural Language Processing (NLP), including text categoriza-
tion. The scope of this paper is to explore the use of word embeddings
for Italian crime news text categorization. The approach followed is to
compare different document pre-processing, Word2Vec models and meth-
ods to obtain word embeddings, including the extraction of bigrams and
keyphrases. Then, supervised and unsupervised Machine Learning cate-
gorization algorithms have been applied and compared. In addition, the
imbalance issue of the input dataset has been addressed by using Syn-
thetic Minority Oversampling Technique (SMOTE) to oversample the
elements in the minority classes. Experiments conducted on an Italian
dataset of 17,500 crime news articles collected from 2011 till 2021 show
very promising results. The supervised categorization has proven to be
better than the unsupervised categorization, overcoming 80% both in
precision and recall, reaching an accuracy of 0.86. Furthermore, lemma-
tization, bigrams and keyphrase extraction are not so decisive. In the
end, the availability of our model on GitHub together with the code
we used to extract word embeddings allows replicating our approach to
other corpus either in Italian or other languages.

Keywords: Text Categorization · Word Embeddings · Word2Vec · Crime
Category · Keyphrase Extraction.

1 Introduction

The categorization of news articles consists of understanding the topic of the
articles and associating each of them to a category. In the case of news articles
related to crimes, the scope is to identify the type of crime (crime categorization).
This task is important for many reasons. The first one is the need to create
statistics on the type of events. Indeed, categorization allows understanding how
often a certain type of crime occurs [1]. Secondly, categorization enables further
processing that is in the scope of crime analysis. From each news article, it is
possible to retrieve detailed information about the event it reports: the place,
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the author of the crime, the victim [2]. If we know the type of crime, we can also
look for information specific to that crime type, e.g., the stolen items in a theft.
Analyzing crime news articles allows also to studying how exposure to crime news
articles content is associated with perceived social trust [3]. Moreover, Machine
Learning approaches can help crime analysts to identify the connected events
and to generate alerts and predictions that lead to better decision-making and
optimized actions [4].

In this paper, we introduce an approach to perform crime categorization on
Italian news articles based on word embeddings. This work also addresses the
unbalance problem of the input dataset by using the Synthetic Minority Over-
sampling Technique (SMOTE) [5] to oversample the elements in the minority
classes. This paper extends the work done in [6] in different points:

– bigram and keyphrase extraction has been added in the pre-processing for
the extraction of document embeddings,

– experiments have been conducted on a bigger dataset and, consequently,
Word2Vec model has been trained on the new dataset,

– both supervised and unsupervised algorithms have been applied to the whole
dataset of 17,500 instances, while in the previous paper, unsupervised cate-
gorization was done only on 200 instances of each category,

– also the silhouette coefficient has been taken into account for the clustering
evaluation, and precision, recall and accuracy have been averaged considering
the number of news articles for each category because of the imbalance of
the dataset.

In addition, we release a new Word2Vec model along with the code used
to extract the document embeddings and train some supervised and unsuper-
vised algorithms.1 This could be useful for other researchers to replicate our
experiments on a different dataset.

The rest of the paper is organized as follows. The general approach is de-
scribed in Section 3 focusing on the document vector extraction and the appli-
cation of crime categorization algorithms. Section 4 details the experiments of
crime categorization, which is performed on Italian news articles using both su-
pervised and unsupervised techniques and different pre-processing phases, and
discusses the obtained results. Section 5 is dedicated to conclusions.

2 Literature Review

Crime analysis is a set of systematic, analytical processes for providing timely
and pertinent information relative to crime patterns and trend correlations to
assist the police in crime reduction, prevention, and evaluation. If police reports
are made public, they can be analyzed and geolocalized for the above mentioned
scopes. However, police reports are usually private documents. In addition, if

1 Code available at: https://github.com/SemanticFun/Word2Vec-for-text-
categorization/
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they are made public, the time delay between the occurrence of the event and
the report publication can reach some days, months or even years. Therefore,
police reports cannot be considered a possible source for timely crime analysis for
citizens. In those cases, newspapers are a valuable source of authentic and timely
information [7]. In Italy, police crime reports are not available to citizens, only
some aggregated analyses are published yearly. Indeed, several works concerning
crime analysis exploit news articles [8–11]. Detailed information about the crime
events can be extracted through the application of Natural Language Processing
(NLP) techniques to the news articles’ text.

The scope of assigning a news article to a crime category can be addressed
following several approaches, such as text classification, community or topic
detection [12–15]. In this work, we model this problem as a text classification
task which consists of automatically assigning text documents to one of the
predefined categories. Due to the information overload, this is a well-proven way
to organize free document sources, improve browsing, or identify related content
by tagging content or products based on their categories. Newspaper articles
are part of the increasing volume of textual data generated every day together
with company data, healthcare data, social network contents, and others. News
categorization can be useful to organize them by topic for generating statistics
[16] or detect fake news [17–19].

Automatic text classification has been widely studied since the 1960s and
over the years different types of approaches to this problem have arisen. Recent
surveys [20, 21] mainly distinguish between two categories of approaches: conven-
tional methods (or shallow learning methods) and deep learning-based methods.

Conventional methods are those that need a pre-processing step to transform
the raw text input into flat features which can be fed to a Machine Learning
model. In the literature, there are several feature extraction techniques, such as
term frequency (TF), term frequency-inverse document frequency (TF-IDF), N-
grams, Bag-of-words and word embeddings. Among these, word embedding is one
of the most recent text representations which is swiftly growing in popularity.
Word embedding is a continuous vector representation of words that encodes
the meaning of the word, such that the words that are closer in the vector
space are supposed to be similar in the meaning. The use of word embeddings
as additional features improves the performance in many NLP tasks, including
text classification [22–30]. Different Machine Learning algorithms can be trained
to derive these vectors, such as Word2Vec [31], FastText [32], Glove [33].

In the last decade, deep neural networks have been overcoming state-of-the-
art results in many fields, including Natural Language Processing. This success
relies on their capacity to model complex and non-linear relationships within
data. This has led to increasing development of deep learning-based methods
also in text classification. They exploit many of the most known deep learning
architectures, such as CNNs [34–36], RNNs [37, 38], LSTMs [39–41] and the
most recent Transformers [42, 43]. Unlike conventional methods, they do not
need designing rules and features by humans, since they automatically provide
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semantically meaningful representations. These advantages involve a great deal
of complexity and computational costs.

Many of the works regarding news categorization fall in the category of the
conventional methods we have mentioned above. Keyword extraction, term fre-
quency, document frequency, TF-IDF, POS tagging are mainly used as feature
extraction methods along with the traditional Machine Learning models as clas-
sification methods, such as Naive Bayes, Decision Tree, Support Vector Machine
or K-Nearest Neighbour [44–46]. There are some examples also for the Italian
language [47–49]. However, none of them exploit word embeddings for feature
extraction. In [50, 51] two multi-label classification approaches are described; in
these works, the feature extraction methods leverage on topic modeling through
Latent Dirichlet Allocation, which has the advantage to make text dimension
reduced before getting the features. More recent works include the use of deep
learning architecture, in particular CNNs [52–54] and BERT [55, 56].

In literature, there are very few works on the categorization of crime news
articles. The authors of [57] proposed an approach for classifying Thailand on-
line crime news involving TF-IDF as feature extraction method and tested six
different Machine Learning algorithms for classification. The classifiers with the
best results are Support Vector Machine and Multinomial Naive Bayes which
reach an F-measure around 80%. In [40] better results (98.87% of accuracy)
are achieved by using LSTM to classify Spanish news texts deriving the text
representation from a pre-trained Spanish Word2Vec model.

From the above-reviewed literature and to the best of our knowledge, there
are no works devoted to developing methods for the automatic classification of
criminal and violent activities from documents written in Italian.

3 Research Methodology

The general procedure consists of the use of word embeddings (also indicated
as word vector) to assign to each news article a document vector. Then, the
document vectors are exploited by a categorization algorithm to assign to each
news article a category. We use Word2Vec as a word embedding model and
perform categorization through both supervised and unsupervised algorithms.

3.1 Document Vector Extraction

To start with, the text of the news articles is pre-processed following some con-
secutive phases, as illustrated in Fig. 1. The first phase is the tokenization (Point
1), which returns the list of the words that are present in the text, then the stop
word removal phase (Point 2), a commonly used technique before performing
NLP tasks, removes the stop words (e.g., articles, prepositions, conjunctions)
from the above list since they usually occur a lot of times in texts and do not
provide any relevant information. The result is a list of the most relevant words
that are present in the text. Then, the lemmatization (Point 3) is applied for
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Fig. 1. Document vector extraction.

replacing the words in the list with their lemma. At the end of these phases, the
final result is a list of meaningful tokens for every news article (Point 4).

In addition, bigrams and keyphrases are extracted to identify the most fre-
quent sequences of two adjacent words (bigram) (Point 5) and the most relevant
expressions that can contain multiple words (keyphrase) (Point 6). The bigrams
are extracted from the list of tokens after removing the stop words, consider-
ing a minimum number of co-occurrences of the two words (min count) and a
threshold of the score [58] obtained by the following the formula:

score =
L ∗ (bigram count−min count)

count(X) ∗ count(Y )

where L is the number of unique tokens in the text of the news article, bigram count
if the number of occurrences of the bigram, and X and Y are the two words of
the candidate bigram. The keyphrases are identified in the news articles’ text by
using the RAKE (Rapid Automatic Keyword Extraction) algorithm [59] that is
an unsupervised and domain-independent method. Both bigrams and keyphrases
are added to the list of tokens (Point 4). The news articles with an empty list
of tokens are removed.

Then, each token is replaced by its corresponding word embedding using a
trained Word2Vec model (Point 7 and 8). Word2Vec is based on a shallow neural
network whose input data are generated by a window sliding on the text of the
training corpus. This window selects a context within which it chooses a target
to obscure and predict based on the rest of the selected context. Through this
“fake task” internal parameters of the network are learned which constitute word
embedding, the real objective of training. If a token in the list is not found in
the vocabulary of the model, it is simply discarded from the list without any
replacement. Consequently, an aggregation function is applied to the obtained
word embeddings to get the document vector of each news article (Point 9). As
the authors of [29] suggest, two vector representations can be extracted:

A1 the simple average of the word vectors,
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A2 the average of the word vectors weighted by the TF-IDF score of each word
computed on the text of the news articles in the dataset. This representation
gives more importance to those vectors that are related to words with a high
frequency in the text of a news article and a low frequency in the others.

The obtained document vectors (Point 10) are the input data for any cate-
gorization algorithm.

3.2 News Categorization

After obtaining the document vectors of each news article in the dataset, several
algorithms can be used to identify the category each news article belongs to.
Both supervised and unsupervised techniques can be taken into account.

The supervised text categorization algorithms predict the topic of a document
within a predefined set of categories, named labels. In our case, the labels are
the crime categories listed in Section 4.1 and the documents are the texts of the
crime news articles which are represented by the document vectors.

The unsupervised text categorization, also known as clustering, is the task of
grouping a set of objects in such a way that objects in the same group (called
cluster) are more similar to each other than those in the other groups. The use
of clustering for crime categorization consists of feeding the obtained document
vectors into an algorithm and checking if the final clusters have a correspondence
with the crime categories listed in Section 4.1. As suggested by the authors
of [60], to address the unbalance problem of the input dataset, the Synthetic
Minority Oversampling Technique (SMOTE) [5] is employed. The approach is
to oversample the elements in the minority class. Starting from an imbalanced
dataset, this technique creates new samples for the classes that are present in
minority in order to equal the number of elements in the most present category.
The algorithm works in the feature space, then the new points do not correspond
to real data. SMOTE first selects a minority class instance a at random and finds
its k nearest minority class neighbors. The synthetic instance is then created by
choosing one of the k nearest neighbors b at random and connecting a and b to
form a line segment in the feature space. The synthetic instances are generated
as a convex combination of the two chosen instances a and b.

4 Research Findings and Discussion

This Section is devoted to present the Italian Crime News dataset used in the
experiments (Section 4.1) and the setup of our experiments (Section 4.2), and to
describe the metrics used for the evaluation (Section 4.3), while in Section 4.4
and 4.5 we discuss the results obtained with the supervised and unsupervised
algorithms, respectively.

4.1 Italian Crime News Dataset

The texts to categorize are extracted from an Italian dataset of crime news arti-
cles. The information about the news articles is collected by the Crime Ingestion
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App [11], a Java application that aims at extracting, geolocalizing and dedupli-
cating crime-related news articles from two online newspapers of the province of
Modena, in Italy (“ModenaToday”2 and “Gazzetta di Modena”3). The selection
of these newspapers is motivated by their popularity. They publish on average
850 news articles per year related to crimes in the Modena province. There exist
other 3 minor online newspapers, however integrating them will not substantially
change the results since they cover just 5% of the total news articles we already
collect, and their news articles are in almost all cases duplicated with respect to
the news reported by the two main newspapers.

The data extracted from the newspapers include the URL of the web page
containing the news article, the title of the news article, the sub-title, the text,
the information related to the place where the crime occurred (municipality,
area, and address), the publication datetime that is the date and the time of
publication of the news article, and the event datetime that refers to the date of
crime event. Part of these data is automatically extracted from the web page of
the news articles, the other ones are identified by applying NLP techniques to
the text of the news articles. Besides, the newspapers we consider already classify
news articles according to the crime type (this classification is done manually
by the journalist, author of the news articles). Each news article is assigned to
a specific crime category. The list of categories we elaborated on is based on
two lists of crimes: the annual crime reports of the Italian National Institute of
Statistics (ISTAT) and the data of the Italian Department of Public Security
of the Minister of the Interior (published by Sole24Ore4). The ISTAT annual
report5 shows, aggregated by time and space, the number of crimes divided by
category that happen in each Italian province. The crime hierarchy of ISTAT
is very detailed with 53 types of crimes organized in a hierarchy. The Italian
Department of Public Security of the Minister of the Interior publishes a list of
the most frequent crimes in each province, also Modena. It uses 37 categories
of crimes. For the city of Modena in 2021, only 13 categories have a number of
complaints greater than 0.4 on 100,000 inhabitants. Based on those two lists,
and on the broader categories of crimes used by newspapers, we elaborated
our own list of crimes. The total number of categories is 13: “furto” (theft),
“rapina” (robbery), “omicidio” (murder), “violenza sessuale” (sexual violence),
“maltrattamento” (mistreatment), “aggressione” (aggression), “spaccio” (illegal
sale, most commonly used to refer to drug trufficking), “droga” (drug dealing),
“truffa” (scam), “frode” (fraud), “riciclaggio” (money laundering), “evasione”
(evasion), and “sequestro” (kidnapping).

The current dataset contains 17,500 news articles published in the two se-
lected newspapers from 2011 to now (approximately 10 years). The dataset is
imbalanced on the category of the crimes that are described in the news articles.

2 ModenaToday newspaper: https://www.modenatoday.it/
3 Gazzetta di Modena newspaper: https://gazzettadimodena.gelocal.it/modena
4 https://lab24.ilsole24ore.com/indice-della-criminalita/?Modena
5 http://dati.istat.it/Index.aspx?DataSetCode=dccv delittips
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4.2 Experimental Setup

Considering that the news articles in our dataset are written in Italian, three
Word2Vec models have been chosen for our experiments:

M1 a pre-trained model [61], whose dimension is 300. The dataset used to train
Word2Vec was obtained exploiting the information extracted from a dump of
Wikipedia, the main categories of Italian Google News and some anonymized
chats between users and the customer care chatbot Laila.6 The dataset (com-
posed of 2.6 GB of raw text) includes 17,305,401 sentences and 421,829,960
words.

M2 a Skip-Gram model trained from scratch on the crime news articles of our
dataset for 30 epochs (window size=10, min count=20, negative sampling=20,
embedding dim=300 ).

M3 a Skip-Gram model which has been trained on the crime news articles of our
dataset for 5 epochs, starting from the embeddings of M1 (window size=10,
min count=20, negative sampling=20, embedding dim=300 ).

The experiments have been conducted employing all the three models to ex-
tract the word embeddings separately. In addition, three different configurations
of the pre-processing phase have been set up to allow a comparison of the results:

P1 pre-processing with tokenization and stop word removal. The result is a list
of relevant words for each news article.

P2 pre-processing with tokenization, stop word removal, and lemmatization.
The result is a list of relevant lemmatized words for each news article.

P3 pre-processing with tokenization, stop word removal, lemmatization, and
bigram and keyphrase extraction. The result is the list of P2 with the inte-
gration of bigrams and keyphrases.

In the end, the two aggregation functions mentioned in Section 3 (A1 and
A2) has been applied to the word embeddings. Concluding, we obtained 18 dif-
ferent combinations of pre-processing, word embeddings’ average, and Word2Vec
model.

In the following, Section 4.4 presents our tests with supervised text catego-
rization algorithms, while Section 4.5 discusses some experiments with unsuper-
vised methods.

4.3 Evaluation Metrics

Precision, recall and accuracy are the most common metrics when evaluating a
categorization task. They are obtained by the following formula:

precision =
TP

TP + FP
, recall =

TP

TP + FN
, accuracy =

TP + TN

TP + FP + FN + TN

6 https://www.laila.tech/
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where, given a category, TP is the number of samples that are correctly as-
signed to that category (true positives), FP is the number of samples that are
associated to that category, but they belong to a different one (false positives),
FN represents the number of samples of that category that are assigned by
the algorithm to another one (false negatives), and TN indicates the number of
samples that are correctly not assigned to that category (true negatives). Using
the precision and the recall values, F1-score can be calculated:

F1 = 2 ∗ precision ∗ recall
precision+ recall

For the supervised algorithms, we calculated these metrics for each category,
and then we averaged the obtained values. Since our dataset is very imbalanced,
the average is weighted by the support, i.e. the number of news articles for each
category.

Before calculating the same metrics for the unsupervised categorization, we
need to find the best match between the class labels and the cluster labels, i.e. to
assign a category of crime to each cluster. We start finding the highest number of
samples for a certain category in a cluster, and assign the category to that cluster.
Then, we go on with the other clusters and the other categories, again starting
from the highest number of samples. The process assigns only one category to
each cluster, and a category cannot be assigned to multiple clusters. For each
cluster, we calculate the values of precision, recall, accuracy, and F1-score and
then find the average of these values for the overall values.

In addition to the above-mentioned metrics, the Silhouette Coefficient [62] is
used in unsupervised categorization to assess the quality of clusters, and deter-
mine how well the clusters fit the input data. This metric evaluates the density
of clusters generated by the model. The score is computed by averaging the sil-
houette coefficient for each sample, that is computed as the difference between
the average intra-cluster distance (a), i.e. the average distance between each
point within a cluster, and the mean nearest-cluster distance (b), i.e. the average
distance between all clusters, normalized by the maximum value:

silhouette =
1

N
∗

N∑
k=1

(bk − ak)

max(ak, bk)

where N is the number of generated clusters. The Silhouette Coefficient is a score
between 1 and -1, where 1 means that there are highly dense clusters and clearly
distinguished, while -1 stands for completely incorrect clustering. A value near 0
represents overlapping clusters with samples very close to the decision boundary
of the neighboring clusters. Different distance metrics can be used to calculate
a and b, the most common distances are the euclidean distance, the manhattan
distance, canberra, cosine, jaccard, minkowski. We use the euclidean distance.

4.4 Supervised Categorization

Different supervised machine learning algorithms have been exploited to compare
their performances. For each algorithm, around 65% of the news articles in the
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Table 1. The number of news articles in the training and test sets for each category
in supervised categorization.

Category Training Set Test Set

Theft 7,062 3,658
Drug dealing 1,180 617
Illegal sale 769 382
Aggression 619 301
Robbery 500 303
Scam 414 204
Mistreatment 225 125
Evasion 196 92
Murder 169 81
Kidnapping 162 85
Money laundering 99 56
Sexual violence 106 39
Fraud 42 14

Total 11,543 5,957

dataset is used as the training set, while the remaining is used as the test set.
Both sets contain articles from both newspapers. Table 1 shows the number of
news articles for each category that are included in each set. As can be noticed,
there is a considerable imbalance of the categories. The dominant category is
“theft”.

Table 2 shows the values of precision and recall of 15 supervised algorithms
trained on the document embeddings obtained by the 18 different combinations
of pre-processing configuration, word embeddings’ average and Word2Vec model.
In the table, the first column contains the name of the categorization algorithm
employed, and the highlighted cells with the number in bold indicate the best
values of precision or recall (values greater than or equal to 0.78). As can be seen,
there are six algorithms with the highest values: Linear SVC (C = 1.0), SVC
(RBF kernel, C = 1.0, gamma=‘scale’), SGD (both configurations), Bagging,
and XGBoost. Considering the performance of these algorithms in the different
configurations, we can notice that the lowest values are found when model M1
is used. Therefore, even if the embeddings of M1 are trained on a dataset that
largely includes news articles and contains contexts very similar to the ones
of our dataset, M2 and M3 outperform M1 in terms of precision and recall.
This is probably due to the fact that the word embeddings of M2 and M3 are
learned from the same documents that are then categorized (indeed, both M2
and M3 are trained on our crime news articles). This makes certain words more
discriminative for certain contexts, and therefore, for certain crime categories.
Comparing models M2 and M3, we notice that the use of lemmatization and the
extraction of bigram and keyphrase has little influence on the performances. The
same consideration can be done comparing the simple average and the TF-IDF
weighted average.
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Table 2. Precision (P) and recall (R) of the application of different categorization
algorithms on the embeddings derived from the three selected models.

P1 P2 P3
M1 M2 M3 M1 M2 M3 M1 M2 M3

A1 A2 A1 A2 A1 A2 A1 A2 A1 A2 A1 A2 A1 A2 A1 A2 A1 A2

Linear SVC
(C=1.0)

P .77 .75 .80 .79 .80 .79 .77 .74 .80 .79 .80 .79 .74 .72 .79 .77 .79 .77

R .78 .76 .81 .80 .81 .79 .78 .76 .81 .80 .81 .79 .76 .73 .80 .78 .80 .78

SVC (RBF, C=1,
gamma=‘scale’)

P .75 .74 .79 .79 .79 .79 .74 .74 .79 .79 .78 .79 .69 .71 .79 .79 .78 .78

R .75 .74 .80 .80 .80 .80 .74 .74 .80 .80 .79 .80 .73 .72 .80 .80 .79 .79

SGD (L2 norm,
Hinge loss)

P .76 .75 .80 .77 .80 .79 .74 .74 .79 .78 .80 .78 .71 .72 .79 .79 .79 .79

R .76 .74 .80 .78 .81 .79 .74 .76 .80 .79 .80 .79 .74 .73 .79 .73 .79 .77

XGBoost
P .73 .71 .77 .76 .77 .76 .72 .70 .77 .76 .77 .76 .69 .68 .76 .75 .77 .76

R .74 .73 .78 .77 .78 .78 .74 .72 .78 .77 .78 .78 .72 .70 .77 .76 .78 .78

Bagging
(KNN(n=5))

P .72 .70 .76 .76 .77 .76 .72 .70 .77 .76 .77 .76 .67 .65 .76 .75 .76 .75

R .74 .72 .77 .77 .78 .77 .74 .72 .78 .77 .78 .77 .70 .68 .77 .76 .77 .76

KNN (k=5)
P .71 .70 .76 .75 .76 .76 .71 .70 .76 .75 .76 .75 .65 .65 .75 .74 .76 .75

R .73 .72 .77 .76 .77 .77 .73 .72 .78 .77 .77 .77 .69 .68 .77 .76 .77 .76

SGD (L1 norm,
Perceptron)

P .80 .68 .76 .76 .80 .77 .73 .73 .83 .75 .78 .75 .73 .69 .79 .77 .72 .77
R .57 .69 .73 .76 .73 .75 .69 .70 .68 .76 .75 .74 .70 .69 .74 .72 .71 .68

KNN (k=3)
P .70 .69 .75 .74 .76 .75 .69 .68 .76 .75 .76 .75 .66 .64 .74 .73 .74 .73
R .72 .71 .77 .76 .77 .76 .72 .71 .77 .76 .77 .76 .69 .67 .75 .75 .75 .75

KNN (k=1)
P .69 .68 .74 .73 .75 .73 .69 .67 .75 .74 .75 .73 .64 .63 .73 .72 .73 .73
R .69 .67 .74 .73 .75 .74 .69 .67 .75 .74 .75 .74 .65 .63 .73 .72 .73 .74

Random Forest
(n=100)

P .71 .66 .74 .73 .75 .74 .64 .63 .75 .73 .75 .74 .62 .61 .71 .71 .74 .74
R .70 .68 .74 .72 .75 .74 .69 .67 .75 .73 .75 .75 .67 .65 .72 .71 .74 .74

Bagging
(Decision Tree)

P .64 .62 .70 .68 .70 .70 .62 .61 .71 .69 .72 .72 .60 .60 .68 .67 .71 .70
R .69 .67 .72 .71 .73 .72 .68 .66 .73 .72 .74 .73 .66 .66 .71 .70 .73 .72

Adaboost
(Decision Tree)

P .63 .64 .71 .71 .70 .71 .62 .59 .72 .69 .71 .70 .59 .56 .67 .66 .70 .70
R .67 .68 .73 .72 .72 .73 .67 .65 .74 .72 .73 .72 .65 .64 .71 .69 .72 .72

BernoulliNB
P .69 .69 .74 .74 .74 .74 .69 .68 .74 .74 .74 .75 .67 .66 .74 .74 .73 .74
R .55 .54 .62 .62 .58 .58 .58 .55 .63 .63 .61 .61 .56 .54 .60 .61 .58 .58

GaussianNB
P .73 .71 .76 .75 .76 .75 .73 .70 .76 .76 .76 .76 .71 .70 .74 .73 .74 .73
R .52 .43 .60 .58 .59 .57 .52 .39 .61 .58 .60 .58 .50 .41 .60 .59 .58 .57

Decision Tree
P .57 .55 .62 .62 .64 .64 .56 .55 .64 .62 .65 .63 .54 .52 .61 .60 .63 .62
R .56 .55 .62 .61 .63 .63 .55 .54 .63 .61 .64 .62 .53 .51 .61 .59 .62 .62

Table 3 shows in detail the results of the best algorithm (Linear SVC) using
the embeddings of M3, the pre-processing with tokenization and stop word re-
moval, and the simple average for each category. The first column contains the
name of the crime category, while the second column indicates the number of
news articles in the test set for that category. The values of precision, recall and
f1-score show that the algorithm suffers from the imbalance of the training set.
The less the category is present in the dataset, the more the recall (sometimes
also the precision) decreases. In some cases, recall is equal to zero, this means
that the number of true positives is zero or there are a lot of false negatives, i.e.
the algorithm was not able to identify the most news articles of that category.
On the other hand, when the precision is equal to 1 it means that the number of
false positives is zero, i.e. no news article of other categories has been mislabeled
with that category.
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Table 3. Precision, Recall and F1-score for each crime category obtained using the
embeddings of model M3 with pre-processing P1 and average A1, and Linear SVC.

Category #news articles precision recall f1-score

Theft 525 .96 .96 .96

Drug dealing 177 .81 .81 .81

Illegal sale 173 .82 .82 .82

Robbery 143 .87 .78 .82

Aggression 90 .72 .81 .76

Scam 81 .80 .86 .83

Murder 42 .80 .93 .86

Kidnapping 41 .79 .83 .81

Mistreatment 22 1 .27 .43

Sexual violence 8 0 0 0

Money laundering 7 0 0 0

Evasion 5 1 .40 .57

After some analysis, we discovered that the annotation for the news articles of
“Gazzetta di Modena” in our dataset is not so accurate, therefore these tests on
categorization are “dirty”. Then, we decided to perform the test again by using
the embeddings of M2 and M3 and the best six categorization algorithms of the
previous examples only on the news articles published in “ModenaToday”. Table
4 shows the values of precision and recall achieved by the best categorization
algorithms on “ModenaToday” news articles. Comparing these values to the
values of Table 2, we can notice slightly higher values. The highest values are
found when Linear SVC is applied to the document embeddings obtained by the
word embeddings of model M3 using the simple average and the pre-processing
with tokenization and stop word removal (P1).

In conclusion, further steps in pre-processing, such as lemmatization, bigram
extraction and keyphrase extraction do not seem to be beneficial because the
performances in terms of precision and recall do not improve. Also, the simple
average (A1) shows better results than the TF-IDF average (A2). The model
M3 is the preferable model for two reasons:

– the training of a Word2Vec model from scratch on our dataset requires 15
minutes, while the use of transfer training learning for M3 requires less than
3 minutes for retraining,

– the pre-trained model has a wider vocabulary. It could be useful the docu-
ment embeddings extraction for new news articles which contain words that
do not appear in the training corpus. However, it is highly likely that all
those words that are discriminative for crime categories are already present
in the vocabulary of M2.

4.5 Unsupervised Categorization

Clustering test has been performed on the features obtained by M3, accord-
ing to the results of the supervised categorization. We decided to use only the



Supervised and Unsupervised Categorization 13

Table 4. Precision (P) and recall (R) of the application of the best six algorithms on
the embeddings of M2 and M3 on “ModenaToday” news articles.

P1 P2 P3
M2 M3 M2 M3 M2 M3

A1 A2 A1 A2 A1 A2 A1 A2 A1 A2 A1 A2

Linear SVC (C=1.0)
P .85 .82 .86 .83 .84 .82 .85 .83 .83 .80 .83 .81

R .85 .82 .86 .83 .85 .82 .85 .83 .83 .81 .84 .81

SVC (RBF, C=1,
gamma=‘scale’)

P .84 .84 .84 .83 .83 .83 .83 .83 .82 .81 .81 .81

R .85 .85 .85 .84 .84 .83 .83 .84 .83 .83 .82 .82

SGD (L2 norm,
Hinge loss)

P .85 .83 .85 .84 .83 .84 .85 .83 .82 .81 .81 .83

R .85 .83 .84 .83 .83 .83 .85 .82 .83 .81 .80 .80

SGD (L1 norm,
Perceptron)

P .84 .81 .85 .82 .84 .81 .85 .83 .81 .79 .82 .83
R .79 .81 .81 .82 .80 .80 .79 .80 .80 .79 .80 .81

XGBoost
P .80 .80 .81 .81 .81 .80 .80 .81 .79 .78 .80 .79
R .81 .80 .82 .81 .81 .81 .80 .81 .80 .79 .80 .80

Bagging
(KNN(n=5))

P .78 .79 .79 .80 .81 .79 .81 .80 .79 .77 .79 .78
R .78 .78 .79 .79 .80 .79 .81 .80 .79 .77 .79 .79

news articles published in the “ModenaToday” newspaper since the annotations
available for this newspaper are more reliable than the ones available for the
“Gazzetta di Modena” newspaper. The dataset contains 5,896 news articles and
is imbalanced. Table 5 shows the number of news articles for each category in the
dataset. Again, the most present category is “theft”, while the least present cate-
gory is “fraud” with only 3 news articles. SMOTE has been applied to overcome
the unbalance problem, generating new points in order to achieve the number
of “theft” instances in all the other categories. In the end, in our test, there
are 30,888 points in the feature space (2,376 points for each category). Four
unsupervised algorithms are chosen for our experiments:

– K-means

– Mini Batch K-means

– Agglomerative Clustering

– Spectral Clustering

For all these algorithms, the number of clusters n has to be established in ad-
vance. We start by setting n=13, that is the number of crime categories extracted
from the newspapers.

According to the results of the supervised categorization, we applied cluster-
ing to the document embeddings obtained by model M3 with the simple average
of the word embeddings considering all the three different pre-processing phases.
Table 6 shows the values of precision, recall, f-score, and accuracy in each test,
the two highest values of each metric are highlighted. Precision, recall, and f1-
score are always low (the highest value is 0.52), while accuracy reaches high
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Table 5. The number of news articles from “ModenaToday” newspaper for each cat-
egory.

Category #news articles

Theft 2,376
Drug Dealing 810
Illegal sale 739
Robbery 616
Aggression 427
Scam 415
Murder 185
Kidnapping 168
Mistreatment 85
Evasion 35
Sexual Violence 20
Money Laundering 17
Fraud 3

Total 5,896

values (from 0.86 to 0.93). This means that the number of false positives and
false negatives w.r.t. the true positives is very high.

Summing up, the highest metric values are highlighted in the second type of
the pre-processing phase using K-means. The value of the silhouette coefficient
in this test is 0.132, that is a low value, while the highest value (0.138) corre-
sponds to the K-means algorithm with the first pre-processing type. In Fig. 2
the histograms show the number of news articles in each cluster for each crime
category. For a better visualization, only the names of dominant categories are
shown. As can be seen, in all the clusters there are few (maximum 3) dominant
categories, as expected by the value of the silhouette coefficient. Fig. 3 displays
the silhouette coefficient for each sample, visualizing which clusters are dense
and which are not. The red line indicates the average (0.132). This plot allows
understanding the cluster imbalance. We can notice that in all the clusters, ex-
cept cluster 4, there are some instances with negative coefficient, this means
that the instances are in the wrong cluster. The highest coefficients are related
to some samples in cluster 3, indeed, looking at the histograms, in that cluster
there are the most samples of “murder” (almost 2,000 samples) and this cate-
gory is present also in cluster 9 and 12 but with a very low number of samples
(around 10).

Analyzing in detail the results of this experiment, we notice that the clus-
ters group together categories that are semantically similar. Based on this con-
sideration, we decided to run a test by grouping together semantically similar
categories in macro-category. The chosen macro-categories are seven:

– “Kidnapping”,
– “Murder”,
– “Robbery”, “Theft”,
– “Mistreatment”, “Aggression”, “Sexual Violence”,
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Fig. 2. Histograms of the cluster distribution obtained with K-means (n = 13) applied
to the embeddings of model M3, simple average and second pre-processing type.

Table 6. Evaluation of unsupervised categorization using the document embeddings
obtained by model M3 with the simple average and the three different pre-processing
phases.

precision recall f1-score accuracy
P1 P2 P3 P1 P2 P3 P1 P2 P3 P1 P2 P3

K-means .44 .52 .47 .47 .51 .46 .45 .51 .47 .90 .92 .89

Mini Batch K-means .51 .49 .49 .50 .50 .49 .50 .50 .49 .91 .90 .92

Agglomerative Clustering .45 .47 .47 .49 .48 .39 .47 .48 .43 .90 .92 .92

Spectral Clustering 0 .40 .33 .40 .50 .46 0 .45 .38 .93 .89 .86

– “Scam”, “Fraud”, “Money Laundering”,

– “Illegal Sale”, “Drug Dealing”,
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Fig. 3. Plot of the silhouette coefficient in the clusters of K-means (n = 13) on the
embeddings of model M3, simple average (A1) and pre-processing with lemmatization
(P2).

– “Evasion”.

All the four algorithms tested before are re-used to perform categorization
with macro-categories. In this case, the best result in terms of silhouette co-
efficient is given by the Spectral Clustering using the document embeddings
generated by the simple average and the third pre-processing that includes also
bigram and keyphrase extraction. The results are shown in Table 7, the numbers
in bold are the number of instances of the assigned category for the corresponding
cluster. Considering the Table row by row, we notice that each macro-category
is dominant in only one cluster. However, clusters 1 and 6 have two dominant
macro-categories. In addition, while clusters 1, 2, 3, and 6 contain a high number
of samples, in the other clusters there are few samples. Following the procedure
described in Section 4.3 to assign a category to each cluster, the assigned cate-
gory for cluster 4 is “evasion” which has no instance in that cluster. The overall
accuracy achieved in this experiment is 0.90.

5 Conclusion

In this paper, the use of word embeddings for the crime categorization on an
Italian dataset of 17,500 news articles has been proved. Both supervised and
unsupervised categorization algorithms have been explored. The model used to
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Table 7. Results of unsupervised text categorization obtained by Spectral Clustering
(n=7 ) applied to the document embeddings of model M3, simple average and the third
pre-processing type.

Macro-category 1 2 3 4 5 6 7

robbery and theft 258 3959 354 11 33 137 0

drug dealing and
illegal sale

119 156 4226 2 7 240 2

fraud, scam and
money laundering

98 1354 90 0 13 5573 0

aggression, mistreatment
and sexual violence

5940 937 132 5 11 99 4

kidnapping 156 77 41 0 19 2075 8

murder 2123 209 0 0 11 16 17

evasion 1694 147 346 0 0 189 0

obtain the word embeddings is Word2Vec, and we selected 15 supervised catego-
rization algorithms and 4 unsupervised categorization algorithms. The method
described in the paper can be applied also in other contexts and is suitable
for documents in languages different from Italian. However, since the trained
Word2Vec model is language-dependent, it is necessary to use the appropriate
Word2Vec model (if exists) or train the model on the documents in the specific
language. Also, it is possible to test this approach on word embeddings generated
by using other models, such as Glove or FastText. After generating word em-
beddings, supervised and unsupervised algorithms can be applied as described
in the paper.

The experiment results confirm the results obtained in our previous work [6]
showing that the representation of texts through word embeddings is suitable
for text categorization. The supervised algorithm with the best values of preci-
sion and recall is Linear SVC that reached an accuracy of 0.86 when using the
re-trained model M3, the simple average of the word embeddings (A1) and the
pre-processing with tokenization and stop word removal (P1). The unsupervised
approach outperforms an accuracy of 0.93 using the Spectral Clustering algo-
rithm with the same configuration of Linear SVC. The use of lemmatization and
the integration of bigram and keyphrase extraction do not improve the results;
besides, the re-trained model M3 outperforms the other two models in most of
the configurations.

We release model M3 in a github repository7 along with the code used to
extract the document embeddings and train the model on them and the code for
the application of both supervised algorithms and unsupervised algorithms. The
released Word2Vec model has an enriched vocabulary that contains terminology
related to crimes. This can help other researchers to replicate our experiments
on a different dataset.

7 https://github.com/SemanticFun/Word2Vec-for-text-categorization/
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Both supervised and unsupervised approaches are affected by the imbalance
of the dataset and the uncertainty of the annotation provided by the newspa-
pers. In addition, in some cases, news articles are related to general information
about crimes, and they do not describe a specific crime event. For the first
problem, the use of SMOTE technique allows enhancing the results in the unsu-
pervised approach. To overcome the difficulties due to the inaccurate annotation
of the newspapers, a manual re-annotation is needed. Since this is a very time-
consuming operation, the supervised text categorization can be exploited with
the active learning technique that allows categorizing more news articles in a
short time with no need for manual checking the annotations predicted by the
algorithm with high confidence. This approach will be explored in future work.
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