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A B S T R A C T

Three approaches for the measurement of charge density distributions in nanoscale materials from electron
optical phase images recorded using off-axis electron holography are illustrated through the study of an elec-
trically biased needle-shaped sample. We highlight the advantages of using a model-based iterative algorithm,
which allows a priori information, such as the shape of the object and the influence of charges that are located
outside the field of view, to be taken into account. The recovered charge density can be used to infer the electric
field and electrostatic potential.

1. Introduction

1.1. Charge density measurement

The development of a technique that can be used to measure charge
density distributions in materials with high spatial resolution is im-
portant for understanding material properties such as conductivity,
permittivity, ferroelectricity, piezoelectricity and spontaneous polar-
isation, as well as charge accumulation at interfaces in ferroelectric
tunnel junctions [1] and p–n junctions [2], and charging and dischar-
ging processes in solid state battery devices [3].

Here, we illustrate recent progress in the development of an ap-
proach for local charge density measurement using off-axis electron
holography through the study of an electrically biased needle-shaped
specimen that was prepared for characterisation using atom probe to-
mography. Such a charge density measurement can be used to infer the
spatial distribution of electric field around the specimen, which can be
difficult to measure directly, in part because of its slow decay and its
strong dependence on boundary conditions, including the shape and
position of the counter-electrode. The electric field can then be used to
determine the trajectories of ions that are emitted from the needle
during atom probe tomography [4]. Such measurements can also be
used to understand the relationship between the morphologies and
electrical properties of field emitters.

1.2. Charge density measurement in the transmission electron microscope

The technique of off-axis electron holography involves the super-
position of a highly coherent electron wave that has passed through an
object of interest in a transmission electron microscope (TEM) with a
reference electron wave using an electrostatic biprism, in order to form
an interference pattern in the image plane, from which the phase of the
object wave can be retrieved [5–7]. (A detailed explanation is provided
in Section 2.1.) When examining a non-magnetic specimen, the phase is
sensitive to the electrostatic potential projected in the incident electron
beam direction. The technique has been used to study long-range
electrostatic fields [8–12], such as those originating from triboelectric
charges [13], trapped charges in specimens [14], charges at disloca-
tions [15], electron-beam-induced charges in TEM specimens [16–19],
p–n junctions [20,21], dynamic charging in Li ion battery materials [3],
electrically biased tips [22–24], nanotips [25], and field emitters
[26–30].

Related phase contrast techniques that are sensitive to electrostatic
potential variations include in-line electron holography, as well as
differential phase contrast (DPC) imaging [31] and ptychography in the
scanning TEM (STEM). Iterative reconstruction algorithms have been
developed for in-line holography [32] and comparisons between in-line
and off-axis electron holography have been carried out [33,34]. DPC
imaging is sensitive to the phase gradient rather than the phase shift,
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i.e., to the projected in-plane electric field rather than the projected
potential [35]. Attempts have been made to use DPC imaging to mea-
sure polarisation fields [36], piezoelectric fields [37], built-in electric
fields at p–n junctions [2], and atomic resolution signals [35,38,39].
The accuracy and precision of the technique are determined by the
detector geometry and performance, experimental stability during
scanning, calibration of the instrument, and careful interpretation [40].

The present paper is dedicated to the fundamental and practical
aspects of quantitative charge density measurement at the nanoscale
using off-axis electron holography. However, most of the conclusions
are also relevant to experimental results obtained using other phase
contrast techniques, including in-line electron holography, DPC ima-
ging, and ptychography.

2. Basis of charge density measurement using off-axis electron
holography

2.1. Theoretical considerations

Off-axis electron holography is a technique that allows retrieval of
both the amplitude a and the phase φ of the wavefunction ψ = a exp(iφ)
that has passed through an electron-transparent specimen in the TEM.
The experimental setup for the examination of an electrically-biased
needle-shaped specimen (shown in red) is illustrated in Fig. 1. The
specimen is illuminated by either a plane wave or a spherical wave that
has a large radius of curvature (I). Semi-transparent red surfaces show
equipotential surfaces around the electrically-biased needle-shaped
specimen. For clarity, the planar conducting counter-electrode that
faces the tip (whose presence can be inferred by the flatness of the left
equipotential surface) is not shown. An electron biprism (EB) splits the
electron wave into two parts: an object wave that passed through the
specimen and a reference wave that passed through a region of vacuum
outside it. Upon further propagation, the two parts of the electron wave
overlap to form an interference pattern, or off-axis electron hologram,
which encodes spatially-resolved phase and amplitude information
(Hol). The hologram is magnified by the projection lenses of the mi-
croscope (not shown) and recorded on a detector (typically a pixel array
detector). It can then be processed digitally to retrieve real-space am-
plitude and phase information about the object.

In the absence of dynamical scattering and magnetic fields, the
electron optical phase shift φ can be written in the form [5]

=
+

x y C V x y z z( , ) ( , , )d ,E t (1)

where z is the incident electron beam direction, (x, y) are coordinates in the
specimen plane, CE is a constant that depends on the microscope accel-
erating voltage (CE=6.53×106 rad/(Vm) at 300 kV) and Vt is the total
electrostatic potential within and around the specimen, which includes
contributions from the mean inner potential (MIP), fixed charges (e.g.,
ions), mobile charges (e.g., screening clouds), and polarisation charges.

If the electron biprism is oriented along the y axis, then the holo-
gram intensity in an ideal imaging system can be expressed in the form
[8,9,41]
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where d is the interference distance (which depends on the biprism
potential), and s is the spacing of the interference fringes in a vacuum
reference hologram recorded with the specimen removed from the field
of view (FOV). Eq. (2) describes two twin images of the object wave-
function.

If the object (specimen) is located at x+ d/2, then the corre-
sponding object wave +( )x y,d

2 is overlapped with the reference

wave ( )x y,d
2 . In order to retrieve the amplitude and phase of the

object wave, the reference wave should ideally be equal to unity, or it
should be known.

When long-range electrostatic fields originate from the specimen, as
shown in Fig. 1, the reference wave may be perturbed. Analysis of the
hologram then results in the reconstruction of a fictitious specimen,
which can be described by the wavefunction [8,9]

= +x y a x y i x d y i x d y( , ) ( , )exp
2

,
2

, ,
(3)

where a(x, y) is the amplitude of the object wave, d is a two-dimen-
sional “interference distance” vector that connects the two virtual
sources created by the biprism, and +( )x y,d

2 and ( )x y,d
2 are the

phases of the object and reference waves, respectively. The difference
between these two phase distributions, rather than the true object
phase, is then recovered. The influence of such a perturbed reference
wave (PRW) on measurements of charge density and electric field is
discussed below.

Fig. 1. Schematic diagram of the experimental setup for off-axis
electron holography (left) and photograph of an FEI Titan trans-
mission electron microscope in Forschungszentrum Jülich (right).
Corresponding components are labelled using the same colours.
From top to bottom are: an illuminating plane or spherical elec-
tron wave I, an electrically-biased needle-shaped specimen Sp, the
electron microscope objective lens OL, an electron biprism EB, and
a recorded off-axis electron hologram Hol.
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The phase of the electron wave is typically reconstructed from an
off-axis electron hologram by using a standard Fast Fourier Transform
(FFT) based method [5]. First, the hologram is Fourier transformed. The
Fourier transform contains two side-bands and a centre-band. The side-
bands each contain complete information about the electron wave or its
conjugate, while the centre-band is, to a first approximation, the
Fourier transform of a conventional bright-field TEM image of the
specimen. The electron wavefunction can be retrieved by selecting one
of the side-bands using a digital (usually circular) mask, centring it and
taking its inverse Fourier transform.

Once the object phase, which is proportional to the projected elec-
trostatic potential, has been reconstructed, it can be analysed further to
obtain the charge density distribution across the FOV. In classical
electrodynamics, a potential VQ (where the subscript Q is used to in-
dicate that the potential is entirely due to physical charges, and does
not include the contribution from the MIP of the specimen) is generated
by a source charge density distribution ρ(x, y, z) according to Poisson's
equation

=V x y z( , , ) ,Q
2

0 (4)

where ϵ0 is the vacuum permittivity. According to Gauss’ law, the flux
of the electric field through a closed surface is proportional to the
charge inside the volume of space bounded by that surface, according to
the equation

= x y z VE S·d 1 ( , , )d ,
0 (5)

where E is the electric field and ∂Ω is a surface that encloses volume Ω.
In the presence of a PRW, substitution of φ(x, y) in Eq. (3) by Eq. (1)

results in an expression for the reconstructed phase φrec(x, y) (i.e., the
phase term of ψ in Eq. (3)) of the form [22]

= +
+
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By combining Eqs. (4)–(6), the relationship between the measured
phase and the charge density distribution in the specimen can be ex-
pressed in the form [25,17]

= =x y x y C x y x y C Q( , ) d d ( , )d d ,
C
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where C is the region of integration, ∇2 is a two-dimensional Laplacian
operator, = ( )x y x y z dz( , ) , ,d

proj 2 is the projected charge

density, and QC is the total charge present in region C. The volume over
which Gauss’ law is evaluated, as discussed above, is an infinite cylinder
(along the z axis), of which C is a cross-section.

Furthermore, the Laplacian of the phase can be calculated directly
from the reconstructed complex wavefunction using the expression [25]

= Im .2
2 2

(8)

By making use of the divergence theorem, Eq. (7) can equivalently
be written in the form [17]

=Q
C

x l y l x l y l ln( ( ), ( ))· ( ( ), ( ))d ,C
E C
0

rec (9)

where ∇ is a two-dimensional gradient operator, ∂C denotes an in-
tegration loop (coinciding with the boundary of the integration region
C in Eq. (7)), l is a curvilinear coordinate along the contour and n is the
outward normal to the contour.

2.2. Practical considerations

Parameters that can affect charge density measurements include the
MIP contribution to the phase, the spatial resolution (i.e., the digital
undersampling) of the recorded phase image, its signal-to-noise ratio
(SNR), strong diffraction conditions (which can affect the measurement
of the MIP contribution to the phase), electron-beam-induced specimen
charging effects and the influence of sample imperfections (e.g., da-
mage, contamination, and oxidation). Several of these considerations
are now discussed.

2.2.1. Mean inner potential
The MIP of the specimen affects charge density measurements from

electron optical phase images because it is associated with the presence
of effective local dipole layers at the specimen surface [42]. Its influ-
ence is illustrated in Fig. 2. Fig. 2a shows part of a phase image of the
end of an unbiased W needle recorded using off-axis electron holo-
graphy. The needle is surrounded at its end by a layer of amorphous
oxide and/or contamination. Fig. 2b shows the projected charge density
distribution calculated directly from the Laplacian of the recorded
phase image using Eq. (7). Evaluation of the Laplacian of the phase
invariably results in a noisy image. In addition, Fig. 2b reveals that local
variations in specimen thickness and MIP are visible in the form of
dipole layers, both at the specimen edge and at the boundary between
the W core and the surrounding amorphous layer. Fig. 2c shows line

Fig. 2. Apparent charge density distribution arising from the mean inner potential for an unbiased needle-shaped W specimen covered by an amorphous layer: (a)
Part of an electron optical phase image recorded from the end of the needle using off-axis electron holography. (b) Charge density distribution calculated from the
Laplacian of the phase, shown in units of e/pixel. An effective band of negative charge is situated on the vacuum side of the specimen edge, while an effective band of
positive charge is situated on its inner side, thereby forming a dipole layer. Similar effective bands of charge are present at the interface between the needle and the
surrounding oxide. (c) Cumulative charge profiles corresponding to integrals of the signal in the Laplacian of the phase across regions A (green) and B (red) marked in
(b). The line profiles were in practice calculated from loop integrals (evaluated using Eq. (9)) applied to a median-filtered version of the phase. See text for details.
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profiles of the cumulative charge calculated using Eq. (9) by integrating
the signal across Fig. 2b within the marked rectangles. The red curve
from the amorphous layer alone in region B shows a peak and a dip at
the specimen edge, whereas the green curve from region A shows ad-
ditional similar features at the boundary between the amorphous layer
and the W core. The MIP contribution to the phase therefore contributes
additional effective negative or positive local charge wherever the
sample thickness or MIP changes, as discussed elsewhere [43]. In each
case, the total charge (illustrated here by the difference between the left
and right sides of the line profiles in Fig. 2c) is zero. In the present
example, the fact that the total charge is zero shows that there is no
significant electron-beam-induced accumulation of charge in the W
needle or the surrounding amorphous layer.

Several approaches can be used to remove the contribution to the
measured charge density associated with the MIP. For the needle-
shaped specimen examined here, we evaluated the difference between
two aligned phase images that had been recorded with and without an
electrical bias voltage applied between the needle and a counter-elec-
trode, in order to measure the charge density distribution in the needle
associated with the application of the electrical bias voltage alone. (See
Section 3 below for details of the experimental setup). When using this
approach, care is required to minimise any misalignment between the
two phase images, which can result in artefacts in the phase difference
image and the resulting charge density distribution, in particular at the
specimen edge. Fig. 3 illustrates the influence of misalignment between
two phase images on the measurement of the charge density distribu-
tion in the W needle examined above, in the form of cumulative charge
profiles evaluated from phase difference images (Fig. 3a and b) that
were calculated from deliberately misaligned phase images. The cu-
mulative charge profiles shown in Fig. 3c were obtained in practice by
applying loop integrals to median-filtered phase difference images that
had been deliberately shifted with respect to each other by ±5 pixels,
as shown in Fig. 3a and b. Each line profile shows four distinct peaks or
dips at the specimen edge and at the interfaces between the W core and
the surrounding amorphous layer. Just as for the influence of the MIP
contribution to the phase, the total contribution to the cumulative
charge across the FOV resulting from misalignment of the phase images
is zero. However, local artefacts are present within the boundary of the
specimen. Accurate alignment between two such phase images, often to
sub-pixel precision, is therefore essential before evaluating the charge
density distribution from their difference.

2.2.2. Spatial resolution
When using standard FFT-based reconstruction (see Section 2.1),

the spatial resolution in the final phase image is determined by the size
of the mask applied to the Fourier transform of the hologram, which
can result in undersampling of the phase image, in addition to damping
of high-frequency signal and noise. This effect is especially pronounced
if coarser holographic interference fringes are used, resulting in a

smaller separation between the side-band and centre-band, and there-
fore the need to use a smaller mask. For instance, the peak charge
density at a p–n junction was damped when a small mask was chosen
[21]. For this reason, the complementary techniques of in-line electron
holography, DPC imaging and ptychography are sometimes better
capable of retrieving high frequency phase information about a spe-
cimen [34,31].

2.2.3. Signal-to-noise ratio
Uncertainty in charge measurement is determined by factors that

include noise in the original hologram, the sampling density of the
phase image and the size of the integration region in the loop integral
approach. If an experimental phase image (neglecting scattering ab-
sorption in the specimen) is considered to be a superposition of a noise-
free ideal phase image and random normally-distributed noise with
zero mean and standard deviation (SD) δφ, then the Laplacian of the
phase image can also be regarded as a noise-free charge distribution
plus noise. Here, we show how the SD of the measured charge density
distribution δσ is related to the SD of the phase.

A discrete Laplacian is a one-step matrix algebra operator
that maps each pixel in a phase image φ(i, j) onto the value
φ(i+1, j) + φ(i−1, j) + φ(i, j+1)+ φ(i, j−1)− 4φ(i, j). If this
operation is applied to a noisy phase image that has zero mean and
SD δφ(i, j), then the result is another noisy image, which is
also normally distributed and has zero mean (because
1+ 1+1+ 1−4= 0), but which has a standard deviation that is

20 times larger than the SD of the original image. This description is
valid when each noise pixel is uncorrelated with its neighbours
and when the SDs can be added in quadrature, such that
12+ 12+ 12+ 12+ 42= 20. The relationship between the SDs of
the phase and the charge density is given by the expression

= =
C p

q
p

20 20 ,
E

0
2 2 (10)

where p is the pixel size, and we define =q CE
0 as the charge noise.

For reference, δφ=118mrad corresponds to δq=1e at 300 kV.
Since experimental values of phase noise SD are typically well below
100 mrad, the achievement of single electron sensitivity in charge
measurement appears to be relatively straightforward.

Eq. (10) is derived on the assumption of uncorrelated/white noise in
the phase image. However, this situation does not strictly hold for
Fourier-transform-based hologram reconstruction, as noise correlations
are automatically introduced when a side-band is masked using an
aperture. (A general description of the introduction of correlation in the
reconstruction of holograms can be found elsewhere [44].) Such a mask
may be “soft” (e.g., Gaussian, Hann, or Butterworth), or “hard” (e.g., top
hat). Soft apertures are most commonly used because they are more
efficient than hard apertures at suppressing phase noise without in-
troducing artefacts in the reconstructed phase. Fig. 4 shows a com-
parison between simulated white noise (Fig. 4a, top half), correlated

Fig. 3. Charge density distributions
calculated by applying a loop integral
(evaluated using Eq. (9)) to differences
between phase images recorded with
and without an electrical bias voltage
applied to the W needle shown in
Fig. 2. The phase image recorded with a
bias voltage applied to the needle was
deliberately misaligned by +5 and −5
pixels along the x axis in (a) and (b),
respectively, with respect to the phase
image recorded without an applied
bias, before evaluating their difference.
(c) Cumulative charge profiles obtained
by integrating the signal across the re-
gions marked in (a) and (b).
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noise resulting from the use of a Gaussian aperture (Fig. 4a, bottom
half), and experimental noise (Fig. 4c) extracted from the vacuum re-
gion of a phase image. Correlations are visible in the granularity of the
noise, which does not match the pixel size, as well as in the apparent
width of the diagonal of the correlation matrix. White noise (Fig. 4b,
top half) has a 1-pixel-wide diagonal, while correlated noise (Fig. 4b,
bottom half, and Fig. 4d) results in a thicker diagonal with a profile that
decays in proportion to the smoothing parameter used to define the
reconstruction mask.

Unfortunately, the calculation of a full correlation matrix would
require several independent measurements, which are not available
here. However, on the assumption of isotropic correlations, each
column of a single image can be treated as one vacuum measurement,
thereby reducing the problem from two dimensions to one dimension.
The resulting (reduced) correlation matrix is shown in Fig. 4. Due to the
reduced dimensionality, only coefficients c0, c1 and c2 can be derived
from this reduced matrix, where c0 is the auto-correlation coefficient, c1
is the correlation coefficient between adjacent pixels (e.g., (i, j) and
(i+1, j)) and c2 is the correlation coefficient between non-adjacent
pixels (e.g., (i−1, j) and (i+1, j)). Based on the assumption of iso-
tropic correlations, a Gaussian fit to these points can be extended to two
dimensions, in turn allowing the determination of the c11 correlation
coefficient between diagonally-neighbouring pixels (e.g., (i, j) and
(i+1, j+1)).

The noise correlations are not detrimental to the transfer of noise
from the phase image to the charge distribution. On the contrary, since
discrete differential operators involve taking differences between pixel
values, covariances contribute to decreasing the transferred noise var-
iance, as parts of the correlated noise cancel out. When a discrete
Laplacian is applied to correlated noise, the noise transfer factor of 20
in Eq. (10) becomes (20−32c1+ 8c11+ 4c2).

A representative value of phase noise in vacuum in a phase image
reconstructed from a single off-axis electron hologram was found to be
approximately 81mrad (standard deviation). By using hologram series
acquisition [45] and averaging 20 successive phase images, the phase
noise was reduced to 17mrad, in agreement with the expected 20
reduction for uncorrelated noise. The noise in each hologram is un-
correlated with others in the series and the averaging procedure does
not introduce correlations. When a discrete Laplacian is applied to a
selected region of vacuum in the phase image, for example to the region
shown in Fig. 4c, the noise transfer factor is in general lower than 20 ,
in agreement with the strong correlations that are visible in the ex-
perimental correlation matrix shown in Fig. 4d. The relevant correla-
tion coefficients can be extracted from the experimental correlation

matrix shown in Fig. 4d, resulting in values of c1= 0.859, c11= 0.746
and c2= 0.532. (c11 was estimated by applying second-order poly-
nomial interpolation to c0= 1, c1 and c2). For these values, the noise
transfer factor drops from =20 4.47 to =0.613 0.783. As a result, the
SD of the charge density calculated using Eq. (10) drops from 0.64 e/p2

to 0.11 e/p2, in agreement with the experimental value of the charge
density noise being 0.10 e/p2.

Integration of the measured charge density distribution reduces
noise, although it does not bring it back to the value that it had in the
original phase image, both because the integration region is usually
smaller than the FOV and as a result of noise correlations. (Even if the
phase noise were uncorrelated, the charge density noise becomes
correlated as a result of the use of the discrete Laplacian operator.)
The right half of Fig. 4 illustrates how the SD of the measured charge
δQ is related to δσ and δφ. We consider a simple square 7× 7 matrix
with noisy pixels δφ representing the region of the phase image
where we attempt charge measurement. The discrete Laplacian of this
matrix, which is represented by a standard 3× 3 kernel, is an
edge-padded 5× 5 matrix (the evaluation of boundary pixels is ne-
glected for simplicity), in which each pixel value Lij is a linear
combination of the original pixel values written above
(e.g., L44= δφ34+ δφ35+ δφ43+ δφ45− 4δφ44, etc.). Summing these
25 pixels gives another linear combination of pixel values. Isolating
the coefficients of each pixel contributing to the sum and assembling
them into a matrix yields what is shown in Fig. 4 at the end of the
process diagram, which coincides with the discrete representation of
the loop integral of the gradient (represented by the (− 1, 1) kernel)
of the original image over the boundary of the chosen region. In ad-
dition to providing visual verification of the equivalence of the two
methods for measuring Q, it implies that δQ is also identical. Counting
the number of pixels that contribute to the measurement of Q and
summing them in quadrature (for uncorrelated phase noise) provides
the following relationship between the measurement uncertainty and
the phase noise SD:

= =Q n
C

L
p

q8 2 ,
E

0

(11)

where n ≫ 1 is the number of pixels on one side of the square in-
tegration loop and L is the total length of the loop. The noise transfer
factor in the case of correlated phase noise becomes c n8(1 )1 ,
where the only relevant correlations are those between adjacent pixels
in the Laplacian. Since these correlations are also the strongest, c1 can
be close to unity (it is 0.714 in the example considered above), sup-
porting the performance of the charge measurement scheme with

Fig. 4. Left: (a) Simulated white (top) and correlated (bottom) noise images. (b) Corresponding simulated correlation matrices. (c) Experimental noise image,
extracted from a vacuum region, obtained from the reconstruction of a series of 20 electron holograms. (d) Corresponding experimental correlation matrix. Right:
Block diagram illustrating the noise transfer process from phase to charge. (See text for details.)
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respect to noise, despite the use of discrete differential operators.

3. Reconstruction of charge density from electron optical phase
images

Several approaches have been proposed for the reconstruction of
charge density distributions from electron optical phase images and for
removing the effect of the PRW, including the use of finite element
simulations [30], a model-dependent approach [22,23,46] and a
model-independent approach [17,25,43]. Here, we illustrate the ap-
plication of a model-independent approach described by Eqs. (7) and
(9) and an analytical model-dependent approach through the study of a
needle-shaped LaB6 specimen.

A LaB6 specimen was prepared for use as a field emitter in a dual-
beam focused ion beam (FIB) workstation. The specimen was milled to
have an apex diameter of approximately 30 nm. An electrical bias
voltage was applied to the field emitter in situ in the TEM using a
specimen holder with a moveable tip that was also capable of scanning
tunnelling microscopy (STM) [47], as shown in Fig. 5. A voltage could
then be applied to the needle-shaped specimen in a geometry that is
relevant for field emission and atom probe experiments. A voltage of
between −200 and +200 V could be applied between the LaB6 field
emitter and a counter-electrode, which was positioned approximately
6 μm away from it. Off-axis electron holograms were recorded at 300 kV
in an FEI Titan 60-300 TEM (Fig. 1) on a Gatan K2 camera using an
exposure time of 8 s. The interference width was approximately 1.8 μm
and the interference fringe spacing was approximately 2.7 nm, resulting
in a nominal spatial resolution of approximately 8 nm.

The upper frame in Fig. 6a shows a phase image recorded from a
LaB6 field emitter without an electrical bias applied to it, corresponding
only to the MIP contribution to the phase, i.e., to its thickness and
shape. The lower right part of the specimen is covered by a region of
amorphous contamination. The outline of the entire specimen, in-
cluding the LaB6 needle and the amorphous region, is marked using a
dashed black line. Fig. 6b and c shows an equivalent phase image re-
corded in the presence of an applied voltage and the difference between
the two phase images, respectively. In Fig. 6c, the mean inner potential
contribution to the phase has been removed using the approach de-
scried in Section 2.2.1. Corresponding phase contour maps with a
spacing of 2π radians are shown below each phase image. The phase
contour map shown in Fig. 6a is not perfectly flat in the vacuum region
around the specimen, suggesting that it has charged up slightly due to
secondary electron emission in the TEM. This electron-beam-induced
contribution to the charge density in the specimen is considered to be
negligible here.

3.1. Model-independent reconstruction

Fig. 7a shows the charge distribution determined from the phase
difference image shown in Fig. 6c using Eq. (7). The resulting charge
distribution has poor signal-to-noise ratio, as expected from the use of
the second-order derivative in the form of the Laplacian operator.
Fig. 7b shows that, after applying a Gaussian filter to the charge dis-
tribution, negative charge can be seen to have accumulated at the edges
and apex of the needle in the presence of the applied voltage of 50 V.
Fig. 7c shows the cumulative charge profile in the specimen (blue)
determined by integrating the charge density in Fig. 7a parallel to the
emitter axis using the approach described in Section 2.1. The integra-
tion region is marked by a red dashed rectangle in Fig. 7a. The charge in
the specimen is negative. The approximately constant slope of the cu-
mulative charge profile suggests that the charge density in each slice of
the three-dimensional volume of the specimen is the same, i.e., that it
has an approximately constant linear charge density parallel to its axis.

3.2. Analytical model-dependent reconstruction

An analytical model-dependent approach for determining the
charge density from an electron optical phase image relies on having
access to a model that can be used to solve the Laplacian equation. A
needle-shaped specimen has often been modelled as a line charge in
front of a grounded conducting plane. The justification for using such a
model is that equipotential surfaces around a line of constant charge
density take the form of ellipsoids, which are in turn similar to the outer
boundary of a needle-shaped specimen, which is often conducting and
expected to be an equipotential. The charge density in such a model can
be adjusted until a best match is found between experimental and si-
mulated phase images in vacuum outside the specimen. The influence
of the grounded conducting plane on the electrostatic potential dis-
tribution and its electron optical phase can be included by using image
charge methods [22]. In the presence of an external field, a linear
charge density that increases along the length of the needle can be used
in the model instead of a constant charge density [23,46]. An analytical
model for the electron optical phase [23] then takes the form

= + +

+ +
+ +

x y KC Ly xy y L
x

xy y L
x

L x y x y L
x y L

( , )
4

4 4 arctan 4 arctan

( )ln ( )
( )

.

E

0

2 2 2
2 2

2 2 (12)

In the present example, the shape of the needle was fitted to an
ellipsoid of major semi-axis a=45 μm and minor semi-axis b=0.6 μm.
The value of K in Eq. (12) was found from a best fit to the phase image.
Fig. 8a shows a simulated contoured phase image corresponding to the
best-fitting result, with K=35 e/μm2. The electric field strength E in-
duced by the counter-electrode and the base on which the field emitter
sits can be calculated [23,46] and is approximately 0.4MV/m, which is
comparable to the electric field generated when 50 V is applied between
two plates with a separation of 50 μm. Fig. 8b shows a stream plot of the
electric field lines in the z=0 plane for the best-fitting parameters. The
maximum electric field strength at the apex Eapex is approximately
3.6 GV/m. The ratio Eapex/E corresponds to a field enhancement factor
of 9000.

This field emitter was also transferred to a dedicated ultra-high-
vacuum chamber to measure its field emission properties [48]. The
electric field at the apex determined from a measured I–V curve was
2.2 GV/m, which is slightly lower than that determined here. However,
we did not detect a field emission current during our experiment, most
likely due to the poorer vacuum level in the TEM column.

4. Numerical iterative model-based reconstruction

The accuracy of the analytical model-dependent approach described

Fig. 5. Photograph of the tip of a side entry STM-TEM specimen holder. A
needle-shaped specimen of interest is mounted on the end of a W wire that has a
diameter of 0.25mm. A Au or W microtip, which serves as a counter-electrode,
is fixed to a moveable hat. The distance between the specimen and the counter-
electrode can be adjusted.
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Fig. 6. Upper row: Phase images recorded from a LaB6 field emitter using off-axis electron holography, corresponding to: (a) the MIP contribution alone; (b) the MIP
contribution and the effect of an electrical bias voltage of 50 V; (c) the difference between (b) and (c), i.e., the effect of the electrical bias voltage alone. The outline of
the needle-shaped specimen is marked using a dashed black line. Lower row: Corresponding phase contour maps, displayed in the form of the cosine of the phase. The
phase contour spacing is 2π radians.

Fig. 7. Application of the model-independent approach described in the text to measure the charge density distribution in a LaB6 field emitter that has an electrical
bias of 50 V applied to it in situ in the TEM. (a) Charge density distribution determined directly from the Laplacian of the phase; (b) Charge density distribution
obtained by using a Gaussian filter with a standard deviation of 5 pixels (4.2 nm). (a) and (b) are both shown in units of e/pixel; (c) Cumulative charge profiles
obtained using the model-independent approach (blue line) and model-based iterative reconstruction (red squares; see Section 4.4.6). The integration region is
marked by a red dashed square in (a).

Fig. 8. Demonstration of the application of the analytical
model-dependent approach described in the text to a LaB6
field emitter that was electrically biased at 50 V. (a)
Contoured phase image that provided a best fit in the vacuum
region around the specimen to the experimental phase images
shown in Fig. 6b and c. The phase contour spacing is 2π ra-
dians. (b) Streamlines showing a section through the electric
field lines in the z=0 plane calculated from the best-fitting
parameters. The colour scale indicates the natural logarithm
of the electric field strength. The shadow of the needle is in-
dicated by the white region.
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above relies on access to a suitable model for the charge density in the
specimen, whereas the use of the Laplacian operator in the model-in-
dependent approach results in poor signal-to-noise ratio in the inferred
charge density distribution. In order to tackle both of these limitations,
a model-based iterative reconstruction (MBIR) algorithm was devel-
oped [49] to numerically retrieve the best-fitting projected or three-
dimensional charge density distribution in a specimen from one or more
electron optical phase (difference) images. This approach allows addi-
tional a priori information about the specimen to be included. The ad-
ditional information can include a knowledge of the locations of un-
trustworthy parts of the image, such as regions that contain diffraction
contrast, or a knowledge of the location and shape of the specimen,
which can significantly reduce the number of unknowns when fitting
the charge density distribution. This approach was first developed for
the retrieval of magnetisation distributions from electron holographic
phase images [49]. When applied to the reconstruction of three-dimen-
sional magnetisation or charge density distributions, it avoids many of
the artefacts that are present when using conventional backprojection-
based tomographic reconstruction techniques.

4.1. Overview

In general, if a function F: n m, which defines a forward model,
maps a physical quantity onto a set of observable data, then the re-
construction of the quantity from the data is referred to as an inverse
problem. In the present case, the dependence of one or more phase
images φ(x, y) on a charge density distribution Q(r) can be described by
a forward model F(Q(r))= φ(x, y), in which the physical quantity Q is
mapped onto a set of phase images φ. Such a forward model F is usually
defined to operate on vectorised quantities according to the expression

=F x y( ) , (13)

where x represents the vectorised charge density distribution and y
represents a concatenation of the pixels in the phase images.1 In the
present case, the forward model is linear and can be expressed as a
matrix-vector multiplication F(x)= Fx. The inverse problem involves
retrieval of the charge distribution (Q or x) from the phase images (φ or
y). However, solving Eq. (13) for x is in general unfeasible due to the
size of the matrix F and the fact that it is not of full-rank (indicating an
“ill-posed” problem with no unique solution or no solution at all [50]).
Instead, a better-posed substitute problem can be defined in the form of
a least-square minimisation of a cost function that guarantees the ex-
istence of a solution, in the form

+x x yC RF( ) ,2 (14)

where the regularisation term Rλ can be used to incorporate a priori
knowledge about the sample, or other mathematical or physical con-
straints. In its simplest implementation, the regularisation term

xR 2 (15)

is a simple Euclidean norm, or 0th order Tikhonov regularisator. The
regularisation parameter λ then determines its weight in comparison to
the first term of the cost function, which favours compliance with the
measurements.

4.2. The forward model

The workflow of the reconstruction process is illustrated in Fig. 9.
The forward model in this workflow, which is used to map a chosen
charge density distribution onto a corresponding electrostatic phase
image, serves as the basis for iterative reconstruction of the charge
density. A simple and easy model that can be incorporated in the

forward model is a dipole, which comprises a point charge and its
image charge. The potential of a dipole, i.e., q(x0, y0, 0) and its image
charge q x y( , , 0)0 0 , can be written in the form

=
+ +

+ +
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Integration of the potential in the z direction from +∞ to −∞ then
results in the expression
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One should be aware that two singularities are present in the above
equations. Here, we tackle this problem by treating a single voxel as a
uniformly-charged sphere. (See Appendix.) Fig. 10 shows a simulated
contour map and a corresponding phase image of a dipole, in which the
charges are separated by a distance of 32 nm.

By making use of Eq. (17), the forward model can be divided into a
projection of a charge density distribution in the electron beam direc-
tion and a subsequent phase mapping operation described by a con-
volution. In discretised form, the projection and convolution can be
executed in two steps, which can be described in matrix form by the
expression

= =y Fx MPx, (18)

where the matrix F is split into a projection matrix P and a convolution
matrixM, x is the charge state vector (i.e, q(x, y, z) in vectorised form)
and y describes the calculated phase images in vectorised form. An
efficient implementation of the projection step can be achieved by
employing sparse matrix calculations, especially in the case of projec-
tions along z axis. In order to optimise the second step, the convolution
kernels (see Eq. (17)) can be pre-calculated in real space and fast
convolutions can be used in Fourier space [49,51].

4.3. Regularisator

Regularisation provides a way of making use of a priori information
in the model-based inverse algorithm. The following regularisators
were used here: the application of a mask to indicate the region that can
contain charges (i.e., the location of the specimen); the application of a
confidence mask to define trustworthy regions in the experimental
phase; and the enforcement of physical or mathematical constraints by
adding a Tikhonov regularisator [52] in the cost function.

The total electrostatic potential energyW of all of the charges can be
written in the form [53]

=W
q q

r r
1

8 | |
,

i j

i j

i j0 (19)

where qi, qj and ri, rj are the magnitudes and positions of the i, jth
charges, respectively. The charges interact with each other through the
Coulomb force, turning a linear term (Eq. (15)) into a non-linear one.
For an ideal metal, in which charges are located only on the specimen
surface, Eq. (19) can be reduced to the form

=w
2

,0 2
(20)

where w is the energy density and σ is the surface charge density.
Minimisation of the total potential energy is a physical constraint that
can be used to restrict the reconstruction of the charges. In order to
enforce this constraint, we use Tikhonov regularisation of 0th order,
which corresponds to the use of a scaled identity matrix in the reg-
ularisation term. The regularisation term is then exactly Eq. (15), i.e., a
Euclidean norm. Although, in general, charges do not need to be

1 Vectorised quantities of charge density x and phase y should not be con-
fused with spatial coordinates (x, y).
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located only on the specimen surface, 0th order Tikhonov regularisa-
tion is used here, as it aims to minimise the overall charge, which also
has a physical meaning.

4.4. Reconstruction in projection

We first test charge density reconstruction in projection, as it is less
complicated than three-dimensional (3D) reconstruction from a tilt
series of phase images. It is also relevant for the study of two-dimen-
sional materials. The parameters that can affect the fidelity of the re-
constructed charge density distribution include:

• The mask that defines where charges can be located;
• Measurement noise in the phase image and the chosen regularisa-
tion strength;
• Other artefacts in the phase image;
• The presence of charges outside the FOV;
• The PRW.

In order to assess the influence of each of the above parameters, a
simulated projected charge density distribution was generated from a
uniform charge density distribution on a hollow sphere, as shown in
Fig. 11. The inner and outer radius of the surface charge density dis-
tribution are ∼30 and 34 pixels, respectively, while the FOV is
128×128 pixels. The norm vector of the counter-electrode is (1,
1) mm, which is used in the forward model to define the positions of the
image charges. The positions of both the charges and their images are
symmetrical with respect to the plane of the counter-electrode. The
charge distribution in the central slice of the original three-dimensional
charge density distribution (at z=0) is shown in Fig. 11a, with a
charge of 2× 10−3 e/nm. The sampling density is 1 nm/pixel. The total
charge in the shell is ∼ 100 electrons. Projection of the charge density
distribution along the z axis was used to generate Fig. 11b. A line profile
extracted across its centre (x=0), which contains features resulting
from discretisation, is shown in Fig. 11c. Fig. 12 shows a corresponding
calculated phase image.

4.4.1. Mask
A mask can be used to specify a priori information about the spe-

cimen geometry, i.e., the positions at which charges can be located. It
can therefore lead to a significant reduction in the number of unknowns
and to an improvement in the quality of the reconstruction. Although
masking could be implemented as a term in the cost function, here we
apply a mask by excluding these regions from the charge state vector x,
which corresponds to assuming a charge of zero in these regions. The
algorithm then does not fit the regions outside the mask. Differences
between input and reconstructed projected charge density distributions
obtained from the phase image shown in Fig. 12, both with and without
using a mask, are shown in Fig. 13. When a mask is not used, the error
in the reconstructed charge is approximately 10%, while that in the
phase is more than 150 μrad (not shown). There are also ripple-like
artefacts in the reconstructed charge density. In contrast, when a mask
(marked by the dashed circle in Fig. 12) is used, the error in the re-
constructed charge falls to below 1%, while that in the phase falls to
approximately 15 μrad (not shown). In addition, the ripple-like arte-
facts are absent.

4.4.2. Gaussian noise and regularisation strength
The noise in an experimental phase image can depend on the

camera used and on the acquisition method (e.g., single vs multiple
hologram acquisition). In the presence of noise, reconstruction without
using a regularisator is found to result in a charge density distribution
that can deviate greatly from the input. A 0th order Tikhonov reg-
ularisator was therefore used here. As discussed in Section 4.1, the
regularisation strength, which is defined by the value of λ, determines
the ratio between the residual norm vector (the first term on the right of
Eq. (14)) and the regularisation term. If λ→0, then the regularisation
term vanishes and the cost function only relies on the residual norm
vector, resulting in high frequency noise in the reconstructed charge
density distribution. In contrast, if λ→∞ then the cost function favours
the regularisation term and the reconstructed result diverges from the
experimental data. A good choice for the regularisation parameter
corresponds to an optimal balance between compliance with the

Fig. 9. Workflow of the reconstruction process [49]. A forward
model F maps a physical quantity x onto a set of observable data
y. The ill-posed inverse problem x= F−1y can be solved by a
least-square minimisation problem. A regularisation term Rλ(x) is
used to include a priori knowledge about the system. A conjugate
gradient algorithm is used to find the best-fitting solution x.

Fig. 10. Simulated phase image (left) and corresponding phase contour map (right) calculated for a positive charge and its image charge separated by a distance of
32 nm. The phase contour spacing is 2π/300 radians.
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measurements and enforcement of a priori constraints, and can be found
from an L-curve plot [54], as illustrated in Fig. 14. Such a plot shows
the normalised regularisation term x|| ||1 2 as a function of the residual
norm vector x yF|| ||

S
2

1 on a double logarithmic scale. (Details of the

weighted matrix of S 1 are given in Section 4.4.3). Fig. 14 was gener-
ated from the simulated phase image shown in Fig. 12, with a re-
presentative added Gaussian noise level of 0.05 rad. The almost-vertical
part of the plot for smaller values of λ corresponds to the reconstructed
charge density being dominated by high frequency perturbations,
whereas the formation of a quasi-plateau for increasing values of λ
corresponds to the high frequency perturbations being smoothed out.
The optimal value of λ is located at the corner of the plot, where the
vertical line transitions into the plateau. This value represents a balance
between compliance with the measurements and smoothness of the
final charge density distribution. In the present example, the optimal
value of λ was determined to be approximately 5, resulting in the

reconstructed charge density distribution shown in Fig. 15. At the edge
of the mask, the reconstructed charge density deviates by 50% from the
input distribution, while elsewhere the error is below 5%. The corre-
sponding phase error is below 1%. Fig. 16 shows the influence on the
reconstructed charge density distribution of using regularisation para-
meters of 0.5 and 50. For λ=50, the charge distribution is too smooth,
whereas for λ=0.5 it is too noisy. It should be noted that the algorithm
is designed to be insensitive to the presence of an arbitrary phase offset
and an arbitrary phase ramp. Care in the interpretation of the result is
therefore required if a real phase ramp may be present across the FOV.

4.4.3. Confidence mask
Experimental phase images can contain artefacts that originate from

the specimen (e.g., unwanted effects of dynamical diffraction, con-
tamination or electron-beam-induced charging), from the microscope
(e.g., image distortions, or instabilities), from the detector (e.g., un-
dersampling or dead pixels), or from image analysis (e.g., imperfect

Fig. 11. Surface charge density distribution on a
sphere. (a) Charge density distribution in the central
slice (z=0). (b) Projected charge density distribution
in the z direction. (a) and (b) are both shown in units of
e/pixel. (c) Line profile along the marked central line
(x=0) in the projected charge density distribution
shown in (b). See text for details.

Fig. 12. Calculated phase image (left) and corresponding 8-times-amplified contour map (right) for the charge density distribution shown in Fig. 11. The phase
contour spacing is 2

8
radians.
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scaling or alignment of two phase images in magnification, position or
angle before evaluating their difference). For example, it may not be
possible to remove the MIP contribution to the phase everywhere across
the field of view in the presence of changes in electron-beam-induced
charging of the specimen. For all of these reasons, a confidence mask is
used to define the degree to which the signal in each pixel in the phase
image can be trusted. Regions that are trustworthy are assigned a value
of unity, while other regions are assigned smaller values.

Here, we used a weighted norm for the cost calculation of the re-
siduals, where the weighting matrix S 1 is diagonal, with each entry on
the diagonal corresponding to a single pixel in each phase image. These
values correspond to the entries of the confidence matrix. If the con-
fidence value of a pixel is zero, then the corresponding residual does not
contribute to the cost function. The weighted norm therefore takes the
form x yF|| ||

S
2

1 .
Fig. 17 shows the result of a reconstruction performed after as-

suming that all of the pixels in the charged region (i.e., inside the
charged sphere) are untrustworthy. The reconstructed projected charge

density distribution is then determined only from the phase outside the
charged sphere and can be seen to deviate significantly from the input
charge density distribution. Interestingly, although the charge density
distribution cannot be reconstructed reliably, the retrieved phase out-
side the charged sphere is consistent with the input phase, suggesting
that the projected electric field can also be retrieved correctly outside
the sphere. This is not surprising, since the algorithm always delivers a
unique solution (in a mathematical sense) for a given type and strength
of regularisation. However, without information about the phase in the
interior of the object, reconstruction of the charge density inside it
cannot be unique. For example, for a metallic ellipsoid the charge on
the surface produces the same electric field distribution outside the
object as a line of constant charge density located on its axis [22]. This
statement is also consistent with the general property of a homogeneous
Laplace equation that the values in the domain volume depend solely
on the values or their derivatives on the domain boundary. The possi-
bility of being able to reconstruct the potential and electric field outside
a specimen without needing to make use of phase information inside it
has significant implications for applications such as the characterisation
of electrically biased needle-shaped specimens for atom probe tomo-
graphy, for which the electric field outside the specimen rather than the
charge density inside it may be the parameter of primary interest for
providing experimental input for the simulation of ion trajectories.
Nevertheless, whereas techniques based on differential phase contrast
can be used to record the projected electric field directly, an argument
in favour of reconstructing the charge density from an off-axis electron
hologram before then using it to infer the projected electric field is that
the charge density is localised within the specimen, rather than ex-
tending outside the FOV.

4.4.4. Charges outside the field of view
As a result of the limited lateral extent of a phase image, it is often

not possible to include all of the specimen or all of the phase change
associated with the charge density distribution inside the FOV. This
problem is particularly apparent when examining electrically-biased
needle-shaped specimens, such as atom probe tomography needles or
field emitters. It is illustrated for a uniform shell-like charge density
distribution in Fig. 18. The phase of the entire shell (not shown) is
calculated using the charge density shown in Fig. 18a. However, only

Fig. 13. Difference between the re-
constructed charge density distribution
and the input charge density distribu-
tion shown in Fig. 11, first in the ab-
sence (top) and then in the presence
(bottom) of a mask that defines the
position of the specimen, shown in
units of e/pixel. Corresponding line
profiles across the centre (x=0) are
shown on the right. In each case, 1000
iterations of the reconstruction algo-
rithm were used.

Fig. 14. L-Curve analysis of the reconstruction of the projected charge density
distribution shown in Fig. 11. A good estimate for the optimal regularisation
parameter λ is 5. See text for details.

F. Zheng, et al. Journal of Electron Spectroscopy and Related Phenomena 241 (xxxx) xxxx

11



half of the calculated phase image was used for the reconstruction. The
resulting reconstructed charge density distribution, which is shown in
Fig. 18b, deviates significantly from the input charge density, as the
algorithm assumes that charges are present only in the masked region,
whereas charges outside the FOV also contribute to the phase. Since the
forward model does not include any boundary conditions, with the
exception of image charges, the presence of charges outside the FOV
can be addressed by making use of additional buffer pixels, which are
placed around the edge of the FOV. These buffer pixels can be used to

introduce a distribution of additional charge density around the edge of
the image, in order to take into account the influence of unknown
charges outside the FOV. They are only used during the reconstruction
and are discarded when displaying the final reconstructed charge
density inside the part of the specimen that is within the FOV. In the
present example, Fig. 18c shows that the reconstructed result is almost
consistent with the original input charge density when 8 buffer pixels
are used at the border of the image.

Fig. 15. Reconstruction starting from the phase image shown in Fig. 12 with Gaussian noise of 0.05 rad added, for a regularisation parameter λ of 5, showing the
reconstructed projected charge density distribution and its deviation from the input charge density (upper row, shown in units of e/pixel), the reconstructed phase
and its deviation from the input phase (middle row), and the charge profile across the centre of the image (x=0) extracted from the reconstructed (red) and input
(green) charge distributions and their difference (blue) (lower row).
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4.4.5. Perturbed reference wave
As discussed in Section 2.1, the presence of a PRW can affect the

interpretation of phase images if the vacuum reference wave that is
used to form the off-axis electron hologram is perturbed significantly by
the presence of long-range electrostatic (or magnetic) fields, which may
originate from the object of interest itself. The influence of the PRW can
be included in the reconstruction of the charge density by implementing
Eqs. (1) and (6) in the forward model. A schematic illustration of the
influence of the PRW on a recorded phase image is shown in Fig. 19 for
a simple example of a single positive point charge within the FOV. In
the absence of a PRW, i.e., without the tail of the electric field arising
from the point charge affecting the vacuum reference wave, the mea-
sured phase distribution represents the projected potential of the po-
sitive charge faithfully and is symmetrical with respect to its position.
However, the region from which the vacuum reference wave originates
may be affected by the electric field of the point charge, which decays
outside the FOV, as shown by the solid red line in Fig. 19. The measured
phase is then the difference between the projected potential of the
charge within the FOV and the projected potential in the vacuum re-
ference wave region. The red dashed line in Fig. 19 represents the po-
tential in the vacuum reference wave region, which has to be added to
the potential within the FOV with a negative sign to take the PRW into
account. The resulting phase image is asymmetrical with respect to the

position of the charge. The red dashed line can be described as origi-
nating from a negative (virtual) point charge located on the other side
of the biprism, as shown by a solid blue line in Fig. 19. The influence of
the PRW can therefore be described by a region of virtual charges of
opposite sign (mirror charges) that are located on the opposite side of
the biprism at a distance that is equal to the interference distance. It can
be treated in the same way as any other source of charge located outside
the FOV, as described in Section 4.4.4, or alternatively by using a
modified kernel that includes the PRW effect.

4.4.6. Reconstruction from an experimental phase image
A phase image recorded from a LaB6 needle-shaped specimen that

was electrically biased in situ in the TEM using an applied voltage of
50 V (Fig. 6c), from which the MIP contribution to the phase had been
removed using the procedure describe above, was used for re-
construction of the charge density. The positions of image point charges
in the forward model were calculated by assuming a distance between
the needle and the contour-electrode of approximately 6 μm. The
sampling density was 7 nm/pixel. A 4-pixel-wide buffer was also de-
fined around the border of the image, in order to compensate for the
presence of charges at unknown positions outside the FOV, as well as
the presence of the PRW, as described in Sections 4.4.4 and 4.4.5. 0th
order Tikhonov regularisation was used. An optimal value for the

Fig. 16. Comparison between reconstructed projected charge density distributions starting from the phase image shown in Fig. 12 for regularisation parameters λ of
50 and 0.5 (top row), shown in units of e/pixel. The lower panel shows the charge profiles across the centre for the input charge distribution (black) and the
reconstructed charge distributions for three different regularisation parameters: 0.5 (green), 5 (red), and 50 (blue).
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regularisation parameter λ of 10 was determined from L-curve analysis,
as shown in Fig. 20a. The reconstructed projected charge density dis-
tribution, which is shown in Fig. 20b, highlights the fact that charge
accumulates around the outer edge of the electrically-biased needle-
shaped specimen (including at the internal boundary between the
needle and the amorphous contamination at its lower right side), but
most strongly at its apex. The horizontal band of charge visible at the
lower boundary of the image results from compensation for the effect of
the charge outside the FOV, in particular in the wider base of the
specimen, as described in the context of boundary pixels above. If the
reconstructed charge is integrated along the axis of the specimen, then
the resulting cumulative charge profile is found to increase linearly
along the needle and to agree quantitatively with the result obtained
using model-independent analysis above, as shown in Fig. 7. This
agreement provides confidence in the result obtained using the MBIR
algorithm. Although the reconstructed phase deviates slightly from the

original experimental image (see Fig. 20c and d), this discrepancy is at a
level of below 1% and may result from a slight error in the selection of
the mask, or from the finite sampling of the phase at the narrow apex of
the needle. If the reconstructed charge density distribution obtained
using the MBIR algorithm (Fig. 20) is compared with that obtained from
the Laplacian of the phase (Fig. 7), it is clear that the noise in the fitted
charge distribution is greatly reduced, as a result of the use of a priori
knowledge (in particular, the mask and the regularisation parameter)
when performing the reconstruction. Nevertheless, it should be noted
that the result depends strongly on the values of several input para-
meters, which should be chosen carefully when applying the MBIR
approach.

4.5. Reconstruction of charge density in three dimensions

Three-dimensional charge density distributions can in principle be

Fig. 17. Reconstruction of the pro-
jected charge density distribution
shown in Fig. 11 with a confidence
mask specifying that the phase in the
entire charged region (i.e., within the
boundary of the sphere) is un-
trustworthy. The upper row shows the
reconstructed projected charge density
(left) and its deviation from the input
charge density (right), shown in units
of e/pixel. The lower row shows the
phase determined from the re-
constructed charge density (left) and its
deviation from the phase calculated
from the input charge distribution
(right).

Fig. 18. Illustration of the reconstruc-
tion of only part of a charge density
distribution to highlight the influence
of the presence of charges outside the
FOV. (a) shows a uniform shell-like
charge distribution, which was used to
generate a phase image. (b) and (c)
show reconstructed charge distribu-
tions generated from only the left half
of the phase image. (b) was generated
without using any boundary pixels. (c)
was generated by allowing additional
charge density to be fitted in an addi-
tional boundary region that had a
width of 8 pixels just outside the right
edge of the image. The boundary pixels
were then removed to display the final
fitted charge density within the original
FOV. All of the images are shown in
units of e/pixel.
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reconstructed using each of the approaches described above by ap-
plying standard backprojection-based tomographic reconstruction al-
gorithms to projected charge density distributions measured as a
function of specimen tilt angle. However, the MBIR approach offers
significant advantages, as it allows the three-dimensional charge den-
sity to be reconstructed directly, while making use of all of the addi-
tional constraints and a priori information that were described above. It
should be noted that a reconstructed three-dimensional charge density
distribution will not only be affected by all of the parameters and
sources of error that were discussed above, but also by errors in the

alignment of images in the tilt series, incorrect tilt axis determination
and incomplete datasets.

Here, we illustrate the influence of the choice of a three-dimensional
mask on the reconstruction of charge density for a uniform charge
density distribution on the surface of a sphere, as shown in Fig. 11. A
corresponding phase image is shown in Fig. 12. As the charge dis-
tribution is symmetrical, phase images recorded in any direction are
identical. Gaussian noise of magnitude 0.05 rad was added to each
image in the tilt series. The tilt angle range was chosen to be ±50°
about one axis, as this range can be achieved experimentally. The an-
gular sampling was chosen to be 10°, resulting in an input dataset to the
MBIR algorithm of 11 phase images in total. Three different three-di-
mensional masks were used: the shell, the outer surface of the sphere
and the full three-dimensional volume. 0th order Tikhonov regular-
isation was used, as described in Section 4.3. The regularisation para-
meter λ was set to be 100 for all three cases.

Figs. 21 and 22 show two-dimensional slices and line profiles
through the reconstructed three-dimensional charge density. As ex-
pected, the use of a shell mask, which defines the true positions of the
charges, delivers the best results. If only the outer surface of the sphere
is chosen as a mask, then the algorithm retrieves the key feature of the
charge distribution (the homogeneous surface charge) correctly. How-
ever, the reconstructed charge is smoothed slightly into the volume of
the sphere and exhibits small oscillations next to the shell region. If the
full three-dimensional volume is used, then the basic features of the
charge density are reproduced (see Fig. 22), but additional spreading of
the charge and high frequency artefacts are present across the FOV.
Although further tests are required to optimise the use of the MBIR
approach for three-dimensional charge density reconstruction, the re-
sults presented here are highly encouraging.

5. Summary and conclusions

Three different approaches have been described for the measure-
ment of charge density distributions in nanoscale materials from elec-
tron optical phase images recorded using off-axis electron holography:

Fig. 19. Schematic illustration of the perturbed reference wave effect by using a
positive point charge. The positive point charge is located in the FOV. The tail
of its electric field spreads into the reference wave region, which is defined by
the biprism (green line) and has the same size of the FOV. The red dashed line
represents potential in the reference wave region with opposite sign that has to
be added to the potential inside the FOV. This tail with the opposite sign can be
described as a potential from a negative point charge (blue) that is located in
the virtual charge region.

Fig. 20. Reconstruction of the pro-
jected charge density distribution from
an experimental phase image of a
needle-shaped LaB6 specimen that was
electrically biased in situ in the TEM at
50 V, from which the MIP contribution
to the phase had been subtracted
(Fig. 6c), using 0th order Tikhonov
regularisation. (a) Application of L-
curve analysis to determine that the
optimal value of the regularisation
parameter λ is 10. (b) Reconstructed
projected charge density distribution,
shown in units of e/pixel. (c) Phase
image determined from the re-
constructed projected charge density.
(d) Difference between the re-
constructed phase shown in (c) and the
experimental phase image shown in
Fig. 6c. Note the different intensity
scales in (c) and (d).

F. Zheng, et al. Journal of Electron Spectroscopy and Related Phenomena 241 (xxxx) xxxx

15



(i) an analytical model-dependent approach (Section 3.2), in which a
mathematical model is used to describe the charge density and phase
shift; (ii) a model-independent approach (Section 3.1), which is based
on the application of a Laplacian operator to a recorded phase image;
and (iii) a model-based iterative reconstruction approach (Section 4), in
which the charge density in a forward model used to simulate phase
images is varied until a best match to the experimental measurements is
obtained. The analytical model-dependent approach (Section 3.2) relies
on access to an analytical solution for the charge density and phase
distribution for theexperimental specimen geometry and requires the
presence of a perturbed reference wave to be included in the model.
The model-independent approach (Section 3.1) is the most direct and
unbiased approach for retrieving the projected charge density dis-
tribution from a phase image and is insensitive to the presence of a
perturbed reference wave and charges outside the field of view. How-
ever, the measured charge density can be noisy (since the approach
relies on the evaluation of derivatives). In the MBIR approach (Section
4), the forward model approximates each charged voxel as a homo-
geneously charged sphere and a mirror charge. It can incorporate a
priori knowledge through the use of masks, regularisation parameters
and other physical constraints, resulting in lower noise but requiring

care in the selection of parameters to avoid the introduction of arte-
facts. A further advantage is that boundary pixel regions can be used to
take account of the presence of charges outside the field of view and the
perturbed reference wave (Section 4.4.4). Artefacts can be tackled by
assigning zero confidence to regions of phase images that contain un-
trustworthy information (Section 4.4.3). It is important to note that
different charge distributions inside an object can result in the same
electrostatic potential and phase distribution outside it.

The three approaches have been tested on an experimental phase
image of an electrically biased needle-shaped LaB6 specimen and have
been shown to provide consistent results for the charge density. The
phase shift of a line charge is used as a simple model in the analytical
model-dependent approach. Projected charge density distributions re-
trieved using the model-independent approach (Fig. 7a and b) and the
MBIR approach (Fig. 4.4.6) show that most of the charge is located
close to the surface of the needle, with charge accumulation at its apex.
The result obtained using the MBIR approach has much less noise than
that obtained using the model-independent approach. Three-dimen-
sional charge density distributions can in principle be reconstructed
using each approach, either by applying a standard backprojection-
based tomographic reconstruction algorithm to projected charge

Fig. 21. Illustration of the reconstruc-
tion of the three-dimensional charge
density from a tilt series of 11 phase
images of a surface charge distribution
on a sphere with Gaussian noise of
0.05 rad added to each image in the tilt
series using the MBIR approach, shown
in units of e/pixel. The regularisation
parameter λ is set to be 100 for all three
cases. Different three-dimensional
masks were used to define the possible
locations of the reconstructed charge:
the shell that defines the original
charge distribution (upper row); the
outer surface of the sphere (middle
row); the full three-dimensional re-
construction volume (lower row). The
left column shows the reconstructed
charge distribution in the central slice
(z=0), while the right column shows
the corresponding projected charge
density distribution.
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density distributions measured as a function of specimen tilt angle or
directly using the MBIR algorithm. We have used simulated phase
images to show the advantages of using the MBIR approach, in which a
priori information can be specified about the boundary of the object
when reconstructing three-dimensional charge density distributions
(Section 4.5, Figs. 21 and 22).
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Appendix

The phase shift of a uniformly charged sphere of radius R and charge q can be written in the form
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2 are the heights at which an electron enters the sphere and its image, respectively, and (x0, y0) and (x y, )0 0 are the

coordinates of the centres of the sphere and its image, respectively.
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