# Duality for a boundary driven asymmetric model of energy transport 

To cite this article: Gioia Carinci et al 2024 J. Phys. A: Math. Theor. 57085204

View the article online for updates and enhancements

A prototype 4D-tracking demonstrator based on the TimeSPOT developments A. Loi, M. Addison, L. Anderlini et al.

Parameter space geometry of the quartic oscillator and the double-well potential: classical and quantum description Diego Gonzalez, Jorge Chávez-Carlos, Jorge G Hirsch et al

- Design and measurements of SMAUG1, a prototype ASIC for voltage measurement using noise distribution Grzegorz Wgrzyn and Robert Szczygie


# Duality for a boundary driven asymmetric model of energy transport 

Gioia Carinci ${ }^{1}$, Francesco Casini ${ }^{1,2}$ and Chiara Franceschini ${ }^{1, *}$ (<br>${ }^{1}$ Università di Modena e Reggio Emilia, FIM, Modena, Italy<br>${ }^{2}$ Università di Parma, SMFI, Parma, Italy<br>E-mail: chiara.franceschini@unimore.it

Received 29 September 2023; revised 10 January 2024
Accepted for publication 29 January 2024
Published 12 February 2024


#### Abstract

We study the asymmetric brownian energy, a model of heat conduction defined on the one-dimensional finite lattice with open boundaries. The system is shown to be dual to the symmetric inclusion process with absorbing boundaries. The proof relies on a non-local map transformation procedure relating the model to its symmetric version. As an application, we show how the duality relation can be used to analytically compute suitable exponential moments with respect to the stationary measure.
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## 1. Introduction

The asymmetric brownian energy processes (ABEP) is an interacting diffusion system describing an asymmetric energy exchange between the sites of a lattice. Its symmetric version (BEP) was originally introduced in [21] where its symmetries and duality properties where unveiled. These are related to the intrinsic algebraic structure of the infinitesimal generator that can be written in terms of a continuous representation of the non-compact $\mathfrak{s u}(1,1)$ Lie algebra.

In [21] the BEP in the closed system (i.e. in absence of external reservoirs) was proven to be dual to the symmetric inclusion process (SIP). This is an interacting particle system modelling particles moving on a lattice with an attractive interaction. The reason behind the above mentioned duality relation lies is in the $\mathfrak{s u}(1,1)$ algebraic structure shared by the two

[^0]processes. BEP and SIP are indeed two elements of a broader class of models all related to the $\mathfrak{s u}(1,1)$ Lie algebra and including also other notable models. One of these is the Kipnis-Marchoro-Presutti model (KMP) [24] where the total energy is instantaneously redistributed among sites and that can be recovered as an instantaneous thermalization limit of the BEP. Another model inherently related to the BEP is the Wright-Fisher diffusion [13] that is the prototype model of mathematical population genetics. Duality between the Wright-Fisher and the Moran model can be seen as a particular instance of duality between BEP and SIP (see e.g. [9]).

In [8] the analysis was extended to the non-equilibrium situation in which the system is put in contact with two external heat reservoirs imposing two different temperatures $T_{\ell} \neq T_{r}$ at the endpoints of the bulk. The corresponding process is also called BEP with open boundaries and has been shown to be dual to the SIP with absorbing boundaries.

Not long ago two new models belonging to this class have been introduced in [17] via integrable non-compact spin chains and their duality relation shown in [16, 18]. For these new models formulae for the non-equilibrium steady states were obtained in [16, 19]. A characterization of these measures as mixture products of inhomogeneous distributions has been revealed in [6, 7], however for an asymmetric dynamics this characterization is still an open problem.

The asymmetric version of the model we study (ABEP) was first introduced in [10] in a closed boundary setting. This emerged as a scaling limit of the ASIP (an asymmetric version of the inclusion process) in a particular regime of weak asymmetry. In the same work, an alternative construction was proposed for the ABEP, that was shown to be obtainable from BEP, via a non-local transformation $g$ depending on the asymmetry parameter. A duality relation between ABEP and SIP was then deduced in [10] as a consequence, independently, of the two above mentioned constructions. The duality function does not have a standard product structure (as is usually the case in the symmetric context) but a nested product structure related to a non-local map $g$. This property is a first instance of a duality relation between a genuinely non-equilibrium asymmetric system (in the sense that it has a non-zero average current) and a symmetric process. This link is made possible by the fact that the dependence on the asymmetry parameter is retained in the duality function, through the map $g$.

Here we extend the analysis to the system with open boundaries. In this context the problem becomes the definition of reservoirs itself. The aim is indeed to impose external temperatures $T_{\ell} \neq T_{r}$ in such a way as not to alter the condition of existence of a duality relation with the SIP with absorbing boundaries. Our strategy does not directly rely on algebraic considerations on the Markov generator but rather on the link between ABEP and BEP via the non-local map $g$. This transformation procedure allows us to construct reservoirs of the correct form. These turn out to act in a non-standard way. The left reservoir acts only on the left endpoint of the lattice, but its action takes into account the total energy of the system. The right reservoir, instead affects all the sites of the lattice. As a result of this construction we prove a duality relation with the SIP with absorbing boundary by means of two different duality functions. The first one is in a so-said classical form whereas the second one is in terms of generalized Laguerre polynomials.

As far as we know, duality in the presence of an asymmetry together with open boundary condition is still a quite challenging outcome as the classical techniques relying on algebraic considerations do not work. This is due to the fact that the quantum group symmetry needed to construct the duality relation is broken. Results are mainly available for the case of asymmetric simple exclusion process (ASEP). The first attempt is due to Okhubo in [27] where a dual operator has been obtained; however it could not be directly interpreted as a transition matrix for a stochastic process. We mention [26] where the author generalizes the self-duality of the
asymmetric simple exclusion process with an open boundary condition at the left boundary and a closed right boundary. More recent results include [2] where a duality relation between an half-line open ASEP and a sub-Markov process where particles perform an asymmetric exclusion dynamics in the bulk and are killed at the boundary is proven. In [28, 29] it is shown a reverse duality relation for an open ASEP with open boundary and a shock ASEP with reflecting boundary.

The rest of the paper is organized as follows: in section 2 we introduce the model of interest, i.e. the ABEP with open boundaries, and show how it can be obtained from its symmetric version via a non-local map transformation. At the end of the section we state some general results which allow to infer properties for a process that can be obtained from another process via a map transformation. In the subsequent two sections these general properties are then specialized to gather information for ABEP starting from known results for BEP: section 4 is devoted to the study of the case $T_{\ell}=T_{r}$ in which the system is proven to be reversible, and the reversible measure is computed; in section 5 instead we discuss duality relations. We end with section 6 where we use the duality results to gather some information on the stationary measure in the general case. In particular we compute what we call the one-point and two-point stationary exponential correlations of the partial energies.

## 2. The model

The Brownian Energy Process $\operatorname{BEP}(\alpha)$ is an interacting diffusion system of continuous spins placed on the sites of a lattice $V, \alpha$ is a positive parameter tuning the intensity of the interaction. We consider its asymmetric version $\operatorname{ABEP}(\sigma, \alpha), \sigma>0$ the asymmetry parameter, that can be defined when the lattice is one-dimensional $V=\{1, \ldots, N\}$ and the interaction is nearestneighbor. To each site of the lattice $i \in V$ is associated an energy $x_{i} \geqslant 0$. We denote by $x=$ $\left(x_{1}, \ldots, x_{N}\right) \in \mathbb{R}_{+}^{N}$ the vector collecting all energies and we call $\Omega:=\mathbb{R}_{+}^{N}$ the state space of the system. When the system is closed, or, in other words, in absence of external reservoirs, the dynamics conserves the total energy of the system $E(x):=\sum_{i \in V^{\prime}} x_{i}$.

In this paper we consider the open system, i.e. we put the bulk lattice $V$ in contact with two external reservoirs placed at artificial sites $V^{\text {res }}=\{0, N+1\}$. Each reservoir $j \in V^{\text {res }}$ can be interpreted as a thermal bath characterized by its own fixed temperature $T_{j} \geqslant 0$, that is attached to the bulk $V$ only through the boundary sites 1 and $N$. The action of the reservoirs induces an energy exchange between the bulk lattice and the exterior, that destroys the total energy conservation. For simplicity we will also denote by $T_{\ell}:=T_{0}$ the temperature of the left reservoir and by $T_{r}:=T_{N+1}$ the temperature of the right reservoir.

In order to define the model, we need to define two crucial quantities the partial energies $E_{i}(x), i \in V$, and the non-local map $g$.
Definition 1. We define the map $g: \Omega \rightarrow \Omega$ via

$$
\begin{equation*}
g(x)=\left(g_{i}(x)\right)_{i \in V} \quad \text { with } \quad g_{i}(x):=\frac{e^{-\sigma E_{i+1}(x)}-e^{-\sigma E_{i}(x)}}{\sigma} \tag{1}
\end{equation*}
$$

where $E_{i}(x)$ denotes the energy of the system at the right of site $i \in V$, i.e.

$$
\begin{equation*}
E_{i}(x)=\sum_{l=i}^{N} x_{l} \quad \text { for } \quad i=1, \ldots, N \quad \text { with the convention } \quad E_{N+1}(x)=0 \tag{2}
\end{equation*}
$$

Notice that the total energy $E(x)$ coincides with the first component $E_{1}(x)$ of the vector of partial energies.

The stochastic evolution of the collection of energies of the system is governed by a Markov process $\{x(t), t \geqslant 0\}$ that we will define by giving its infinitesimal generator $\mathcal{L}^{\text {ABEP }}$. This acts on smooth functions $f: \Omega \rightarrow \mathbb{R}$ and is given by the sum of three terms, one of them governing the interaction between bulk sites and the other two modelling the action of left and right reservoirs. We define

$$
\begin{equation*}
\mathcal{L}^{\mathrm{ABEP}}=\mathcal{L}_{\text {left }}^{\mathrm{ABEP}}+\sum_{i=1}^{N-1} \mathcal{L}_{i, i+1}^{\mathrm{ABEP}}+\mathcal{L}_{\text {right }}^{\mathrm{ABEP}} \tag{3}
\end{equation*}
$$

where, for $i \in\{1, \ldots, N-1\}$, the action on smooth functions $f: \Omega \rightarrow \mathbb{R}$ is

$$
\begin{align*}
{\left[\mathcal{L}_{i, i+1}^{\mathrm{ABEP}} f\right](x)=} & \frac{1}{2 \sigma^{2}}\left(1-e^{-\sigma x_{i}}\right)\left(e^{\sigma x_{i+1}}-1\right)\left(\frac{\partial}{\partial x_{i+1}}-\frac{\partial}{\partial x_{i}}\right)^{2} f(x) \\
& +\frac{1}{\sigma}\left(\left(1-e^{-\sigma x_{i}}\right)\left(e^{\sigma x_{i+1}}-1\right)+\alpha\left(2-e^{-\sigma x_{i}}-e^{\sigma x_{i+1}}\right)\right)\left(\frac{\partial}{\partial x_{i+1}}-\frac{\partial}{\partial x_{i}}\right) f(x) \tag{4}
\end{align*}
$$

whereas

$$
\begin{equation*}
\left[\mathcal{L}_{\text {left }}^{\mathrm{ABEP}} f\right](x)=T_{\ell}\left(e^{\sigma E(x)}\left(\alpha-1+e^{\sigma x_{1}}\right) \frac{\partial}{\partial x_{1}}+\frac{e^{\sigma E(x)}}{\sigma}\left(e^{\sigma x_{1}}-1\right) \frac{\partial^{2}}{\partial x_{1}^{2}}\right) f(x)-\frac{e^{\sigma x_{1}}-1}{\sigma} \frac{\partial}{\partial x_{1}} f(x) \tag{5}
\end{equation*}
$$

and

$$
\begin{align*}
{\left[\mathcal{L}_{\text {right }}^{\mathrm{ABEP}} f\right](x)=} & \left(\alpha T_{r}-\frac{1-e^{-\sigma x_{N}}}{\sigma}\right) \sum_{l=1}^{N} e^{\sigma E_{l}(x)}\left(\partial_{x_{l}}-\partial_{x_{l-1}}\right) f(x) \\
& +T_{r}\left(1-e^{-\sigma x_{N}}\right) \sum_{l=1}^{N} e^{2 \sigma E_{l}(x)}\left(\partial_{x_{l}}-\partial_{x_{l-1}}\right) f(x) \\
& +T_{r} \frac{1-e^{-\sigma x_{N}}}{\sigma} \sum_{l, j=1}^{N} e^{\sigma\left(E_{l}(x)+E_{j}(x)\right)}\left(\partial_{x_{l}}-\partial_{x_{l-1}}\right)\left(\partial_{x_{j}}-\partial_{x_{j-1}}\right) \tag{6}
\end{align*}
$$

The action of reservoirs is non-local in two different ways. The left reservoir acts only on the left boundary site 1 , but its action takes in account the total energy $E(x)$ that is not an invariant of the dynamics. The right reservoir, instead, affects the whole chain by forcing a further interaction between bulk sites. This new interaction has a different nature with respect to the one induced by the bulk term of the generator. First of all it is non-local since all bulk sites interact with each other, moreover it is of topological and no longer of metric nature. Indeed the interaction between any couple of sites $(l, j)$ depends on $E_{l}(x)$ and $E_{j}(x)$ i.e. on the total energy at the right of $l$, resp. of $j$. As a consequence, (6) does not have to be considered as a reservoir in the standard sense but rather as a non-local-topological term of the bulk interaction. This is parametrized by a drift parameter $T_{r}$.

In the field of interacting particle systems, the interest for models with topological interaction has emerged in the last few years both in the context of stochastic models of nonequilibrium [5] and in the context of kinetic theory [3]. Here the interaction between two particles is called topological if it does not depend on their distance but on their ranking. In a particle configuration the ranking of a particle can be computed by counting the number of particles at its right (or at its left).

The main motivation for the study of models with topological interaction comes from population dynamics and in particular the study of the motion of crowds of animals or individuals
(see e.g. [1]). Due to the non-locality of the interaction it is rare to find models with topological interaction with good algebraic structures and then showing duality properties. To our knowledge there is only one example of models of this type. This is the dynamic-ASEP, recently introduced in the literature [4,23] for which duality results have been proven. This is a generalization of ASEP (asymmetric exclusion process) for which the interaction of a particle with the rest of the system depends on the number of particles at its right (or left), i.e. it has a topological nature. In this perspective the ABEP with reservoirs can be seen as a first example of system of interacting diffusions with metric plus topological interaction. As done in [11] for the dynamic-ASEP using a generalization of the microscopic Cole-Hopf transform, we believe it would be interesting to study the scaling limit of ABEP and to understand the macroscopic effect of these boundary reservoirs. In the rest of the paper we will prove that it exhibits a duality property and derive explicitly some exponential moments.

## 3. From BEP to ABEP

The $\operatorname{BEP}(\alpha)$ on $V$ is the symmetric version of the $\operatorname{ABEP}(\sigma, \alpha)$ obtained in the limit as $\sigma \rightarrow 0$. As in the previous section we consider the system with nearest-neighbor interaction in contact with two boundary reservoirs kept at temperature $T_{\ell}$ and $T_{r}$. We denote by $\{z(t), t \geqslant 0\}$ the Brownian Energy process on the space state $\Omega=\mathbb{R}_{+}^{N}$ describing the evolution of the vectors $z:=\left(z_{1}, \ldots, z_{N}\right)$ of single-site energies. The infinitesimal generator, acting on smooth functions $f: \Omega \rightarrow \mathbb{R}$, is defined as follows

$$
\begin{equation*}
\mathcal{L}^{\mathrm{BEP}}=\mathcal{L}_{\text {left }}^{\mathrm{BEP}}+\sum_{i=1}^{N-1} \mathcal{L}_{i, i+1}^{\mathrm{BEP}}+\mathcal{L}_{\text {right }}^{\mathrm{BEP}} \tag{7}
\end{equation*}
$$

where, for $i \in\{1, \ldots, N-1\}$,

$$
\begin{equation*}
\mathcal{L}_{i, i+1}^{\mathrm{BEP}} f(z)=\left[z_{i} z_{i+1}\left(\partial_{z_{i+1}}-\partial_{z_{i}}\right)^{2}-\alpha\left(z_{i}-z_{i+1}\right)\left(\partial_{z_{i+1}}-\partial_{z_{i}}\right)\right] f(z) \tag{8}
\end{equation*}
$$

whereas

$$
\begin{equation*}
\mathcal{L}_{\text {left }}^{\mathrm{BEP}} f(z)=\left[T_{\ell}\left(\alpha \frac{\partial}{\partial_{z_{1}}}+z_{1} \frac{\partial^{2}}{\partial_{z_{1}}^{2}}\right)-z_{1} \frac{\partial}{\partial_{z_{1}}}\right] f(z) \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{L}_{\text {right }}^{\mathrm{BEP}} f(z)=\left[T_{r}\left(\alpha \frac{\partial}{\partial_{z_{N}}}+z_{N} \frac{\partial^{2}}{\partial_{z_{N}}^{2}}\right)-z_{N} \frac{\partial}{\partial_{z_{N}}}\right] f(z) \tag{10}
\end{equation*}
$$

The latter terms give the action of left and right reservoirs that are attached, respectively, to site 1 and site $N$.

It can be easily checked that $\mathcal{L}^{\mathrm{BEP}}$ is recovered from $\mathcal{L}^{\text {ABEP }}$ by suitably taking the limit as $\sigma \rightarrow 0$. On the other hand $\mathcal{L}^{\text {ABEP }}$ can be constructed from $\mathcal{L}^{\text {BEP }}$ by acting with the non-local map $g$ introduced in definition 1. This claim has been proven in [10] for the closed system. Below we show that such a construction can be extended to the reservoir terms of the generator.
Theorem 1 (from BEP to ABEP). Let $g$ be the map in definition 1 , then for all $f \in \mathcal{D}\left(\mathcal{L}^{\text {BEP }}\right)$ we have

$$
\begin{equation*}
\mathcal{L}^{\mathrm{ABEP}}(f \circ g)=\left[\mathcal{L}^{\mathrm{BEP}} f\right] \circ g \tag{11}
\end{equation*}
$$

Proof. Throughout this proof we will use the alternative notation for the reservoir terms of the generators $\mathcal{L}_{0,1}^{\mathrm{BEP}}:=\mathcal{L}_{\text {left }}^{\mathrm{BEP}}$ and $\mathcal{L}_{N, N+1}^{\mathrm{BEP}}:=\mathcal{L}_{\text {right }}^{\mathrm{BEP}}$, respectively, $\mathcal{L}_{0,1}^{\mathrm{ABEP}}:=\mathcal{L}_{\text {left }}^{\mathrm{ABEP}}$ and $\mathcal{L}_{N, N+1}^{\mathrm{ABEP}}:=$ $\mathcal{L}_{\text {right }}^{\mathrm{ABEP}}$ and write, for $(i, j) \in V \times V^{\text {res }}$,

$$
\begin{equation*}
\mathcal{L}_{i, j}^{\mathrm{BEP}} f(z)=\left[T_{j}\left(\alpha \frac{\partial}{\partial_{z_{i}}}+z_{i} \frac{\partial^{2}}{\partial_{z_{i}}^{2}}\right)-z_{i} \frac{\partial}{\partial_{z_{i}}}\right] f(z) \tag{12}
\end{equation*}
$$

and

$$
\begin{align*}
{\left[\mathcal{L}_{i, j}^{\mathrm{ABEP}} f\right](x)=} & \left(\alpha T_{j}-g_{i}(x)\right)\left[\sum_{l=1}^{i-1} e^{\sigma E_{l}(x)}\left(1-e^{-\sigma x_{l}}\right) \partial_{x_{l}}+e^{\sigma E_{i}(x)} \partial_{x_{i}}\right] f(x) \\
& +T_{j} g_{i}(x)\left[\sum_{l, j=1}^{i-1} e^{\sigma E_{l}(x)}\left(1-e^{-\sigma x_{l}}\right) e^{\sigma E_{j}(x)}\left(1-e^{-\sigma x_{j}}\right) \partial_{x_{l} x_{j}}^{2}+e^{2 \sigma E_{i}(x)} \partial_{x_{i}}^{2}\right. \\
& \left.\times 2 \sum_{l=1}^{i-1} e^{\sigma E_{l}(x)}\left(1-e^{-\sigma x_{l}}\right) e^{\sigma E_{i}(x)} \partial_{x_{l} x_{i}}^{2}+\sum_{l=1}^{i-1} \sigma e^{2 \sigma E_{l}(x)}\left(1-e^{-2 \sigma x_{l}}\right) \partial_{x_{l}}+\sigma e^{2 \sigma E_{i}(x)} \partial_{x_{i}}\right] f(x) . \tag{13}
\end{align*}
$$

In this way we can resume the proof of the theorem in the following two steps:

1. for all $i \in V, x \in \Omega$,

$$
\begin{equation*}
\left[\mathcal{L}_{i, i+1}^{\mathrm{BEP}} f\right](g(x))=\left[\mathcal{L}_{i, i+1}^{\mathrm{ABEP}} f \circ g\right](x) \tag{14}
\end{equation*}
$$

2. for all $(i, j) \in V \times V^{\text {res }}, x \in \Omega$,

$$
\begin{equation*}
\left[\mathcal{L}_{i, j}^{\mathrm{BEP}} f\right](g(x))=\left[\mathcal{L}_{i, j}^{\mathrm{ABEP}} f \circ g\right](x) \tag{15}
\end{equation*}
$$

Step 1 has been proven in theorem 3.4 of [10]. It remains to prove Step 2. Recalling the definition of $g$ :

$$
\begin{aligned}
g: \Omega & \rightarrow \Omega \\
x & \rightarrow g(x)=\left(g_{i}(x)\right)_{i \in V}, \quad \text { with } \quad g_{i}(x)=\frac{e^{-\sigma E_{i+1}(x)}-e^{-\sigma E_{i}(x)}}{\sigma}
\end{aligned}
$$

with the convention $E_{N+1}(x)=0$ and $E_{1}(x)=E(x)$.
Notice that the map $g$ is not full range, i.e. $g(\Omega) \neq \Omega$, indeed

$$
\begin{equation*}
E(g(x))=\frac{1}{\sigma}\left(1-e^{-2 \sigma E(x)}\right) \leqslant \frac{1}{\sigma} \tag{16}
\end{equation*}
$$

so that in particular $g(\Omega) \subseteq\{x \in \Omega: E(x) \leqslant 1 / \sigma\}$. Moreover $g$ is a bijection from $\Omega$ to $g(\Omega)$. Indeed, denoting by $g^{\text {inv }}: g(\Omega) \rightarrow \Omega$ the inverse transform of $g$. In other words, if $z=g(x) \in$ $g(\Omega)$, then $x=g^{\text {inv }}(z)$ with $i$ th component being

$$
\begin{equation*}
g_{i}^{\mathrm{inv}}(z)=\frac{1}{\sigma} \ln \left\{\frac{1-\sigma E_{i+1}(z)}{1-\sigma E_{i}(z)}\right\} \tag{17}
\end{equation*}
$$

Let $F:=f \circ g$, or, equivalently, $f=F \circ g^{\text {inv }}$ namely $F(x)=f(g(x))$ for $x \in \Omega$ and $f(z)=$ $F\left(g^{\text {inv }}(z)\right)$ for $z \in g(\Omega)$, therefore, in order to prove (15), it is sufficient to show that, for all $x \in \Omega$,

$$
\begin{equation*}
\left[\mathcal{L}_{i, j}^{\mathrm{BEP}}\left(F \circ g^{\mathrm{inv}}\right)\right](g(x))=\left[\mathcal{L}_{i, j}^{\mathrm{ABEP}} F\right](x) . \tag{18}
\end{equation*}
$$

At this aim we compute the first and second derivatives of $f=F \circ g^{\text {inv }}$. We have

$$
\begin{equation*}
\frac{\partial f}{\partial z_{k}}(z)=\sum_{l \in V} \frac{\partial F}{\partial x_{l}}\left(g^{\mathrm{inv}}(z)\right) \cdot \frac{\partial g_{l}^{\mathrm{inv}}}{\partial z_{k}}(z) \quad \text { for all } \quad k \in V \tag{19}
\end{equation*}
$$

and

$$
\begin{align*}
\frac{\partial^{2} f}{\partial^{2} z_{k} z_{m}}(z)= & \sum_{l, j \in V} \frac{\partial^{2} F}{\partial^{2} x_{l} x_{j}}\left(g^{\text {inv }}(z)\right) \cdot \frac{\partial g_{l}^{\text {inv }}}{\partial z_{k}}(z) \cdot \frac{\partial g_{j}^{\text {inv }}}{\partial z_{m}}(z) \\
& +\sum_{l \in V} \frac{\partial F}{\partial x_{l}}\left(g^{\text {inv }}(z)\right) \cdot \frac{\partial^{2} g_{l}^{\text {inv }}}{\partial^{2} z_{k} z_{m}}(z) \quad \text { for all } \quad k, m \in V \tag{20}
\end{align*}
$$

We now compute all the first and second derivatives of all the components of the inverse function $g^{\text {inv }}$, we obtain

$$
\frac{\partial g_{l}^{\text {inv }}}{\partial z_{k}}(z)= \begin{cases}0 & \text { if } k<l  \tag{21}\\ \frac{1}{1-\sigma E_{l}(z)} \sigma \sigma z_{l} & \text { if } k=l \\ \frac{\text { if } k>l}{\left(1-\sigma E_{l}(z)\right)\left(1-\sigma E_{l+1}(z)\right)}\end{cases}
$$

and, for $m \leqslant k$ (it is symmetric in $k$ and $m$ ),

$$
\frac{\partial^{2} g_{l}^{\text {inv }}}{\partial z_{m} \partial z_{k}}(z)=\left\{\begin{array}{ll}
0 & \text { if } m<l  \tag{22}\\
\frac{\sigma}{\left(1-\sigma E_{l}(z)\right)^{2}} & \text { if } l=m \leqslant k \\
\frac{z / \sigma^{2}\left(2-\sigma z_{l}-2 \sigma E_{l+1}(z)\right)}{\left[\left(1-\sigma E_{l}(z)\right)\left(1-\sigma E_{l+1}(z)\right)\right]^{2}} & \text { if } m>l
\end{array} .\right.
$$

These derivatives simplify observing that, thanks to telescopicity of the sum,

$$
\begin{equation*}
E_{l}(g(x))=\sum_{i=l}^{N} g_{i}(x)=\frac{1}{\sigma}\left(1-e^{-\sigma E_{l}(x)}\right) . \tag{23}
\end{equation*}
$$

And then, using (23) we can simplify the expressions for the derivatives as follows:

$$
\left.\frac{\partial g_{l}^{\mathrm{inv}}}{\partial z_{k}}\right|_{z=g(x)}= \begin{cases}0 & \text { if } k<l  \tag{24}\\ e^{\sigma E_{l}(x)} & \text { if } k=l \\ e^{\sigma E_{l}(x)}\left(1-e^{-\sigma x_{l}}\right) & \text { if } k>l\end{cases}
$$

and

$$
\left.\frac{\partial^{2} g_{l}^{\text {inv }}}{\partial z_{m} \partial z_{k}}\right|_{z=g(x)}= \begin{cases}0 & \text { if } m<l  \tag{25}\\ \sigma e^{2 \sigma E_{l}(x)} & \text { if } l=m \leqslant k \\ \sigma e^{2 \sigma E_{l}(x)}\left(1-e^{-2 \sigma x_{l}}\right) & \text { if } m>l\end{cases}
$$

Then by substituting the expressions (24) and (25) into equations (19) and (20) we obtain explicit expressions for the first and second derivatives of $f=F \circ g^{\text {inv }}$. Finally, the identity (18) follows by replacing these expressions into the $\operatorname{BEP}(\alpha)$ boundary generators given in (12).

### 3.1. Some general definitions and properties

The construction of $\operatorname{ABEP}(\sigma, \alpha)$ as a non-local transformation of $\operatorname{BEP}(\alpha)$, allows to derive several fundamental properties of the asymmetric process, such as duality properties or the structure of the stationary measure. These are by starting from the analogous properties of the symmetric process and projecting them via the map $g$. Having this goal in mind, in this section we prove some general results relating two Markov processes that are connected via a map transformation.

We start by recalling the definition duality in terms of infinitesimal generators of two Markov processes. We will denote by $\mathcal{D}(\mathcal{L})$ the domain of $\mathcal{L}$.

Definition 2 (generator duality). Let $\mathcal{L}$ and $L$ be the infinitesimal generators of two Markov processes $\{X(t): t \geqslant 0\}$ and $\{Y(t): t \geqslant 0\}$ defined, respectively, on the state spaces $\Omega$ and $\Omega^{\text {dual }}$. Let $D: \Omega \times \Omega^{\text {dual }} \rightarrow \mathbb{R}$ be a measurable function, such that $D(y, \cdot) \in \mathcal{D}(\mathcal{L})$ and $D(\cdot, x) \in$ $\mathcal{D}(L)$. We then say that $D$ is a duality function for generator duality between the processes $\{X(t): t \geqslant 0\}$ and $\{Y(t): t \geqslant 0\}$ if for all $x \in \Omega, y \in \Omega^{\text {dual }}$, we have

$$
\begin{equation*}
(\mathcal{L} D(\cdot, x))(y)=(L D(y, \cdot))(x) . \tag{26}
\end{equation*}
$$

In the next theorem we will see that if a stationary measure, a reversible measure or a duality function are known for one of the a processes, then the corresponding object can be computed for a process obtained from the original one via a transformation.

Theorem 2. Let $g$ be a map $g: \Omega \rightarrow \Omega$, with $\Omega \subseteq \mathbb{R}_{+}^{N}$ and let $\mathcal{L}$ and $\widehat{\mathcal{L}}$ be the infinitesimal generators of two Markov processes on the state spaces, respectively $\Omega$ and $\widehat{\Omega}:=g(\Omega)$. Suppose that $\forall f \in \mathcal{D}(\mathcal{L})$ it holds that $f \circ g \in \mathcal{D}(\widehat{\mathcal{L}})$ and

$$
\begin{equation*}
\widehat{\mathcal{L}}(f \circ g)=(\mathcal{L} f) \circ g \tag{27}
\end{equation*}
$$

then we have the following properties.
i) Let $\mu$ be a measure on $\Omega$ absolutely continuous w.r.t. Lebesgue. Let $\mathcal{J}$ be the Jacobian matrix of the map $g$. If $\mu$ is a stationary (reversible) measure for $\mathcal{L}$ then

$$
\begin{equation*}
\hat{\mu}:=(\mu \cdot \operatorname{det} \mathcal{J}) \circ g \tag{28}
\end{equation*}
$$

is a stationary (reversible) measure for $\widehat{\mathcal{L}}$.
ii) Let $L$ be the infinitesimal generators a Markov processes on the state space $\Omega^{\text {dual }}$. If $\mathcal{L}$ is dual to $L$ with duality function $D: \Omega \times \Omega^{\text {dual }} \rightarrow \mathbb{R}$, then $\widehat{\mathcal{L}}$ is dual to $L$ with duality function $D: \widehat{\Omega} \times \Omega^{\text {dual }} \rightarrow \mathbb{R}$

$$
\begin{equation*}
\widehat{D}(\cdot, \xi):=D(\cdot, \xi) \circ g, \quad \xi \in \Omega^{\text {dual }} \tag{29}
\end{equation*}
$$

## Proof.

i) Due to the absolute continuity of $\mu$ we can write, with a slight abuse of notation, that $\mu(d x)=\mu(x) d x$. The stationarity condition for $\mu$ with respect to $\mathcal{L}$ then reads

$$
\begin{equation*}
\int[\mathcal{L} f](z) \mu(z) d z=0, \quad \text { for all } \quad f \in \mathcal{D}(\mathcal{L}) \tag{30}
\end{equation*}
$$

that, taking the change of variables $z=g(x)$, gives

$$
\begin{equation*}
\int[\mathcal{L} f](g(x)) \cdot \mu(g(x)) \cdot \operatorname{det} \mathcal{J}(g(x)) d x=0, \quad \text { for all } \quad f \in \mathcal{D}(\mathcal{L}) \tag{31}
\end{equation*}
$$

that, thanks to (27) and (28), is equivalent to

$$
\begin{equation*}
\int[\widehat{\mathcal{L}}(f \circ g)](x) \cdot \hat{\mu}(x) d x=0, \quad \text { for all } \quad f \in \mathcal{D}(\mathcal{L}) \tag{32}
\end{equation*}
$$

Due to the fact that $D(\widehat{\mathcal{L}})=\{F=f \circ g: f \in D(\mathcal{L})\}$, the last identity can be rewritten as

$$
\begin{equation*}
\int[\widehat{\mathcal{L}} F](x) \cdot \hat{\mu}(x) d x=0, \quad \text { for all } \quad F \in \mathcal{D}(\widehat{\mathcal{L}}) \tag{33}
\end{equation*}
$$

that is the stationary condition of $\hat{\mu}$ with respect to $\widehat{\mathcal{L}}$. The statement regarding reversible measures can be proven in an analogous way.
ii) To prove the second statement we use the duality relation between $\mathcal{L}$ and $L$ and take the composition of the duality function (as a function of the variable $x$ ) with the function $g$. For $x \in \Omega$ and $\xi \in \Omega^{\text {dual }}$, we have

$$
\begin{align*}
{[\widehat{\mathcal{L}} \widehat{D}(\cdot, \xi)](x) } & =[\widehat{\mathcal{L}}(D(\cdot, \xi) \circ g)](x)  \tag{34}\\
& =[\mathcal{L} D(\cdot, \xi)](g(x)) \\
& =[L D(g(x), \cdot)](\xi) \\
& =[L \widehat{D}(x, \cdot)](\xi) . \tag{35}
\end{align*}
$$

This concludes the proof of the second item.

In the next two sections we specialize the argument of the above theorem for our model of interest. In section 4 we focus on the cas in which the external reservoirs impose the same temperatures (i.e. when $T_{\ell}=T_{r}=T$ ). We prove that in this situation $\operatorname{ABEP}(\sigma, \alpha)$ is reversible and we find the reversible measure. In section 5 we find two duality relations for $\operatorname{ABEP}(\sigma, \alpha)$.

## 4. Equal temperature reservoirs

In this section use item i) of theorem 2 to withdraw some conclusions concerning the case in which the two reservoirs have the same temperature. The idea is to import this property from the reversibility of the corresponding symmetric process. From section 3 of [8] we know indeed that, in absence of reservoirs, the $\operatorname{BEP}(\alpha)$ is reversible. In particular it admits a oneparameter family of reversible probability measures $\mu_{T}, T \geqslant 0$, that are products of Gamma distributions of shape parameters $\alpha$ and scale parameter $T$, i.e. $\mu_{T}^{\text {BEP }}(z) d z$ with

$$
\begin{equation*}
\mu_{T}^{\mathrm{BEP}}(z)=\prod_{i=1}^{N} \frac{e^{-z_{i} / T_{z_{i}}^{(\alpha-1)}}}{\Gamma(\alpha) T^{\alpha}} \tag{36}
\end{equation*}
$$

When the process is in contact with two reservoirs kept at equal temperatures, $T_{\ell}=T_{r}=T$, the process remains reversible, admitting $\mu_{T}$ as the unique stationary probability measure. In the following theorem we extend the statement to the asymmetric process, for which we prove the existence of a unique reversible probability measure that is in the form of a product measure times a function of the total energy of the system $E(x)$.

Theorem 3 (reversible measure for ABEP). The $\operatorname{ABEP}(\sigma, \alpha)$ with equal reservoir temperatures $T_{\ell}=T_{r}=T$ is reversible with respect to the unique stationary probability measure $\mu_{T}^{\mathrm{ABEP}}(x) d x$, with

$$
\begin{equation*}
\mu_{T}^{\mathrm{ABEP}}(x)=\exp \left\{\frac{e^{-\sigma E(x)}-1}{\sigma T}\right\} \cdot \prod_{i=1}^{N} \frac{\left(1-e^{-\sigma x_{i}}\right)^{(\alpha-1)}}{\Gamma(\alpha) \sigma^{\alpha-1} T^{\alpha}} e^{-\sigma x_{i}(\alpha(i-1)+1)} \tag{37}
\end{equation*}
$$

Proof. We want to use item i) of theorem 2. To this aim it is enough to compute ( $\left.\mu_{T}^{\mathrm{BEP}} \circ g\right)(x)$. Indeed,

$$
\begin{aligned}
\mu_{T}^{\mathrm{ABEP}}(x) & =\left(\mu_{T}^{\mathrm{BEP}} \circ g\right)(x)=\prod_{i=1}^{N} \mu_{T}^{\mathrm{BEP}}\left(g_{i}(x)\right)=\prod_{i=1}^{N} \frac{e^{-g_{i}(x) / T}\left(g_{i}(x)\right)^{(\alpha-1)}}{\Gamma(\alpha) T^{\alpha}} \operatorname{det} \mathcal{J}(g(x)) \\
& =\prod_{i=1}^{N} \frac{1}{\Gamma(\alpha) T^{\alpha}} \cdot \exp \left\{-\frac{e^{-\sigma E_{i+1}(x)}-e^{-\sigma E_{i}(x)}}{\sigma T}\right\}\left(1-e^{-\sigma x_{i}}\right)^{(\alpha-1)} \frac{e^{-\sigma(\alpha-1) E_{i+1}(x)}}{\sigma^{(\alpha-1)}} e^{-\sigma E_{i}(x)} \\
& =\sigma \cdot e^{\sigma \alpha E(x)} e^{(T-\sigma) E(x)} \exp \left\{\frac{e^{-\sigma E(x)}-1}{\sigma T}\right\} \cdot \prod_{i=1}^{N} \frac{\left(1-e^{\left.-\sigma x_{i}\right)^{(\alpha-1)}} e^{-(\sigma \alpha i+T) x_{i}}\right.}{(\sigma T)^{\alpha} \Gamma(\alpha)} \\
& =\exp \left\{\frac{e^{-\sigma E(x)}-1}{\sigma T}\right\} \cdot \prod_{i=1}^{N} \frac{\left(1-e^{\left.-\sigma x_{i}\right)^{(\alpha-1)}}\right.}{\sigma^{\alpha-1} T^{\alpha} \Gamma(\alpha)} e^{-(\sigma \alpha i+T) x_{i}} e^{(\sigma \alpha+T-\sigma) x_{i}}
\end{aligned}
$$

here, by calling again $z=g(x), J$ is the Jacobian $N \times N$ matrix given by

$$
\begin{equation*}
J(z)=\left(\frac{\partial g_{l}^{\mathrm{inv}}}{\partial z_{k}}\right)_{k \in\{1, \ldots, N\}, l \in\{1, \ldots, N\}} \tag{38}
\end{equation*}
$$

where the partial derivative are computed in (24). Therefore, (37) follows.
Remark 1. In theorem 3.3 of [10] a family of reversible measures has been found for $\operatorname{ABEP}(\sigma, \alpha)$ with closed boundary. This family is labeled by the temperature $T$. The measure corresponding to the temperature $T$ (equations (3.15) and (3.16) of [10]) does not match with $\mu_{T}^{\mathrm{ABEP}}$ found in (37). Indeed it differs from it only for the factor in front of the product in (37) that is a function of the total energy $E(x)$. This is due to the fact that, in absence of reservoirs, the total energy is an invariant of the dynamics, and then this term becomes a constant that simplifies with the normalizing factor of the probability measure. In the presence of two thermal reservoirs instead, even in the case of equal temperatures $T_{\ell}=T_{r}=T$, the system does not conserve the total energy anymore, and the initial factor in (37) can not be neglected anymore.

## 5. Duality results

When $T_{\ell} \neq T_{r}$ reversibility is lost. Nevertheless there exists a unique stationary measure depending on both temperatures $T_{\ell}$ and $T_{r}$. However a full characterization of such a measure is a difficult and still open problem, even for the symmetric case. A tool that has proven to be of great help in the study of the properties of the stationary measure is duality. We will return to the study of steady state in section 6 . In the next section we prove two duality relations between the Asymmetric Brownian Energy process and the SIP with absorbing boundaries.

### 5.1. Duality between ABEP and SIP

The SIP is a system of interacting particles moving in a lattice with attractive, nearest-neighbor interaction. It was originally introduced in [22] as the attractive counterpart of the Simple Symmetric Exclusion Process. Each site can host for an unbounded number of particles, and then the state space of the inclusion process on the lattice $V=\{1, \ldots, N\}$ is $\mathbb{N}_{0}^{N}$. The attraction intensity is tuned by a parameter $\alpha>0$. Each particle may jump to its left or its right with rates proportional to the number of particles in the departure site and to the number of particles in the arrival site plus $\alpha$. We use the acronym $\operatorname{SIP}(\alpha)$ for the SIP of parameter $\alpha$. Duality between $\operatorname{BEP}(\alpha)$ and $\operatorname{SIP}(\alpha)$ is well known in the literature. When the $\operatorname{BEP}$ system is put in contact with two external reservoirs a duality relation still holds true. The dual process is still a system of inclusion particles inclusion, with the difference that the boundary conditions at the endpoints of the chain are no longer closed but absorbing. We give below the definition of the $\operatorname{SIP}(\alpha)$ with absorbing boundaries. Notice that for this process the boundary sites 0 and $N+1$ are no longer artificial, since their state is relevant in the dynamics. Configurations are then $N+2$-dimensional vectors that will be denoted by $\xi:=\left(\xi_{0}, \xi_{1}, \ldots, \xi_{N}, \xi_{N+1}\right), \xi_{i}$ being the number of particles at site $i$. The state space of this process is then the set $\Omega^{\text {dual }}=\mathbb{N}_{0}^{V \cup V^{\text {res }}}$, keeping in mind that, even if we keep the same notation $V^{\text {res }}$ for the set $\{0, N+1\}$, these sites in the dual process do no longer have the meaning of reservoirs but represent the absorbing sites. These leave eventually the bulk empty by absorbing all the particles.
Definition 3 (SIP with absorbing boundaries). We denote by $\{\xi(t), t \geqslant 0\}$ the $\operatorname{SIP}(\alpha)$ on $V$ with absorbing boundaries 0 and $N+1$, the Markov process on $\Omega^{\text {dual }}=\mathbb{N}_{0}^{\zeta \cup V^{\text {res }}}$ whose infinitesimal generator acts on functions $f: \Omega^{\text {dual }} \rightarrow \mathbb{R}$ and is defined as follows:

$$
\begin{equation*}
L^{\mathrm{SIP}-\mathrm{abs}}=L_{\mathrm{left}}^{\mathrm{abs}}+\sum_{i=1}^{N-1} L_{i, i+1}^{\mathrm{SIP}}+L_{\mathrm{right}}^{\mathrm{abs}} \tag{39}
\end{equation*}
$$

where, for all and $i \in\{1, \ldots N-1\}$,

$$
\begin{equation*}
\left[L_{i, i+1}^{\mathrm{SIP}} f\right](\xi)=\sum_{i=1}^{N-1} \xi_{i}\left(\alpha+\xi_{i+1}\right)\left[f\left(\xi^{i, i+1}\right)-f(\xi)\right]+\xi_{i+1}\left(\alpha+\xi_{i}\right)\left[f\left(\xi^{i+1, i}\right)-f(\xi)\right] \tag{40}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[L_{\text {left }}^{\mathrm{abs}} f\right](\xi):=\xi_{1}\left[f\left(\xi^{1,0}\right)-f(\xi)\right] \quad \text { and } \quad\left[L_{\text {right }}^{\mathrm{abs}} f\right](\xi)=\xi_{N}\left[f\left(\xi^{N, N+1}\right)-f(\xi)\right] \tag{41}
\end{equation*}
$$

Besides being dual to the BEP, the Inclusion process with closed boundaries has been proved to be dual to the ABEP. This property has been proved in [10] and is the first example of duality between an asymmetric system (i.e. bulk-driven) and a symmetric system (with zero current). This is made possible by the fact that the dependence on the asymmetry parameter $\sigma$ is transferred to the duality function. Here we generalize the result to the ABEP with reservoirs, that will be proven to be dual, again, to the Inclusion process with absorbing boundaries, exactly as its symmetric counterpart. This property will be proven using item 2 of theorem 2 and using the relation (2) that connects ABEP and BEP through the map $g$. We will prove two different duality relations between the same two processes. The first duality relation is via the so-called classical duality function [8], the second is in terms of a duality function that is a product of Laguerre polynomials, i.e. of the type orthogonal polynomial duality function [14].
5.1.1. Duality properties for the symmetric process. We start by showing two duality relations between $\operatorname{BEP}(\alpha)$ with reservoirs and $\operatorname{SIP}(\alpha)$ with absorbing boundaries. The relations are
given with respect to two different duality functions. The first duality relation is well-known, it is given in terms of the so-called classical duality and has been proven in [8]. The second result instead is given in terms of a duality function belonging to the class of orthogonal polynomials dualities, and more precisely it is related to the so-called generalized Laguerre polynomials. Differently from the classical one, the orthogonal duality result for the open system is new, being available only for the closed system (see [15] for the proof).
Theorem 4 (duality between open BEP and SIP with absorbing boundaries). The $B E P(\alpha)$ with an open boundaries, with generator $\mathcal{L}^{\mathrm{BEP}}$ defined in (7)-(10), is dual to the $\operatorname{SIP}(\alpha)$ with absorbing boundaries defined in definition 3 with respect to the following duality functions:

## 1. classical duality:

$$
\begin{equation*}
D(z, \xi)=T_{\ell}^{\xi_{0}} \cdot \prod_{i=1}^{N} \frac{\Gamma(\alpha)}{\Gamma\left(\alpha+\xi_{i}\right)} z_{i}^{\xi_{i}} \cdot T_{r}^{\xi_{N+1}} \tag{42}
\end{equation*}
$$

2. orthogonal duality:

$$
\mathfrak{D}_{T}(z, \xi)=\left(T_{\ell}-T\right)^{\xi_{0}} \cdot \prod_{i=1}^{N}(-T)^{\xi_{i}} \cdot{ }_{1} F_{1}\left(\begin{array}{c|c}
-\xi_{i} & \frac{z_{i}}{T}  \tag{43}\\
\alpha
\end{array}\right) \cdot\left(T_{r}-T\right)^{\xi_{N+1}}
$$

for all $T>0$. Above we wrote the orthogonal duality function in terms of the ${ }_{1} F_{1}$ hypergeometric function, that, for $n \in \mathbb{N}$, is defined (see section 1.4 of [25]) as ${ }_{1} F_{1}\left(\left.\begin{array}{c}-n \\ \alpha\end{array} \right\rvert\, x\right):=$ $\sum_{k=0}^{n} \frac{(-x)^{k}}{k!} \frac{n!}{(n-k)!} \frac{\Gamma(\alpha)}{\Gamma(\alpha+n)}$.

Proof. For the proof of item 1 we refer to theorem 4.1 of [8]. In order to prove the second item, we have to show that

$$
\begin{equation*}
\left[\mathcal{L}^{\mathrm{BEP}} \mathfrak{D}_{T}(\cdot, \xi)\right](z)=\left[L^{\mathrm{SIP}} \mathfrak{D}_{T}(z, \cdot)\right](\xi) \tag{44}
\end{equation*}
$$

Since both $\mathcal{L}^{\text {BEP }}$ and $L^{\text {SIP }}$ of a bulk term and two reservoir terms, it is sufficient to show that the duality relation for generators holds true term by term. The relation for the bulk terms of the generators has been proved in section 4.2 of [15], where it has been shown that, defining $d(\zeta, k)=(-T)^{k}{ }_{1} F_{1}\left(\left.\begin{array}{c}-k \\ \alpha\end{array} \right\rvert\, \frac{\zeta}{T}\right)$, for all $i \in\{1, \ldots, N-1\}$,

$$
\begin{equation*}
\left[\mathcal{L}_{i, i+1}^{\mathrm{BEP}} d_{T}\left(\cdot, \xi_{i}\right) \cdot d\left(\cdot, \xi_{i+1}\right)\right]\left(z_{i}, z_{i+1}\right)=\left[L_{i, i+1}^{\mathrm{SIP}} d\left(z_{i}, \cdot\right) \cdot d\left(z_{i+1}, \cdot\right)\right]\left(\xi_{i}, \xi_{i+1}\right) \tag{45}
\end{equation*}
$$

It is remains to show that the duality relation holds for the two boundary terms. i.e. that

$$
\begin{equation*}
\left[\mathcal{L}_{\text {left }}^{\mathrm{BEP}} \mathfrak{D}_{T}(\cdot, \xi)\right](z)=\left[L_{\text {left }}^{\mathrm{abs}} \mathfrak{D}_{T}(z, \cdot)\right](\xi) \quad \text { and } \quad\left[\mathcal{L}_{\text {right }}^{\mathrm{BEP}} \mathfrak{D}_{T}(\cdot, \xi)\right](z)=\left[L_{\mathrm{right}}^{\mathrm{abs}} \mathfrak{D}_{T}(z, \cdot)\right](\xi) . \tag{46}
\end{equation*}
$$

Being the two relations completely analogous, it is sufficient to prove one of them, we prove it for the left boundary. We note that $\mathcal{L}_{\text {left }}^{\text {BEP }}$ acts only on site one whereas $L_{\text {left }}^{\text {abs }}$ acts only on sites 0 and 1. For this reason it is sufficient to show that, for $d_{\ell}(k):=\left(T_{\ell}-T\right)^{k}$,

$$
\begin{equation*}
\left[\mathcal{L}_{\text {left }}^{\mathrm{BEP}} d_{\ell}\left(\xi_{0}\right) d\left(\cdot, \xi_{1}\right)\right]\left(z_{1}\right)=\left[L_{\text {left }}^{\mathrm{abs}} d_{\ell}(\cdot) d\left(z_{1}, \cdot\right)\right]\left(\xi_{0}, \xi_{1}\right) \tag{47}
\end{equation*}
$$

At this aim, using the hypergeometric relation satisfied by Laguerre polynomials (see section 9.12 in [25]), we find that

$$
\begin{equation*}
z_{1} \partial_{z_{1}}^{2} d\left(z_{1}, \xi_{1}\right)+\alpha \partial_{z_{1}} d\left(z_{1}, \xi_{1}\right)=\xi_{1} d\left(z_{1}, \xi_{1}-1\right) \tag{48}
\end{equation*}
$$

$$
\begin{equation*}
z_{1} \partial_{z_{1}} d\left(z_{1}, \xi_{1}\right)=\xi_{1} d\left(z_{1}, \xi_{1}\right)+\xi_{1} T d\left(z_{1}, \xi_{1}-1\right) . \tag{49}
\end{equation*}
$$

The above identities allow us to write the action of $\mathcal{L}_{\text {left }}^{\mathrm{BEP}}$ on $d\left(z_{1}, \xi_{1}\right)$ as an action on the variable $\xi_{1}$

$$
\begin{aligned}
{\left[\mathcal{L}_{\text {left }}^{\mathrm{BEP}} d_{\ell}\left(\xi_{0}\right) d\left(\cdot, \xi_{1}\right)\right]\left(z_{1}\right) } & =\left(T_{\ell}-T\right)^{\xi_{0}}\left[T_{\ell} \xi_{1} d\left(z_{1}, \xi_{1}-1\right)-\xi_{1} d\left(z_{1}, \xi_{1}\right)-\xi_{1} T d\left(z_{1}, \xi_{1}-1\right)\right] \\
& =\xi_{1}\left[\left(T_{\ell}-T\right)^{\xi_{0}+1} d\left(z_{1}, \xi_{1}-1\right)-\left(T_{\ell}-T\right)^{\xi_{0}} d\left(z_{1}, \xi_{1}\right)\right] \\
& =\left[L_{\text {left }}^{\mathrm{abs}} d_{\ell}(\cdot) d\left(z_{1}, \cdot\right)\right]\left(\xi_{0}, \xi_{1}\right)
\end{aligned}
$$

that concludes the proof.
Remark 2. The so called orthogonal duality function $\mathfrak{D}_{T}$ is related to the so-called generalized Laguerre polynomial via a normalizing factor only depending on the variable $\xi$. More precisely, the generalized Laguerre polynomial of degree $n$, variable $x$ and parameter $\alpha$ is defined as follows

$$
\mathfrak{L}_{\xi}^{(\alpha-1)}(z)=\frac{\Gamma(\alpha+\xi)}{\Gamma(\alpha) \xi!}{ }_{1} F_{1}\left(\left.\begin{array}{c}
-\xi  \tag{50}\\
\alpha
\end{array} \right\rvert\, z\right)
$$

and then the single site duality function $d$ is related to these via the following relation

$$
\begin{equation*}
d(\zeta, k)=(-T)^{k} \cdot \frac{\Gamma(\alpha) k!}{\Gamma(\alpha+k)} \cdot \mathfrak{L}_{k}^{(\alpha-1)}(\zeta) \tag{51}
\end{equation*}
$$

5.1.2. Duality properties for the asymmetric process. Once the duality relation for the symmetric process is proven we can invoke theorem 2 to extend the result to the ABEP.

Theorem 5 (duality between open ABEP and SIP with absorbing boundaries). The $\operatorname{ABEP}(\sigma, \alpha)$ with an open boundaries, with generator $\mathcal{L}^{\text {ABEP }}$ defined in (3)-(6), is dual to the $\operatorname{SIP}(\alpha)$ with absorbing boundaries defined in definition 3 with respect to the following duality functions:

## 1. classical duality:

$$
\begin{equation*}
D^{\sigma}(x, \xi)=T_{\ell}^{\xi_{0}} \cdot \prod_{i=1}^{N} \frac{\Gamma(\alpha)}{\Gamma\left(\alpha+\xi_{i}\right)}\left(g_{i}(x)\right)^{\xi_{i}} \cdot T_{r}^{\xi_{N+1}} \tag{52}
\end{equation*}
$$

2. orthogonal duality:

$$
\mathfrak{D}_{T}^{\sigma}(x, \xi)=\left(T_{\ell}-T\right)^{\xi_{0}} \cdot \prod_{i=1}^{N}(-T)^{\xi_{i}} \cdot{ }_{1} F_{1}\left(\left.\begin{array}{c}
-\xi_{i}  \tag{53}\\
\alpha
\end{array} \right\rvert\, \frac{g_{i}(x)}{T}\right) \cdot\left(T_{r}-T\right)^{\xi_{N+1}}
$$

for all $T>0$. Here $g$ is the map given in definition 1 .
Proof. The result is a natural consequence of theorem 4 and the second item of theorem 2.

## 6. Applications of duality

Due to irreducibility, the ABEP admits a unique stationary probability measure, that we will also call steady state and we will denote it by $\mu_{s s}$. When $T_{\ell}=T_{r}=T$ this is reversible and coincides with the measure $\mu_{T}$ computed in theorem 3. When $T_{\ell} \neq T_{r}$, reversibility is lost and $\mu_{s s}$ is no longer easy to compute. We will take advantage of the duality property proven
in the previous section to compute some particular observables of $\mu_{s s}$, and more precisely, the one and two-point correlations, with respect to $\mu_{s s}$, of the observables $\left\{e^{-\sigma E_{i}(x)}, i \in V\right\}$ that are inherently related to the non-local map $g$. We will informally call these quantities $\sigma$ exponential moments or correlations. The idea is to exploit the simplicity of the dual process that is symmetric interacting particle system. Moreover, the fact that dual particles are eventually absorbed at the boundaries, allow to compute the $\sigma$-exponential moments and correlations in terms of the absorption probabilities of the SIP particles.

To prove our results we use the fact that duality between two Markov generators implies duality in terms of semigroups. This means that, if $\left\{X_{t}\right\}_{t \geqslant 0}$ and $\left\{Y_{t}\right\}_{t \geqslant 0}$ are two Markov processes with state spaces $\Omega$ and $\Omega^{\text {dual }}$ respectively, whose generators are dual in the sense of definition (2) with respect to the duality function $D: \Omega \times \Omega^{\text {dual }} \rightarrow \mathbb{R}$, then for all $x \in \Omega, y \in$ $\Omega^{\text {dual }}$ and $t>0$,

$$
\begin{equation*}
\mathbb{E}_{x}\left[D\left(X_{t}, y\right)\right]=\mathbb{E}_{y}\left[D\left(x, Y_{t}\right)\right] \tag{54}
\end{equation*}
$$

where $\mathbb{E}_{x}$ is the expectation with respect to the law of the $\left\{X_{t}\right\}_{t \geqslant 0}$ process started at $x$, while $\mathbf{E}_{y}$ denotes expectation with respect to the law of the $\left\{Y_{t}\right\}_{t \geqslant 0}$ process initialized at $y$.

Proposition 1. Let $\mu_{s s}$ be the stationary measure of $\operatorname{ABEP}(\sigma, \alpha)$ with open boundaries defined in (3)-(6), then

$$
\begin{equation*}
\mathbb{E}_{\mu_{s s}}\left[e^{-\sigma E_{m}(x)}\right]=1-\sigma \alpha T_{\ell}(N-m+1)+\frac{\sigma \alpha}{N+1}\left(T_{r}-T_{\ell}\right) \frac{(m+N)(m-N-1)}{2} \tag{55}
\end{equation*}
$$

Proof. Let $\delta_{i} \in \Omega^{\text {dual }}$ the $\operatorname{SIP}(\alpha)$ configuration with just one particle at site $i \in V$, then

$$
D^{\sigma}\left(x, \delta_{i}\right)=\frac{\Gamma(\alpha)}{\Gamma(\alpha+1)} \cdot g_{i}(x)=\frac{e^{-\sigma E_{i+1}(x)}-e^{-\sigma E_{i}(x)}}{\sigma \alpha}=\frac{e^{-\sigma E_{i+1}(x)}}{\sigma \alpha}\left(1-e^{-\sigma x_{i}}\right) .
$$

If we initialize the dual $\operatorname{SIP}(\alpha)$ with one particle at site $i \in V$, the dynamics can be described by a continuous time random walk $\{i(t), t \geqslant 0\}$ moving on the lattice $V \cup V^{\text {res }}$ performing nearest-neighbor jumps at rate $\alpha$ and absorbed at boundary sites 0 and $N+1$. We will denote by $\mathbb{P}_{i}$ the probability distribution of this process initialized at time 0 from site $i \in V$. Then the stationary expectation of the quantity in the right hand side of (6) linearly interpolates between $T_{\ell}$ and $T_{r}$ :

$$
\begin{align*}
\mathbb{E}_{\mu_{s s}}\left[e^{-\sigma E_{i+1}(x)}\left(1-e^{-\sigma x_{i}}\right)\right]= & \mathbb{E}_{\mu_{s s}}\left[D^{\sigma}\left(x, \delta_{i}\right)\right]=\lim _{t \rightarrow \infty} \mathbb{P}_{i}\left(i_{t}=0\right) D^{\sigma}\left(x, \delta_{0}\right) \\
& +\mathbb{P}_{i}\left(i_{t}=N+1\right) D^{\sigma}\left(x, \delta_{N+1}\right) \\
= & \sigma \alpha\left(T_{\ell}+\left(T_{r}-T_{\ell}\right) \frac{i}{N+1}\right) \tag{56}
\end{align*}
$$

We take now the sum from $m$ to $N$ on both sides of equation (56) to get telescopic cancellation. Since $E_{N+1}=0$, we get

$$
\begin{equation*}
\mathbb{E}_{\mu_{s s}}\left[1-e^{-\sigma E_{m}(x)}\right]=\sum_{i=m}^{N}\left(\sigma \alpha T_{\ell}+\sigma \alpha\left(T_{r}-T_{\ell}\right) \frac{i}{N+1}\right) \tag{57}
\end{equation*}
$$

from which follows the result.
In the next proposition we will show how to relate the above observation to gather information on the stationary $\sigma$-exponential expectation of the partial energies.

Remark 3. Notice that the observables $\left\{e^{-\sigma E_{i}(x)}, i \in V\right\}$ are reminiscent of the microscopic Cole-Hopf transform (known as the Gärtner transform that has been defined in [20] for the asymmetric exclusion process). The Cole-Hopf transform has been used in the literature to connect the KPZ equation for random growing interfaces and the stochastic heat equation. As remarked in [12], the first hint that such transform is available relies on the existence of a Markov duality relation.

In order to compute the stationary two-point correlation of the exponential observables $\left\{e^{-\sigma E_{i}(x)}, i \in V\right\}$ we use the same strategy used in the proof of proposition 1 to compute the $\sigma$-exponential moments. In this case, though, we initialize the dual system with two (and no longer one) particles.

Proposition 2. Let $\mu_{s s}$ be the stationary measure of $\operatorname{ABEP}(\sigma, \alpha)$ with open boundaries defined in (3)-(6), then

$$
\begin{aligned}
& \mathbb{E}_{\mu_{s s}}\left[e^{-\sigma E_{m}(x)} e^{-\sigma E_{n}(x)}\right] \\
& =1-\sigma \alpha T_{\ell}(2 N-m-n+2)+\frac{\alpha \sigma}{2(N+1)}\left(T_{r}-T_{\ell}\right)\left[m^{2}+n^{2}-2 N^{2}-2 N-m-n\right] \\
& \quad+\frac{(\sigma \alpha)^{2}(1-m+N)(1-n+N)}{2(N+1)(1+\alpha(N+1))}\left[T_{\ell}^{2}(N-m+2)\left(1+\frac{\alpha}{2}(N-n+2)\right)\right. \\
& \left.\quad+T_{r}^{2}(N+n)\left(1+\frac{\alpha}{2}(N+m)\right)+T_{\ell} T_{r}(m(1-\alpha(n-1))-n+\alpha(n+N(N+2)))\right] \\
& \quad+\frac{(2 \sigma)^{2} \alpha(1-n+N)}{2(N+1)(1+\alpha(N+1))}\left[T _ { \ell } ^ { 2 } \left(\frac{\alpha}{3}\left(2 n^{2}+2 N^{2}+2 n N-n+N\right)\right.\right. \\
& \left.\quad-(n+N)[2 \alpha(N+1)+1]+2 N+1+2 \alpha(N+1)^{2}\right) \\
& \quad+T_{r}^{2}\left(\frac{\alpha}{3}\left(2 n^{2}+2 N^{2}+2 n N-n+N\right)+(n+N)-1\right) \\
& \left.\quad+2 T_{\ell} T_{r}\left(-\frac{\alpha}{3}\left(2 n^{2}+2 N^{2}+2 n N-n+N\right)+(n+N)(\alpha(N+1)-1)+1\right)\right]
\end{aligned}
$$

where $m \leqslant n$.
Proof. Let $\xi=\delta_{i}+\delta_{j} \in \Omega^{\text {dual }}$ be the dual configuration with two particles at sites $i, j \in V, i \neq j$. The duality function evaluated in $\xi$ is then given by

$$
\begin{equation*}
D^{\sigma}\left(x, \delta_{i}+\delta_{j}\right)=\frac{e^{-\sigma E_{i+1}(x)}-e^{-\sigma E_{i}(x)}}{\sigma \alpha} \cdot \frac{e^{-\sigma E_{j+1}(x)}-e^{-\sigma E_{j}(x)}}{\sigma \alpha} \tag{58}
\end{equation*}
$$

Considering the expectation with respect to the stationary measure:

$$
\begin{align*}
\mathbb{E}_{\mu_{s s}} & {\left[\left(e^{-\sigma E_{i+1}(x)}-e^{-\sigma E_{i}(x)}\right)\left(e^{-\sigma E_{j+1}(x)}-e^{-\sigma E_{j}(x)}\right)\right]=(\sigma \alpha)^{2} \cdot \mathbb{E}_{\mu_{s s}}\left[D^{\sigma}\left(x, \delta_{i}+\delta_{j}\right)\right] }  \tag{59}\\
= & (\sigma \alpha)^{2} \lim _{t \rightarrow \infty}\left\{\mathbb{P}_{i, j}\left(i_{t}=0, j_{t}=0\right) D^{\sigma}\left(x, 2 \delta_{0}\right)+\mathbb{P}_{i, j}\left(i_{t}=N+1, j_{t}=N+1\right) D^{\sigma}\left(x, 2 \delta_{N+1}\right)\right. \\
& \left.+D^{\sigma}\left(x, \delta_{0}+\delta_{N+1}\right)\left(\mathbb{P}_{i, j}\left(i_{t}=0, j_{t}=N+1\right)+\mathbb{P}_{i, j}\left(i_{t}=N+1, j_{t}=0\right)\right)\right\} \\
= & (\sigma \alpha)^{2}\left\{T_{\ell}^{2} \frac{[1+\alpha(N+1-i)](N+1-j)}{(N+1)(1+\alpha(N+1))}+T_{r}^{2} \frac{i(1+\alpha j)}{(N+1)(1+\alpha(N+1))}\right.  \tag{60}\\
& \left.+T_{\ell} T_{r} \frac{[\alpha(N+1)-1] i+[1+\alpha(N+1)] j-2 \alpha i j}{(N+1)(1+\alpha(N+1))}\right\} \tag{61}
\end{align*}
$$

where $\mathbb{P}_{i, j}$ is the probability distribution associated to two dual $\operatorname{SIP}(\alpha)$ particles $\{(i(t), j(t)), t \geqslant$ $0\}$. On the other hand, if $i=j$ we have:

$$
\begin{equation*}
D^{\sigma}\left(x, 2 \delta_{i}\right)=\frac{\left(e^{-\sigma E_{i+1}(x)}-e^{-\sigma E_{i}(x)}\right)^{2}}{\alpha(\alpha+1) \sigma^{2}} \tag{62}
\end{equation*}
$$

and considering the expectation with respect to the stationary measure:

$$
\begin{align*}
\mathbb{E}_{\mu_{s s}} & {\left[\left(e^{-\sigma E_{i+1}(x)}-e^{-\sigma E_{i}(x)}\right)^{2}\right]=\mathbb{E}_{\mu_{s s}} \alpha(\alpha+1) \sigma^{2} D^{\sigma}\left(x, 2 \delta_{i}\right) }  \tag{63}\\
= & \alpha(\alpha+1) \sigma^{2} \lim _{t \rightarrow \infty}\left\{\mathbb{P}_{i, i}\left(i_{t}=0, i_{t}=0\right) D^{\sigma}\left(x, 2 \delta_{0}\right)\right. \\
& +\mathbb{P}_{i, i}\left(i_{t}=N+1, i_{t}=N+1\right) D^{\sigma}\left(x, 2 \delta_{N+1}\right) \\
& \left.+D^{\sigma}\left(x, \delta_{0}+\delta_{N+1}\right)\left(\mathbb{P}_{i, i}\left(i_{t}=0, i_{t}=N+1\right)+\mathbb{P}_{i, i}\left(i_{t}=N+1, i_{t}=0\right)\right)\right\} \\
= & \alpha(\alpha+1) \sigma^{2}\left\{T_{\ell}^{2} \frac{2(N+1-i)(\alpha(N+1-i)+1)-1}{2(N+1)(\alpha(N+1)+1)}\right.  \tag{64}\\
& \left.+T_{r}^{2} \frac{2 i(1+\alpha i)-1}{2(N+1)(\alpha(N+1)+1)}+T_{\ell} T_{r} \frac{(\alpha(N+1)-1) i+(\alpha(N+1)-1) i-2 \alpha i^{2}+1}{(N+1)(\alpha(N+1)+1)}\right\} \\
= & \alpha(\alpha+1) \sigma^{2}\left\{T_{\ell}^{2} \frac{2 \alpha i^{2}+(-4 \alpha N-4 \alpha+2) i+\left(2 \alpha N^{2}+4 \alpha N+2 \alpha-2 N-3\right)}{2(N+1)(\alpha(N+1)+1)}\right.  \tag{65}\\
& \left.+T_{r}^{2} \frac{2 \alpha i^{2}+2 i-1}{2(N+1)(\alpha(N+1)+1)}+T_{\ell} T_{r} \frac{-2 \alpha i^{2}+2 i(\alpha N+\alpha-1)+1}{(N+1)(\alpha(N+1)+1)}\right\} .
\end{align*}
$$

This allows us to gather informations on the two-point $\sigma$-exponential stationary correlations. To achieve this we take a double sum in equation (63), one from $m$ to $N$ and one from $n$ to $N$. By telescopic arguments one then gets

$$
\begin{align*}
\mathbb{E}_{\mu_{s s}}\left[e^{-\sigma E_{m}(x)} e^{-\sigma E_{n}(x)}\right]= & \mathbb{E}_{\mu_{s s}}\left[e^{-\sigma E_{m}(x)}\right]+\mathbb{E}_{\mu_{s s}}\left[e^{-\sigma E_{n}(x)}\right]-1 \\
& +(\sigma \alpha)^{2} \sum_{i=m}^{N} \sum_{j=n}^{N}\left\{T_{\ell}^{2} \mathbb{P}_{i, j}\left(i_{t}=0, j_{t}=0\right)+T_{r}^{2} \mathbb{P}_{i, j}\left(i_{t}=N+1, j_{t}=N+1\right)\right. \\
& \left.+T_{\ell} T_{r}\left[\mathbb{P}_{i, j}\left(i_{t}=0, j_{t}=N+1\right)+\mathbb{P}_{i, j}\left(i_{t}=N+1, j_{t}=0\right)\right]\right\} \\
& +(2 \sigma)^{2} \alpha \sum_{i=n}^{N}\left\{T_{\ell}^{2} \mathbb{P}_{i, i}\left(i_{t}=0, i_{t}=0\right)+T_{r}^{2} \mathbb{P}_{i, i}\left(i_{t}=N+1, i_{t}=N+1\right)\right. \\
& \left.+T_{\ell} T_{r}\left[\mathbb{P}_{i, i}\left(i_{t}=0, i_{t}=N+1\right)+\mathbb{P}_{i, i}\left(i_{t}=N+1, i_{t}=0\right)\right]\right\} \tag{66}
\end{align*}
$$

where the first two terms on the right hand side have been computed in the previous theorem. To conclude the proof it remains to are plug in the expression above the absorption probabilities of two dual $\operatorname{SIP} \alpha$ particles absorbed at the boundaries 0 and $N+1$. These are harmonic function of the two dimensional Laplacian. They solve a systems of discrete equations with appropriate boundary conditions. We show how to get $p_{i, j}:=\mathbb{P}_{i, j}\left(i_{t}=0, j_{t}=0\right)$ for $i, j \in V$ as the others can be found similarly.

$$
\left\{\begin{array}{l}
4 p_{i, j}=p_{i-1, j}+p_{i+1, j}+p_{i, j-1}+p_{i, j+1}  \tag{67}\\
2 p_{i, i}=p_{i-1, i}+p_{i, i+1}
\end{array}\right.
$$

for the first two equations we get that

$$
p_{i, j}=A i+B j+C i j+D \quad \text { for } \quad i \neq j
$$

and

$$
p_{i, i}=(A+B) i+C i^{2}+D+\frac{B-A}{2} .
$$

Three of the unknown can be found using the boundary conditions:

$$
\left\{\begin{array}{l}
p_{0,0}=D=1  \tag{68}\\
p_{0, j}=B j+D=1-\frac{j}{N+1} \\
p_{N+1, N+1}=A(N+1)+B(N+1)+C(N+1)^{2}+D=0
\end{array}\right.
$$

while the last one can be found conditioning on the first jump, i.e.

$$
(4 \alpha+2) p_{i, i+1}=\alpha p_{i-1, i+1}+\alpha p_{i, i+2}+(\alpha+1) p_{i, i}+(\alpha+1) p_{i+1, i+1} .
$$

This leads to the following solutions for the four unknown

$$
\left\{\begin{array}{l}
A=-\frac{\alpha}{1+\alpha(N+1)}  \tag{69}\\
B=-\frac{1}{N+1} \\
C=\frac{\alpha}{(1+N)(1+\alpha(N+1)} \\
D=1
\end{array} .\right.
$$

Finally we obtain

$$
\begin{align*}
\mathbb{P}_{i, j}\left(i_{t}=0, j_{t}=0\right)=p_{i, j}= & \frac{(N+1-j)(\alpha(-i+N+1)+1)}{(N+1)(\alpha(N+1)+1)} \\
& -\frac{1}{2(N+1)(\alpha(N+1)+1)} \mathbb{1}_{\{i=j\}} \tag{70}
\end{align*}
$$

for the absorption probabilities of both particles to the left. Similarly one can get the absorption probabilities of both particles to the right:

$$
\begin{align*}
\mathbb{P}_{i, j}\left(i_{t}=N+1, j_{t}=N+1\right)=p_{i, j}= & \frac{i(1+\alpha j)}{(N+1)(\alpha(N+1)+1)} \\
& -\frac{1}{2(N+1)(\alpha(N+1)+1)} \mathbb{1}_{\{i=j\}} \tag{71}
\end{align*}
$$

and the absorption probability of one particle to the left and one to the right

$$
\begin{align*}
& \mathbb{P}_{i, j}\left(i_{t}=0, j_{t}=N+1\right)+\mathbb{P}_{i, j}\left(i_{t}=N+1, j_{t}=0\right) \\
& \quad=p_{i, j}=\frac{(\alpha(N+1)-1) i+(\alpha(N+1)-1) j-2 \alpha i j}{(N+1)(\alpha(N+1)+1)} \\
& \quad+\frac{1}{(N+1)(\alpha(N+1)+1)} \mathbb{1}_{\{i=j\}} . \tag{72}
\end{align*}
$$

Substituting these expressions in (66) we obtain the result.
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