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Abstract

When building classification models of complex systems with many classes,

the traditional chemometric approaches such as discriminant analysis or soft

independent modeling of class analogy often fail. Some people resort to

advanced deep neural network, but this is only an option if there is access to

very many samples. Another alternative often used is to build hierarchical

models where subclasses are sort of peeled off one or a few at a time. Such

approaches often outperform classical classification as well as deep neural net-

work on small multi-class problems. The downside though is that it is very

cumbersome to build such hierarchies of models. It requires substantial work

of a skilled person. In this paper, we develop a fully automated approach for

building hierarchical models and test the performance on a number of classifi-

cation problems.

KEYWORD S

automation, classification, hierarchical

1 | INTRODUCTION

Building chemometric classification models has often been done with partial least squares regression discriminant anal-
ysis, partial least squares discriminant analysis (PLS-DA), soft independent modeling of class analogy, SIMCA,1,2 or
similar methods. These methods work very well even with highly collinear data, but it is commonly known that they
do not perform well when there are very many classes to separate. An example of this is presented by Singh et al.3

where 35 types of barley are analyzed using near-infrared hyperspectral imaging with the aim to discriminate varieties.
The study showed that PLS-DA decreases abruptly in performance as the number of varieties grows. In particular, the
sensitivity decreases from 100% to 49% when the number of varieties passed from two to 35. If there are many samples
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available, typically in the order of way above thousands, then deep learning may be a viable alternative, but when this
is not the case, alternatives must be found. Several approaches have been suggested for handling the so-called many
class classification problem. Important methods that can be mentioned are decision trees, k-nearest neighbor, and sup-
port vector machines.4 Also, methods such as one versus all and one versus one are frequently used.5 However, the most
common approach in chemometrics is to develop hierarchical classification models typically but not exclusively based
on PLS-DA models.6,7

It may require days of work to set up a hierarchical classification model, and typically, a lot of trial and error is
needed for finding a suitable way to divide up the classification problem. The number of possible hierarchical models
describing n0 classes can be calculated as the number of possible semilabeled trees with n0 leaves and no vertices of
out-degree one8:
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This number grows faster than O exp n0ð Þð Þ, which makes exhaustive evaluation of all possible models infeasible, and
also means that only adequately skilled persons are able to benefit from the advantages of such models. In this paper,
we seek to develop a fully automated hierarchical classification model.

2 | THEORY

We suggest an automated approach for building hierarchical models. The approach is based on a crucial observation. It
is often difficult to qualify which groups can best be separated especially when classes are not well separated. On the
other hand, it is often easy to ascertain which models are definitely not possible to separate. Rather than trying to find
good candidate classes to separate, we will instead take a “negative” approach and look for classes that we can defi-
nitely not separate well. Such classes will initially be merged into a pseudo-class, and we will then investigate if the
classification problem is now easier to handle.

In short, our algorithm proceeds as follows assuming we have C classes, and for each class, we have a dataset Xc

and assuming that one global model is not already giving perfect classifications.

3 | AUTOMATIC HIERARCHICAL CLASSIFICATION MODEL BUILDER
(AHIMBU)

1. Run binary classification models of each class versus each class.
2. Select the two classes that have the lowest success rate (classification error) and merge them into one class. The min-

imum cross-validated nonerror rate is used to estimate the classification error.
3. If all classes can now be perfectly separated in one total classification model or if there are only two classes

remaining, then stop and build a classification model to separate these. If not, then go to step one.
4. Repeat the procedure for classified groups that consisted of combined classes.

4 | DATA

The algorithm has been tested on different datasets. They present increasing levels of complexity: from a 3-class prob-
lem to an 18-class dataset. Most of the data sets have been described in detail in other publications and will only be
shortly described here. In order to test the goodness of the algorithm, each dataset has been split into a calibration and
a validation set, in a percentage 75%–25% using the Kennard–Stone algorithm. The classification results will be given in
terms of true positive ratio (TPR), the ratio between the number of samples rightly categorized as true and the total
number of samples of a class.
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All chemometric treatment was performed with Matlab software (MATLAB® R2019b MathWorks) and using
PLS_Toolbox 8.9.1 (Eigenvector Research Inc., USA). The AHIMBU algorithm can be downloaded together with the
data but is also integrated in PLS_Toolbox from version 9.2 and onwards. The publicly available data and the algorithm
can be found at https://sid.erda.dk/share_redirect/eliS6vjC43 [Aug 29, 2022]. The following data sets can be found in
this location: Sugar, Chickpeas, Saffron, Chimiométrie, and Blood. Furthermore, the White Fish data set is available for
download as specified in the description of this data set.

4.1 | Sugar

This dataset9 contains 41 ordinary white sugar samples from three different sugar factories (coded by C, D, F). Ten dif-
ferent quality parameters were analyzed: ash content, color, turbidity, two types of grain sizes, SO2, invert sugar, floccu-
lation, residue, and amino-nitrogen. They can be used as chemical fingerprints to identify the factory site origin.
Autoscaling was used as preprocessing, and the target is to classify which factory a sample comes from.

4.2 | Chickpeas

This dataset contains 70 samples of chickpeas (Cicer arietinum L.) harvested in the Italian territories of Cicerale
(Campania), Valentano (Lazio), and Navelli (Abruzzo) in 2019, and the task is to see if we can classify which region a
sample is coming from.10 The samples were characterized by determination of the content of 10 elements (Ca, K, P,
Mg, Mo, Cu, Fe, Mn, Zn, and Sr) with inductively coupled plasma-optical emission spectrometry (ICP-OES). The data
set was preprocessed using mean centering.

4.3 | Saffron

Unpublished data, courtesy of Francesca Di Donato, PhD student. Three hundred and fifty-three saffron samples com-
ing from the main production areas of Italy (Abruzzo, Campania, Friuli-Venezia Giulia, Sardinia, Sicily, Umbria,
Emilia-Romagna, Tuscany, Basilicata, Liguria, Veneto, Apulia, Latium, and Molise) and belonging to six production
years (from 2015 to 2020) were directly provided by the producers of the related Consortia. The saffron stigmas were
gently ground in a mortar, and the multispectral imaging of the ground sample was performed using a VideometerLab
Instrument (https://videometer.com, Accessed March 7, 2022) measuring 18 specific wavelengths from ultraviolet
(430, 450, 470, 505, 565, 590, 630, 645, 660, and 700 nm) to near-infrared11(850, 870, 890, 910, 920, 940, 950, and
970 nm). The mean spectrum was calculated on the region of interest of each multispectral image. The preprocessing
used was mean centering. The classification task is to classify which of the six production years a sample is
coming from.

4.4 | Potatoes

This dataset contains information about eight different potatoes species (Solanum tuberosum L.): three of them grown
in the area of Majella National Park (Abruzzo, Italy) and five commercial varieties cultivated in the same area.11 A total
of 279 attenuated total reflectance Fourier transform infrared (ATR-FTIR) spectra (in the range of 4000–940 cm�1) was
used to acquire a fingerprint of the tuber flesh composition. Preprocessing was SNV followed by mean centering, and
the classification problem was to predict which of the eight production sites a sample came from.

4.5 | Chimiométrie

This dataset was originally used as part of a chemometric challenge (Data challenge of the Chimiométrie
2018 conference). It contains NIR absorbance data of about 10 different kinds of animal feed and additives.
The provided 3903 spectra are raw absorbances directly extracted from several standardized FOSS instruments.
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The data were preprocessed with mean centering [chemom2018.sciencesconf.org/resource/page/id/5.html, Mar
5, 2022].

4.6 | Blood

This dataset contains different bloodstain (human and animal) and common false positive (lipstick, soy sauce,
jam, ketchup, pepper sauce, balsamic vinegar, and red wine). Those samples were deposited on 10 different fabrics
of two types (five synthetic and five cotton-based), dried for 3 days, and hyperspectral imagens were acquired in a
spectral range of 928 to 2524 nm.7 Noise and scattering effects were minimized by reducing the working range to
1187–2265 nm. The preprocessing adopted was smoothing through a Savitzky–Golay filter (11-point window wid-
ths, second-order polynomial), SNV, generalized least squared weighting (GLSW) where the source of clutter is
the x-block classes which is used to suppress the effect of the differences between the matrices of different classes
and mean centering. The class target is whether the sample contains human or animal blood or whether it is a
“common false positive”.

4.7 | White fish

This dataset contains information of seven species of white fish: turbot (Psetta maxima), panga (Pangasius hypo-
phthalmus), alaskan pollock (Theragra chalcograma), tilapia (Oreochromis Niloticus), sole (Solea solea, wild and Solea
senegalensis, farmed), seabass (Dicentrarchus labrax), and cod (Gadus morhua), collected during 3 years. For each sam-
ple, the NIR spectra (from 900 to 1650 nm) were collected with a hand-held device (MicroNIR OnSite from Viavi) in
fresh, frozen, and thawed state. The data set was mean centered. The class target is a combination of the seven species
in the three different states, for a total of 18 classes (three species are not present in the fresh state). The data can be
downloaded at https://www.azti.es/en/withefish-database/ (June 2, 2022).

5 | RESULTS

Rather than providing details on all data sets, we will show some example results and then present an overview of the
performance on all data sets. We will start with a simple problem of three classes. We have quality parameters of sugar
samples produced at three different sugar factories. As can be seen from a principal component analysis (PCA) score
plot (Figure 1), one class is easily separated but two classes overlap quite a lot.

FIGURE 1 A simple three-class problem
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Hence, according to our suggested algorithm, we will initially merge factory C and D into on class and then make a
classification model separating those two from factory F. Subsequently, we will make a classification model separating
C from D. The resulting hierarchical model as derived using AHIMBU is shown in Figure 2. In the supporting informa-
tion, we have provided a more detailed description of the process.

In this case, the dataset is very simple, yet a PLS-DA will give back an average of 85% as TPR (or sensitivity) when
tested with a validation set. The application of the hierarchical model allows us to achieve a perfect classification (100%
as TPR).

Moving up to a more challenging classification problem, we can see a score plot of the Chimiométrie dataset in
Figure 3. We can see that every class is overlapped with at least one other class.

A classical classification model such as PLS-DA fails when trying to build one global model to separate all classes.
Yet, it remains a challenge to manually set up a hierarchical model and it is also quite time-consuming and frustrating.
With the AHIMBU approach though, we automatically get a hierarchical model as shown in Figure 4.

This hierarchical model is made by nine different PLS-DA models, represented as nodes or rules. In each node, the
class or classes with the lowest misclassification error are peeled off and separated from the others.

As shown in Table 1, with using one global PLS-DA model, a good classification can be achieved. However, in a few
classes, the TPR is far from satisfying (e.g., for grass silage and milk powder and whey). Thus, there is a significant

FIGURE 2 The hierarchical tree obtained with our automatic hierarchical classification model builder (AHIMBU) algorithm

FIGURE 3 Principal component analysis (PCA) score plot of a data set of Chimiométrie preprocessed with mean centering
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improvement in the sensitivity after modeling the data with AHIMBU. The TPR goes from an average of 79% to an
average of 96%, and hence, the classification is almost perfect. Every class is predicted with at least a better TPR. More-
over, this process of getting the hierarchical model is very fast taking minutes which is orders of magnitude faster than
a manual approach.

It is worth noticing that at the fifth node in Figure 4, AHIMBU peeled off two classes at a time instead of one as at
the other nodes. Taking a glimpse at the PCA score plot in Figure 3, it can be seen that those two classes, namely, “grass
silage” and “mais wp,” are almost completely overlapped. Hence, in the binary classification of the AHIMBU workflow,
those classes returned the highest error, and the algorithm put them together in a new combined class, as explained in
the algorithm. Moreover, this new class is now easily separable from all the other classes.

The results for all data sets are shown in Table 2. The column Manual shows the classification results for a manually
derived hierarchical classification model. For the simpler models that approach is often the same as the automatic
models but for more complex models, there can be differences.

Comparing the performance of the classical PLS-DA with the hierarchical model (both the automatic and the man-
ual), we can see that we always obtain worse or the same results using just one PLS-DA model. The only time in which
we obtain the same result as the hierarchical model is in the Chickpeas dataset. In that case, we obtain a perfect separa-
tion (100% in sensitivity) because the classification problem is extremely simple. In fact, with just a simple PCA, we are
able to clearly separate each class visually.

On the other hand, comparing the performance of the automatic model builder with the manual model builder, we
can see that they both give pretty similar, and almost comparable, TPR. From this, we can conclude that a hierarchical
model is the right approach when we face a classification problem with many classes. Furthermore, and more

FIGURE 4 The hierarchical model obtained from the Chimiométrie dataset

TABLE 1 Classification results (TPR) comparing one global PLS-DA model with a hierarchical approach

PLS-DA AHIMBU Manual

Rapeseed (ung) 1 99% 98% 98%

Grass silage 2 44% 98% 98%

mais wp 3 62% 100% 100%

Corn gluten 4 75% 100% 100%

Full fat soya 5 76% 96% 96%

Soya meal 6 91% 98% 98%

Sunflower seed (gr) 7 100% 100% 100%

Animal feed 8 86% 98% 98%

Wheat (ung) 9 100% 100% 100%

Milk powder and whey 10 55% 70% 70%

Tot 79% 96% 96%

Note: Results are from applying the developed models on a test set.
Abbreviations: AHIMBU, automatic hierarchical classification model builder; TPR, true positive ratio.
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importantly, we can conclude that AHIMBU is a convenient tool, since it is able to return a hierarchical model with
performances comparable with a manual approach. For the very complex data sets, a manual approach can be
extremely time-consuming.

In fact, for all the complex data sets (Potatoes, Chimiométrie, Blood), we were not able to develop a hierarchical
model within a reasonable time. Instead, we took the tree from the AHIMBU model and implemented it manually. The
differences in errors lay only in a different number of components chosen in some of the PLS-DA models.

6 | CONCLUSIONS

In this paper, a new tool for automatic classification model building was presented. In classification problems with large
number of classes, a PLS-DA model will eventually fail, and a hierarchical model approach is needed. This new
approach gives the opportunity to obtain nice results comparable with a manual approach and without substantial
work of a skilled data scientist needed. AHIMBU was tested on seven different datasets, with increasing level of com-
plexity. The performances have shown that a classic PLS-DA model performs worse compared with AHIMBU especially
with complex data sets. Also, the algorithm returns equal or at least similar performances when compared with a man-
ual approach.
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