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Abstract: Different in-memory computing paradigms enabled by emerging non-volatile memory
technologies are promising solutions for the development of ultra-low-power hardware for edge com-
puting. Among these, SIMPLY, a smart logic-in-memory architecture, provides high reconfigurability
and enables the in-memory computation of both logic operations and binarized neural networks
(BNNs) inference. However, operation-specific hardware accelerators can result in better performance
for a particular task, such as the analog computation of the multiply and accumulate operation for
BNN inference, but lack reconfigurability. Nonetheless, a solution providing the flexibility of SIMPLY
while also achieving the high performance of BNN-specific analog hardware accelerators is missing.
In this work, we propose a novel in-memory architecture based on 1T1R crossbar arrays, which
enables the coexistence on the same crossbar array of both SIMPLY computing paradigm and the
analog acceleration of the multiply and accumulate operation for BNN inference. We also highlight
the main design tradeoffs and opportunities enabled by different emerging non-volatile memory
technologies. Finally, by using a physics-based Resistive Random Access Memory (RRAM) compact
model calibrated on data from the literature, we show that the proposed architecture improves
the energy delay product by >103 times when performing a BNN inference task with respect to a
SIMPLY implementation.

Keywords: BNN; logic-in-memory; RRAM; SIMPLY

1. Introduction

The demand for more ubiquitous edge computing promoted by the rapidly growing
volume of data exchanged over the communication network by devices for the Internet
of Things (IoT) requires the development of more energy-efficient computing architec-
tures [1,2]. Accordingly, several new computing paradigms [3–10] have been proposed,
encouraging a departure from the traditional von Neumann architecture. All these new
computing approaches aim at performing computation directly inside the memory by
exploiting novel emerging non-volatile memory (ENVM) technologies, therefore bypass-
ing the main performance bottleneck of traditional von Neumann architectures, i.e., the
communication between the memory and the processing unit over a slow bus. While
operation specific hardware accelerators can achieve very high performance when ex-
ecuting a specific task, the possibility to reconfigure the type of operations computed
in-memory may benefit resource-constrained devices for edge computing applications [11].
Among in-memory computing paradigms providing reconfigurability [4,12–16], architec-
tures based on resistive memory devices and the material implication (IMPLY) logic are a
promising solution [13]. Also, a smart IMPLY (SIMPLY) [17] architecture was proposed
for solving the reliability issues of conventional IMPLY-based architectures demonstrating
high reliability and high energy efficiency when implementing logic operations. Recently,
a binarized neural network (BNN) [18] implementation based on the SIMPLY architecture
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was proposed [19,20] and shown to improve energy efficiency with respect to conventional
embedded system implementations. Nevertheless, specific BNN hardware accelerators
based on resistive memory technologies [21–25] which accelerate in analog the multiply and
accumulate (MAC) operation can achieve higher performance if properly designed, lacking,
however, reconfigurability options. Thus, a solution enabling the coexistence of both com-
puting approaches on the same resources would enable the development of reconfigurable
ultra-low-power edge computing hardware, but such a solution is still missing.

In this work, we design a new in-memory computing architecture enabling the coex-
istence on the same 1T1R crossbar array of both the SIMPLY logic-in-memory paradigm
and the analog acceleration of the multiply and accumulate operation for BNN inference
applications. We analyze the design tradeoffs of the proposed architecture and indicate
the opportunities and limitations introduced using different emerging non-volatile mem-
ory technologies. Finally, exploiting a physics-based Resistive Random Access Memory
(RRAM) compact model calibrated on a TiN/HfOx/AlOx/Pt RRAM technology from the
literature [26], we benchmark with respect to a SIMPLY implementation the performance
improvements for an inference task on a BNN provided by the novel architecture.

2. Results
2.1. Logic-in-Memory and the SIMPLY Architecture
2.1.1. Material Implication Logic

The IMPLY logic is based on two logic operations, i.e., the IMPLY, the truth table
of which is shown in Figure 1c, and the FALSE which always results in a logic zero.
These two operations can be implemented with RRAM devices and the circuit shown in
Figure 1a, which comprises a resistor (i.e., RG in Figure 1a), a control logic and analog
tri-state buffers to deliver appropriate voltages to RRAM devices. Since the IMPLY and
the FALSE form a complete logic group, all logic operations can be implemented with a
sequence of these two operations [27]. In this framework, logic bits are mapped to RRAM
devices resistances, and a logic 0 and a logic 1 are encoded into a high-resistive state
(HRS) or low-resistive state (LRS), respectively. When performing computations RRAMs
act at the same time both as the inputs and the outputs of computation. In particular, to
perform an IMPLY operation between two bits (i.e., P and Q in Figure 1b,c), the control logic
simultaneously drives the top electrodes of the two input RRAM devices with two voltage
pulses with amplitudes VCOND and VSET (see Figure 1b) on the two devices, respectively.
By determining an appropriate value for VSET and VCOND voltages, which must satisfy
all the different requirements for each input combinations reported in Figure 1c, the state
of the device receiving VCOND (i.e., P in Figure 1b,c) never changes while the state of
the other device (i.e., Q in Figure 1b,c) changes according to the IMPLY truth table (see
Figure 1c, where Q’ is the state of Q after the IMPLY operation execution). The FALSE
operation is executed by applying a negative voltage pulse with amplitude VFALSE to a
single device to reset it into a HRS (see Figure 1d). However, this IMPLY scheme is affected
by several reliability challenges, such as logic state degradation and small tolerance to
voltage variations, which hinder its implementation [28,29].

2.1.2. SIMPLY

A solution to the reliability issues affecting the conventional IMPLY architecture is the
SIMPLY architecture [17]. In SIMPLY, the computation of the IMPLY operation is split into
two steps, i.e., a read step and a conditional write step. As shown in the IMPLY truth table
(see Figure 1c), the state of Q, which is the device storing the result of the IMPLY operation,
changes only when both P and Q (i.e., the inputs of the IMPLY operation) are in HRS. This
condition can be detected by applying two simultaneous small read voltage pulses with
amplitude VREAD to P and Q and comparing the voltage across RG (VN) with a threshold
(VTH) using a comparator, as shown in Figure 2a. In fact, VN is lower when both inputs are
zero than in all the other cases (see Figure 2b), providing a sufficient read margin (RM) for
the comparator. The output of the comparator is fed to a control logic which then pulses
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VSET on Q only when necessary. By using a sufficiently low VREAD voltage the problem
of logic state degradation is effectively solved [17]. Also, the drivers in the peripheral
circuitry of the array can be simplified, as VCOND is no longer required. In addition, the
high VSET voltage pulse is applied only in the first case of the truth table, while in the
other three cases the main energy consumption is due to the small VREAD pulses and the
comparator. As described in previous works [19,20], the latter can be implemented with
the voltage sense amplifier (VSA) in Figure 2d, which is fast and energy efficient (i.e., the
VSA implemented with a 45 nm technology from [30], and a VDD of 2V dissipated just 8 fJ
per comparison on average). Therefore, SIMPLY considerably improves the energy per
IMPLY operation in three out of four cases of the truth table compared to the conventional
IMPLY architecture [17,19].
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Figure 1. (a) Circuit implementing the elementary IMPLY logic gate. (b) Driving voltage scheme
implementing the P IMPLY Q operation. (c) IMPLY operation truth table highlighting the contrasting
requirements on VSET and VCOND for a reliable gate functionality. Q’ represents the state of Q after
the IMPLY operation execution. (d) Driving voltage scheme implementing the FALSE Q operation.
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lines) and pulses VFALSE accordingly. (d) Voltage sense amplifier implemented and simulated with a 45nm technology [30].
All FETs have minimum size (i.e., L = 50 nm W = 90 nm).
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To further improve the energy efficiency, the same approach can be used for the FALSE
operation [19,20]. When a device is in HRS the high VFALSE voltage results in unnecessary
energy dissipation. This can be prevented by first reading the state of the device and then
applying the VFALSE only when the device is in LRS (see Figure 2c). The effectiveness in
reducing the energy per operation depends on the employed RRAM technology [19]. In
fact, the achieved energy reduction with RRAM technology characterized by very high
HRS is limited, while it is relevant for technologies with relatively low HRS.

The RM is the most important reliability metric, and enough RM must be ensured
even in presence of resistive state variability and random telegraph noise (RTN). While a
higher RM can be achieved by slightly increasing VREAD (see Figure 3a), a higher RM is
also obtained by using the optimal value for RG (see Figure 3b) that is determined using
equation (1) from [31], where RHRS,MAX and RHRS,MIN are the ±3σ values of the RHRS
distribution, while RLRS,MAX is the +3σ value of the RLRS distribution.

RG =

√√√√ 1
1

RHRSMAX
+ 1

RLRSMAX

· R HRSMIN
2

, (1)

The SIMPLY framework can be implemented also on crossbar arrays [19]. Specifically,
to implement SIMPLY on the 1T1R crossbar array the architecture shown in Figure 4 is
needed. Additional field effect transistor (FET) devices in the array periphery are used
to connect adjacent rows of the crossbar to perform IMPLY operations between devices
on the same column but different rows, and to select specific rows. Also, the degree of
parallelism in the SIMPLY architecture can be increased by adding more VSAs in the array
periphery, as shown in Figure 4. Using multiple VSAs enables the realization of single
instruction multiple data (SIMD) architectures, in which the IMPLY and FALSE operations
can be performed in parallel on data stored in different rows but aligned on the same
columns. For instance, to perform IMPLY operations in parallel, two columns are driven
with the read voltage, then only the FETs implementing RG and those enabling the selected
rows are enabled, therefore routing each active row to the specific VSA. The control logic
receives in input the results of all the comparisons and activates only the rows where
an RRAM device should be switched during the device SET step. As shown in previous
works [19,31], the use of SIMPLY-based SIMD architectures results in high computing
efficiency and throughput.
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2.2. Binarized Neural Networks (BNNs) Hardware Accelerator Architectures
2.2.1. Binarized Neural Networks with SIMPLY

BNNs are an effective solution that enables the implementation of neural networks at
a lower computational cost, while retaining sufficiently high accuracies [18], as compared
to full-precision neural networks. In fact, by using 1-bit weights and activations only
logic operations are required to perform an inference task. Thanks to this simplification,
previous works [19,20] showed how BNN inference can be implemented in the SIMPLY
computing framework. The network parameters are trained offline using for example
the DoReFa-Net algorithm [32] (see Section 4.2) and directly mapped to the resistance
of RRAM devices in the crossbar array, as shown in Figure 5b where a single crossbar
row is reported. In BNNs, the multiply and accumulate (MAC) can be implemented
with bitwise XNOR operations between each neuron weights and input activations, the
accumulation with the popcount operation, and each neuron activation by performing a
comparison with a trained threshold. Finally, the output class is predicted by using the
hardmax function, which selects the class corresponding to the neuron with the highest
output activation. By enabling the realization of SIMD architectures, the resulting SIMPLY
implementation exploits the intrinsic parallelism in BNN computations, to efficiently
compute in parallel the operations in each neural network layer. Also, thanks to its
reconfigurability, SIMPLY enables the possibility to easily implement different neural
networks topologies. However, the high degree of reconfigurability comes at the price
of a high number of computing steps, which limits the latency performance. Specifically,
among the different operations, the computation of MAC operations is the main limitation
in SIMPLY-based BNN implementations, and accounts for almost all the computing steps
of a network layer when considering a layer with 1000 input activations, as shown in
Figure 5a. While each bitwise XNOR requires nine computing steps (see Figure 5c), the
number per accumulation operations for the implemented accumulator rapidly rises as
the number of inputs to a network layer increases. In fact, to implement the accumulator,
a chain of half-adders (HAs) is used where the first HA is fed its current output and
the bit to be accumulated, while the following HAs are fed their current output and
the carry-out from the previous HA in the chain [19,20], as shown in Figure 5e. Each
HA requires 13 computing steps to accumulate a single bit (see Figure 5d). Thus, the
whole accumulation operation is computed in ∑m

i=113i·2(i−1). This is because each HA is
activated only after a number of input bits equal to two to the power of their respective
bit position has been accumulated, since the carry-out bits from the preceding HA stage
is necessarily zero when fewer bits have been accumulated. Therefore, the latency for
computing the accumulation operation rises exponentially when the size of a neural
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network layer increases, thus suggesting that BNN SIMPLY implementations are more
suitable for small neural network implementations, while the implementation of larger
networks would require more efficient MAC execution.
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2.2.2. Binarized Neural Networks with Analog Vector Matrix Multiplication

The computation in the analog domain of the vector matrix multiplication with
resistive memory devices has been shown to be a promising solution for accelerating
in hardware the execution of deep neural networks. In this framework, the weights of
the neural network are mapped into the analog non-volatile resistance of RRAM devices
of a crossbar array [3], while the input activations to a neuron are mapped to voltage
pulses with amplitude or duration proportional to the input value. By applying such input
activations to the rows of the crossbar and by providing a virtual ground to the end of each
crossbar column, the current flowing in each crossbar column is linearly proportional to the
result of the vector matrix multiplication, that is computed in a single step thanks to Ohm’s
and Kirchhoff’s current laws. However, such architecture presents some challenges due to
resistive memory devices non-idealities such as the resistive state variability, which limits
the number of bits that can be reliably encoded into a single RRAM device. Furthermore,
providing a virtual ground at each crossbar column comes at the expense of a large chip
area occupied by the peripheral circuitry due to the need of operational amplifiers [33]
and analog to digital converters (ADCs) which limit the area efficiency especially when
many rows are read in parallel. Thus, the need for the virtual ground becomes the main
bottleneck for such architecture, introducing a tradeoff between crossbar density and
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latency (i.e., the same operational amplifier and ADC pair can be shared among multiple
crossbar columns; however, reducing the maximum throughput). A more robust solution
to RRAM variability, which is also more efficient in terms of chip area occupancy, are
BNNs. In fact, binary weights can be reliably stored in a crossbar array using a pair of
RRAM devices in the same column, as shown in Figure 6b. To store a +1 weight, the
two RRAM devices are programmed into an LRS/HRS configuration, while to store a −1
the opposite configuration is used (see Figure 6b). When computing the binary vector
matrix multiplication, which is equivalent to the combined bitwise XNOR and popcount
operations, the two FETs in series with the RRAMs representing a single weight are driven
with complementary signals that encode the +1/-1 input activations so that only one FET is
active at time. As a result, the current flowing through each crossbar column is proportional
to the sum of all the positive results of the products between the input activations and each
neuron’s weights. Using this approach, the operational amplifier and ADC can be replaced
by a much more compact voltage sense amplifiers (VSAs) circuit [21,22], implementing the
architecture shown in Figure 6a, thus reducing the required chip area and improving the
throughput and the energy efficiency. Instead of voltage sensing, the same approach could
also be implemented by using current mode sense amplifiers [34], however resulting in
lower energy efficiency [35]. Nevertheless, when using a sense amplifier, no virtual ground
is available at the end of the crossbar columns. Thus, a FET implementing a pull-up or
pull-down resistor must be used, thereby realizing a voltage divider between the equivalent
parallel resistance of the active 1T1R devices in a column and the pull-up or pull-down
resistor. Due to the use of a voltage divider, the linear relation between the number of
active devices and the input to the VSA is lost. Nevertheless, He et al. [21] showed that the
method is robust and that the output activation can be reliably determined by comparing
the voltage from the voltage divider with an appropriate threshold using the VSA, retaining
high inference accuracy also when process variations are considered. However, the number
of devices that can be reliably read in parallel to compute the MAC operation is limited and
strictly dependent on RHRS, RLRS, the pull-down resistance (RPD) and the VSA threshold
voltage. As shown in Figure 7a, considering the case with 15 devices read in parallel during
each MAC, increasing RPD changes the required VSA threshold voltage. Ideally, a linear
relation between VN and the number of positive products is desirable. However, to achieve
such linearity very low RPD values should be used, resulting in a considerable reduction of
the dynamic range at the input of the comparator thus increasing the probability of errors
due to the effect of resistive state variability. On the other hand, a too high RPD value causes
the input voltage (i.e., VN) to the VSA to rapidly saturate to VREAD. While, considering a
fixed VTH and lowering RPD increases the number of devices that can be read in parallel
during each MAC operation, as shown in Figure 7b. However, too low RPD values would
require large FET devices and the effect of line parasitic resistances may affect the circuit
reliability making the circuit more susceptible to noise. Thus, in this framework, MAC
operations are split into multiple computing steps using the input split method [21,36], so
that partial MAC operations are computed using the maximum parallelism enabled by the
designed architecture. These partial results need to be accumulated and the result of the
accumulation is compared to a trained threshold to produce the neuron output activation.

Compared to the SIMPLY implementation of the BNN MAC operation, this approach
is considerably faster, as it requires fewer computing steps, and more energy efficient since
no RRAM device is switched during computations. However efficient, this approach is
specialized for BNNs and do not provide the reconfigurability of the kind of operations
computed in-memory enabled by SIMPLY. Thus, the crossbar array can only be used for
BNN inferencing and storage applications.
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input activation is realized with two complementary signals driving the two selector transistors of
each weight.
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Figure 7. (a) Qualitative trends of the voltage at the input of the comparator for different RPD

values at increasing number of +1 products results with a VREAD = 0.2V. The comparator commute
when the #positive products greater or equal than 8, thus the voltage threshold, the trend and slope
change with RPD. (b) Optimal RPD values at increasing number of devices read in parallel for a
fixed threshold voltage VTH (i.e., the same used for SIMPLY). Increasing the computation parallelism
requires lowering RPD, thus leading to a tradeoff between area (i.e., lower RPD require a larger FET
area) and parallelism. In all cases, the nominal RHRS and RLRS for a TiN/HfOx/AlOx/Pt RRAM
technology from the literature [26], are considered.

2.3. Merging SIMPLY and BNN Analog Vector Matrix Multiplication Accelerator

As discussed in the previous sections, both the SIMPLY computing paradigm and the
BNN analog vector matrix multiplication (AVMM) accelerator are promising solution for
IoT and edge computing devices and applications, as they provide considerable energy sav-
ings when computing different kinds of operations. While using multiple crossbar arrays
specialized for different applications would be a solution to implement both computing
paradigms on the same chip, it would result in an inefficient exploitation of the already
scarce resources available to low-power devices. A better solution would be introducing the
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possibility to reconfigure the available resources to implement both computing paradigms
on the same crossbar, provided that the additional flexibility must not determine the need
for a much more complex, large, and inefficient peripheral circuitry. As it can be noted from
Figures 4 and 6a, the circuit architecture used to implement both computing paradigms
are indeed similar, relying on some FET devices used to implement RG in the SIMPLY
paradigm and RPD in the BNN AVMM acceleration, VSAs and corresponding voltage
thresholds. However, when considering the same 1T1R crossbar array, there are some dif-
ferences between the two architectures and in their respective control signals management.
Specifically, when performing a read step in the SIMPLY computing paradigm the select
line corresponding to the row where the devices are located is activated, the read voltages
are applied to the crossbar columns and the output is read from the appropriate crossbar
row by means of the VSA and of a threshold. This holds true both when performing an
IMPLY between devices located in the same row and when the devices are located in the
same column.

On the other hand, to execute a MAC operation in the analog BNN AVMM accelerator
the select lines encode the neurons input activations, and each select line must be shared
among the neuron in the same neural network layer. Thus, read voltages need to be applied
to the crossbar rows while the voltages encoding the result of the MAC operations are read
out from the crossbar columns using VSAs with appropriate thresholds.

Therefore, to merge the two approaches the peripheral circuitry comprising the VSAs
and pull-down resistance needs to be repeated both at the columns and the rows of the
crossbar with limited additional complexity, resulting in the architecture shown in Figure 8.
While the need of additional VSAs increases the chip area, it enables the coexistence of the
two in-memory computing paradigms on the same crossbar. In addition, it improves the
SIMPLY architecture by increasing achievable parallelism when performing operations
on devices on the same columns but different rows, thus accelerating the copy of data
between the rows of the crossbar array. In fact, only one IMPLY operation between devices
on the same column using the SIMPLY architecture in Figure 4 can be executed in one
computing step due to the lack of SA at the crossbar columns. Instead, the addition of SAs
at each crossbar column enables the parallel execution of IMPLY operation on multiple
columns, by applying VREAD to the crossbar rows and comparing the VN voltage with the
appropriate threshold at each column. Since IMPLY operations can be performed both on
devices on the same row or column by applying VREAD at the crossbar columns and rows,
respectively, the selector transistor in series with each RRAM device is subject to different
source-bulk voltages. Nevertheless, since VREAD is small, the influence of the body effect
can be minimized by driving these transistors with sufficiently high gate voltages. Also,
using the same VSA threshold voltage for the two computing paradigms translates to
different optimal RG and RPD values, requiring appropriate control of the gate voltage of
the FET devices implementing such resistances. In fact, RPD is much lower than RG since
more devices are read in parallel compared to SIMPLY. A too high RPD would let the input
of the VSA saturate at VREAD with only a few active devices in LRS, thus hindering the
correct circuit operation.

A specific advantage of the proposed architecture is the possibility to exploit both
the SIMPLY and BNN AVMM computing paradigms on the same crossbar array, which is
particularly useful for some applications. For instance, when implementing a complete
BNN exploiting the AVMM in-memory acceleration the MAC operations are computed
in multiple steps, using the input split strategy [21]. Thus, the computation of logic
operations is required to determine each neuron output activation, and consist in the
accumulation of the intermediate MAC results and a comparison with a trained threshold.
While as discussed in Section 2.2.1 the cost for performing accumulations with SIMPLY
rapidly increases with the number of bits to be added, the use of the BNN AVMM for
computing intermediate MAC results drastically reduces the number of bits that needs
to be accumulated with SIMPLY. Thus, while intermediate computations could also be
executed on task-specific CMOS digital circuits, merging the two computing approaches
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enables achieving high performance by exploiting the intrinsic high degree of parallelism
in the computation, without requiring additional circuits complexity. Also, this approach
is particularly advantageous for large neural network implementations that require storing
the network parameters over multiple chips thus incurring in the inter-chip communication
penalty that can exceed the RRAM programming time and energy. Overall, the proposed
architecture is an extremely flexible solution for ultra low-power applications.
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2.4. Circuit Design Tradeoffs for Performance and Reliability

The circuit design of the proposed architecture is directly connected to the specific
requirements of possible use case applications [3,10], which may require the use of different
resistive memory technologies to meet specific requirements. Thus, the correct selection
of the most appropriate resistive memory technology becomes very important and is
governed by the existing design tradeoffs that are aimed at providing low operation energy,
fast speed, high integration density, and high reliability, as discussed in this section.

Specifically, to minimize the energy consumption different approaches are possible.
The most effective solution is to employ resistive memory technologies with low current
compliance (IC), and therefore higher RLRS. Firstly, the use of lower IC leads to lower energy
dissipation when programming a device, thus tackling the main energy limitation associ-
ated to the SIMPLY paradigm, largely improving the energy efficiency. Secondly, higher
RLRS values also lower the energy required for each parallel read both when computing
an IMPLY in the SIMPLY paradigm and when implementing the BNN AVMM. Further-
more, this strategy results in additional advantages on the overall area consumption and
speed. By lowering IC, the required size of the FET devices used as selector devices and
in the array periphery is reduced, thus reducing the chip area. Also, using higher RLRS
increases the parallelism of the BNN AVMM implementation, since more rows can be
read in parallel when using the same RPD resistance. However, cycle-to-cycle (C2C) and
device-to-device (D2D) variability is inversely proportional to IC [31,37], thus too low IC
values may affect the circuit reliability depending on the memory technology employed.
The energy efficiency is also improved by reducing VREAD, which in turns reduces the
energy consumption during the read operations performed both in the SIMPLY and in the
BNN AVMM computing paradigms. Also, in this case the reliability issue may arise, since
too low read voltages would reduce the RM and the SNR at the input of the VSAs.
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Limiting the overall chip area is indeed very important to reduce the fabrication costs.
Thus, higher crossbar array densities are beneficial. To this end, two main technology
features are prominently relevant, namely the memory cell feature size and the possibility
to implement dense 3D structures. While the use of a selector transistor effectively solves
the sneak-path problem, it increases the chip area, due to the larger feature size of the
1T1R device (i.e., 8F2) with respect to a passive 1R device [38] (i.e., 4F2), and requires a
higher number of control signals and interconnections. Other passive selector devices could
introduce the required high non-linearity to solve the sneak-path issue while retaining
the 4F2 [39] device feature size and could be also used with the proposed architecture by
changing the driving voltage scheme. Also, the equivalent number of memory devices per
chip area can be increased by fabricating 3D array structures. These can be implemented
by stacking horizontal crossbars arrays, and even more efficiently by realizing a 3D vertical
structure that would lead to the highest densities and costs reduction [40].

Also, crossbar line parasitic effects, such as line resistance and coupling capacitance,
influence the maximum attainable computing speed. In fact, these effects together with
the resistance of RRAM devices introduce propagation delays that grow as the size of the
crossbar arrays is increased [41], therefore introducing a tradeoff between computing speed
and maximum array size.

Finally, to ensure high circuit reliability, in addition to providing a sufficient RM at
the input of the VSA, memory technologies with high endurance and retention should be
preferred. In particular, endurance is a key parameter for the SIMPLY paradigm. In fact,
while the analog BNN VMM only requires reading the state of RRAM devices, the SIMPLY
principle of operations relies on the conditional programming of RRAM devices to perform
computation. Long retention, on the other hand, is required to prevent periodic memory
refresh cycles that would degrade the architecture’s efficiency.

3. Discussion

While SIMPLY was shown in previous works to be an effective solution for the in-
memory computation of logic operations (e.g., XNOR [19], full adders [31]), its effectiveness
for the computation of the set of logic operations required to implement a BNN inference
task was limited due to the large number of computing steps required to implement the
multiply and accumulate (MAC) operation. In fact, as previously mentioned, the number
of computing steps needed for a MAC operation grows exponentially with the number of
inputs to a BNN layer [19] making SIMPLY suitable only for smaller networks. As shown
in Table 1, the energy reduction (i.e., ≈400 times lower) with respect to a conventional
embedded system implementation reported in a previous work [19] is much larger than the
latency improvement (i.e., ≈26 times lower), which would further reduce as the network
size increases. By enabling the coexistence on the same crossbar array of both the SIMPLY
and AVMM computing paradigms at the cost of a limited complexity increase, the proposed
in-memory computing architecture achieves substantial performance improvements when
considering a BNN inference task, while retaining the hardware reconfigurability feature
that is required by edge computing devices and applications. This is clearly reported in
Table 1, where we show, considering the ideal case both for SIMPLY and the proposed
architectures where all the network parameters and computing devices are stored in a
single crossbar, that also in the worst-case the proposed architecture drastically reduces the
latency and energy consumption compared to the SIMPLY architecture when computing
the same inference task, achieving an energy delay product (EDP) improvement larger
than 103.
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Table 1. Benchmark of the performance of the proposed architecture on a classification task of black and white 20 × 20
pixels images from the MNIST dataset performed with a shallow multilayer perceptron neural network with 1 hidden layer
of 1000 neurons and 10 output neurons.

Implementation 1 Average Energy Latency Average EDP EDP Improvement

Embedded system [42] 5.37 mJ 17.35 ms 9.3 × 10−5 Js 1
SIMPLY parallel 1, 2 [19] 11.4 µJ 663 µs 7.6 × 10−9 Js 1.2 × 104

SIMPLY parallel 1 w RG, Opt 78.9 µJ 663 µs 5.2 × 10−9 Js 1.8 × 104

This work 1 w RG, Opt 231 nJ 31.6 µs 7.3 × 10−12 Js 1.3 × 107

1 Estimates were determined considering the RRAM technology from [26], and the ideal case where all the network parameters can be
stored in a single crossbar. Only the worst-case estimates for RRAM variability are reported. The energy estimates do not include the
decoder and driver energy overhead. 2 In [19], a suboptimal RG = 10 kΩ was used.

As discussed in Section 2.4, the performance, reliability, and target application for the
proposed computing architecture strongly depend on the resistive memory technology
employed. While the device endurance does not impact on the AVMM implementation, it
is a very important discriminant for SIMPLY. Applications performing intensive compu-
tations require very high endurance (i.e., >1014). Thus, for this application spin-transfer
torque magnetic RAM (STT-MRAM) devices are more suitable candidate, thanks to their
high retention (>10 years), endurance (>1014) and switching speed (~ns) [43]. However,
STT-MRAM devices have usually small tunnel magneto resistance (TMR) which leads to a
very small memory window that can affect the circuit reliability if not address properly,
especially when implementing the AVMM. For instance, Gao et al. [44] showed that STT-
MRAM can indeed be used to accelerate the AVMM for BNNs, however at the cost of
additional in-hardware calibration steps and more complex peripheral circuitry, which in-
clude operational amplifiers to implement the virtual ground, thus limiting the throughput,
energy efficiency, and chip density. Conversely, devices characterized by lower endurance
are better suited for applications requiring less frequent burst operations, such as smart
sensors. For instance, to provide a reliable device operation over a 10-year period with
a memory technology providing a 108 endurance would limit the computing speed to
20 inferences per minute without introducing mitigation strategies, such as periodically
changing devices used for computations. Currently, several emerging non-volatile memory
(NVM) technologies were shown to achieve endurance >108

. Among these technologies,
phase change memory (PCM) devices are the most mature and offer long retention, high en-
durance (>1012) [45–47], but require higher switching currents compared to other ENVMs,
therefore limiting the integration density. Also, ferroelectric tunnel junction (FTJ) devices
are a promising candidate for the development of ultra-low-power in-memory computing
architectures thanks to low programming energy and fast speed. However, high endurance,
retention, and scalability still need to be fully demonstrated [45,47]. At the state of the
art, RRAM technologies provide the best overall characteristics. Depending on the used
stack of materials, RRAMs can achieve endurance up to 1010 [48], long retention, large
memory window (≈10), and can be used to realize vertical 3D structures similar to flash
memory technology, leading to ultra-dense arrays. However, two main technology-related
challenges remain to be solved. Specifically, C2C and D2D variability lead to random
resistance distributions which spread when lowering IC [31,37] thus introducing a tradeoff
between energy efficiency, reliability, and throughput when performing the AVMM. Also,
to achieve ultra-dense vertical 3D arrays while preventing the sneak path issue, a particular
research focus must be directed to the development of compatible selector devices with a
strongly non-linear conduction behavior [39,49].

4. Materials and Methods
4.1. Circuit Simulations
4.1.1. RRAM Physics-Based Compact Model

The performance of the proposed architecture was estimated by means of circuit simu-
lation performed on Cadence Virtuoso® software, using the RRAM physics-based compact
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model from [50] available on nanoHub, that was calibrated on a TiN/HfOx/AlOx/Pt
RRAM technology from [26] that is programmed with an IC of 100 µA. A sketch of the
compact model is reported in Figure 9a,b. While other general-purpose memristors [51–54]
and physics-based RRAM compact models [55–60] exist in the literature, the used RRAM
physics-based compact model is particularly suited for estimating the circuit performance
and reliability, as it includes all the relevant RRAM devices’ characteristics and non-
idealities (e.g., dynamic temperature modelling, resistive state variability, and RTN) which
only a few other physics-based compact models [56,57] consider, as discussed in [28].
Specifically, the compact model approximates the device resistance as the sum of a con-
ductive filament (CF) and a dielectric barrier component (see Figure 9a,b). Differential
equations model the field-activated and temperature-accelerated bond breaking during set,
and the field-driven oxygen ions’ drift and recombination during reset, thus reproducing
the dielectric barrier thickness dynamics. Thermal effects are also modeled with differential
equation, leading to accurate results also when ultra-fast pulses are considered. As shown
in Figure 9c,d, the compact model well reproduces with a single set of parameters both
the DC IV and the response to fast reset pulses. Additionally, the compact model includes
all the RRAM non-idealities that are relevant to accurately estimate circuit performance
and reliability, specifically RTN and variability [28,50]. The complete list of calibrated
parameters is available in [20].
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(VRESET) data from [26].

4.1.2. SIMPLY Simulations

The performance of the proposed architecture when operating as SIMPLY were es-
timated considering 1ns read and write pulses which result in a 4 ns execution time of a
single IMPLY or FALSE operation. The RG resistors were simulated using planar NMOS
devices in a 45 nm technology [30] with a channel width of 250 nm and a channel length
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of 50 nm. Also, the energy contribution of the SA is considered by simulating the circuit
shown in Figure 4 in the same 45 nm technology, which results in an average energy
consumption of 8 fJ when operated with a 2 V VDD over a temperature range from 0 ◦C
to 85 ◦C, as reported in [20]. The device SET and RESET operations are achieved using
1 ns voltage pulses with amplitudes 3 V and –2.9 V, respectively. The SET and RESET
amplitudes were determined using the physics-based compact model to ensure that a
memory window larger than 10 is achieved also for very short voltage pulses, as discussed
in [19]. The read margin (RM) and performance for both IMPLY and FALSE operations
reported in Tables 2 and 3 were estimated including the effect of variability and RTN
during the read operation by repeating the simulations (i.e., 50 trials) and reseeding the
random sources. Additional information regarding SIMPLY circuit simulations and the list
of variability and RTN model parameters are available in [20,50], respectively.

Table 2. Performance estimates of the IMPLY operation implemented on the SIMPLY architecture
using RG,opt.

Input Configuration Energy 1

(min-avg-max)

0 0 139 – 429 – 509 fJ
0 1 6.18 – 6.183 – 6.185 fJ
1 0 6.18 – 6.183 – 6.185 fJ
1 1 6.184 – 6.184 – 6.185 fJ

1 Device-to-device (D2D) and cycle-to-cycle (C2C) variability are included by repeating the circuit simulations
with different seed for the random noise sources (50 trials).

Table 3. Performance estimates of the FALSE operation implemented on the SIMPLY architecture
using RG,opt.

Input Configuration Energy 1

(min-avg-max)

0 9.6 – 11.2 – 12 fJ
1 100 – 145 – 190 fJ

1 D2D and C2C variability are included by repeating the circuit simulations with different seed for the random
noise sources (50 trials).

4.2. Implemented Neural Network

To benchmark the performance of the proposed architecture against the SIMPLY
implementation, the same BNN from [19,42] was implemented. The network consists
of a single hidden layer with 1000 neurons, and classify the digits 0–9 from the MNIST
handwritten digits dataset [61]. The 20 × 20 pixels images are binarized to black and white
images before training. The training was performed on 9500 images using the DoReFa-Net
algorithm [32] considering one bit for weights and activations and 32 bits for the gradients.
2500 and 2000 images were used for validation and testing, respectively. The trained
network achieves an accuracy of 91.4% [19].

4.3. BNN Performance Estimates

The trained network parameters were mapped to RRAM devices’ resistance values
including the effect of resistive state variability. The performance of the proposed architec-
ture was estimated on an inference task by means of circuit simulation, where the AVMM
is used to compute intermediate results of the MAC operations while SIMPLY is used to
accumulate intermediate results and to compute each layer output activations. Intermedi-
ate MAC operations are needed to preserve the same NMOS size for implementing both
RPD and RG by just adjusting VGS (i.e., VGS is 1.48 V and 2.9 V when operating the crossbar
array as SIMPLY or BNN AVMM accelerator, respectively). With the considered RRAM
technology, a maximum of 15 crossbar rows can be reliably read in parallel during the
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AVMM. Thus, as an example, 27 (i.e., 400/15) computing steps are needed to compute all
the intermediate MAC operations in the first layer. After each parallel read operation, the
intermediate MAC results are stored in RRAM devices in the crossbar array and accumu-
lated using the SIMPLY accumulator implementation shown in Figure 5e [20]. The results of
the accumulations are compared with a threshold to produce each layer output activations
using the SIMPLY comparator implementation from [19], which requires 9 ·m + m(m+1)

2
where m is the number of compared bits. Finally, the output layer computes the predicted
class using the hardmax SIMPLY implementation reported in [19] which accounts for 1457
computing steps on the proposed architecture and determines the predicted class as the
class with the highest activation value. Thus, a total of 7902 computing steps are required
for each inference, resulting in a 31.6 µs inference latency when 1 ns voltage pulses are
used, as reported in Table 1. The worst-case energy for an inference task reported in Table 1
is estimated by running the neural network on the complete test set and considering only
the worst-case energy for each IMPLY, SET, and FALSE operations for each specific input
combination. The VSA energy contribution is included when performing both SIMPLY and
BNN MAC operations. By considering the worst-case energy for each SIMPLY operation,
which is the main contribution to the overall energy consumption, the energy assessments
are indeed slightly overestimated, and roughly account for additional energy contributions
possibly introduced by the peripheral circuitry. Nevertheless, even when increasing by 20%
the energy consumption to account for the decoders and drivers considering the power
breakdown reported by He at al. [21], the results (see Table 1) underline the remarkable
energy efficiency in comparison with conventional embedded system implementations.

5. Conclusions

In this work, we proposed a novel in-memory computing architecture that enables
the coexistence on the same crossbar array of the SIMPLY logic-in-memory computing ap-
proach and of the BNN AVMM. Design tradeoffs and requirements for circuit performance
and reliability were analyzed in depth. The performance of the proposed architecture on an
inference task were benchmarked against a pure SIMPLY implementation by means of cir-
cuit simulations enabled by a calibrated RRAM physics-based compact model. The results
show that the proposed approach drastically improves the EDP by a factor >103, indicating
that the proposed architecture is a viable solution for the realization of reconfigurable
ultra-low-power hardware accelerators for edge computing applications.
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