# An iterated local search for a multi-period orienteering problem arising in a car patrolling application 
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#### Abstract

This paper addresses a real-world multi-period orienteering problem arising in a large Italian company that needs to patrol an area in order to provide security services to a set of customers. Each customer requires different services on a weekly basis. Some services are mandatory, while others are optional. It might be impossible to perform all optional services, and each of them is assigned a score when performed. The challenge is to determine a set of routes, one per day, that maximizes a weighted sum of the total collected score and total working time, while meeting several operational constraints, including hard time windows, maximum riding time, minimum number of services performed, and minimum time between two consecutive visits for the same service at the same customer. To solve the problem, we propose an iterated local search that invokes at each iteration an inner variable neighborhood descent procedure. Computational tests performed on a large number of real-world instances prove that the developed algorithm is very efficient, and finds in a short time solutions that are consistently better than those produced by a mathematical model, and those in use at the company.
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## 1 | INTRODUCTION

Every day, private security guards need to inspect structures, parks, buildings, and many other facilities, in order to counter potential criminal actions or simply restore normal safe conditions after breakdowns. In this paper, we study a real-world security problem in which patrols are required to perform a set of services at customers located in a vast area. Some services are mandatory, while others are optional. The optional services, when performed, induce a score. The goal is to maximize the total collected score and minimize the total working time, while meeting a number of operational constraints.

The problem originates from the every day activity of Coopservice, a large service provider company located in Italy (https:// www.coopservice.it/). Counting on more than 25000 employees, Coopservice operates a number of different services, including logistics, transportation, cleaning, maintenance and security. The company also operates all around Italy car patrolling services for customers who booked their service. Figure 1 shows the current customers of the Emilia Romagna region, divided by province.
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FIGURE 1 Customers in the Emilia Romagna region, divided by province.

The customers are geographically dispersed in the area and are consequently divided into clusters. Each cluster is assigned to a patrol, which performs every working shift (e.g., 8 h ) a route to visit customers and execute the required services. Figure 2 provides better details for the province of Reggio Emilia, showing the customers divided into patrolling clusters. The cluster configuration does not change from a working shift to the other, but the routes performed inside the clusters may change according to the daily demand for services. Indeed, customers may require different services according to the day of the week, following the contract stipulated with the company. More in detail, each customer may require multiple services and, for each such service, multiple visits during the same period, which corresponds to a working shift of a patrol. Some services, such as the closing or opening of a commercial activity, are mandatory, whereas others, such as the inspection of an area or a building, are optional. The optional services induce a score when performed, and the company is interested in both maximizing the total collected score, and minimizing the total working time. As the cluster configuration is fixed, each cluster gives raise to an optimization problem that is independent from the other clusters.

The resulting optimization problem involves a number of operational constraints. First of all, the services should be performed within hard time windows and the routes should not exceed a maximum working time. In addition, a customer might require multiple visits for the same service in the same period. In such a case, two consecutive visits should be separated by at least a given threshold time (e.g., 90 min or so). This constraint is indeed very challenging, as it imposes to schedule endogenous time windows, induced by the consecutive visits, inside the exogenous time window imposed by the contract.

Our goal is to determine a set of routes, one per period, by optimizing an objective function that takes into account the total collected score and the total working time. The resulting problem is a multi-period orienteering problem, which is a generalization of the well-known orienteering problem (OP) [7]. The OP is known to be strongly NP-hard, and difficult to solve in practice, and the problem we are facing is a challenging generalization of the OP that includes different additional constraints.

In this work, we first develop a mixed integer linear programming (MILP) model that is used to formally describe the problem and to solve some small-size instances. Since our problem is $\mathcal{N} \mathcal{P}$-Hard, we propose a heuristic algorithm to solve large-size instances. We chose to develop an iterated local search (ILS), a metaheuristic that in recent years obtained relevant results on a large number of optimization problems [14]. The ILS receives in input the set of customers and the set of services


FIGURE 2 Customers in the Reggio Emilia province, divided by clusters.
to be performed. It first builds an initial solution by means of a constructive heuristic. Then, as long as termination conditions are not met, it iteratively applies perturbations on the current incumbent solution and looks for improvements by means of a variable neighborhood descent (VND) procedure [11] based on six neighborhoods.

Extensive computational tests on a set of real-world instances provided by the company prove that the developed ILS works very well in practice. The solutions it obtains consistently improve both the ones produced by solving the MILP model, and the ones in use at the company, both in terms of total score and total working time.

The remainder of the paper is organized as follows. Section 2 contains a brief literature review of patrolling applications and OPs. Section 3 formally describes the problem. Section 4 presents the mathematical formulation. Section 5 gives the details of the ILS algorithm. Section 6 shows the computational results and, finally, Section 7 gives concluding remarks and hints for future research directions. A preliminary version of this work, solving a limited set of instances with just an early version of the ILS, was presented as [23].

## 2 | BRIEF LITERATUREREVIEW

Car patrolling is a security measure widely used to protect large areas from criminal activity. It consists of guards (patrols) using vehicles to move between points of interest in a region and taking actions that may prevent or respond to crimes. Car patrolling problems has been intensively studied in the literature, sometimes under different names because they can model different applications. Very recently, [16,17] surveyed police patrolling problems, by dividing them into three categories: (i) resource allocation, (ii) district design and (iii) route design. The route design category is the one that most resembles our problem because it is concerned with how the routes are selected and how they affect the patrol efficiency. However, the problems evaluated in the survey differ considerably from ours. Indeed, whereas the police patrolling problems aim to optimize the routing coverage of an area in some ways, in our problem the patrols must visit given customers and perform pre-specified tasks related to security services.

Our optimization problem is more similar to an OP and it can be described as a generalization of a multi-period OP with time windows. The literature on OPs is very rich and one may find plenty of applications. To the best of our knowledge, the first study on the OP dates back to [18], in which the problem was presented as a generalization of the traveling salesman problem. Because the OP is $\mathcal{N} \mathcal{P}$-hard, most studies use heuristic methods to solve either the OP itself or some of its generalizations. A few years ago, [6] discussed why it is so difficult to design high-quality heuristics for this class of problems. The score of a location, and the distance to reach it are independent, and often in contrast to one another, which makes it difficult to select
the locations that are part of an optimal solution. For such a problem, simple construction heuristics may direct the algorithm towards undesirable directions and are not sufficient to explore large parts of the solution space. This is confirmed by the results obtained on our real-world instances, where the ILS largely outperforms the initial constructive heuristic.

In the past few years, several papers devoted to the study of OPs have been published. We refer the interested reader to the extensive reviews by [9] and [19]. More in detail, [19] formally described the most relevant problem variants, and surveyed known exact and heuristics algorithms, whereas [9] computationally evaluated eight algorithms to solve the team orienteering problem with time windows, finding out that the ILS by [8] was the algorithm producing the best solutions on average. Surveys on related classes of problems were presented by [5], who focused on tourist trip design problems and by [4], who discussed vehicle routing problems with profits.

A number of papers that are closely related to our work appeared after the publication of the above surveys. A hybrid heuristic composed of a greedy randomized adaptive search procedure (GRASP) and a variable neighborhood search (VNS) was proposed by [15] to solve a generalization of the OP. This variant contains constraints imposing mandatory visits and incompatibilities among nodes. The hybrid heuristic takes advantage of the multi-start feature of the GRASP to generate initial solutions that are then optimized with the VNS. The authors reported that the heuristic was able to find 128 optimal solutions on a set of 131 instances and required, on average, only $0.8 \%$ of the time required by an MILP model solved with a commercial solver.

The probabilistic orienteering problem is a variant of the OP in which a prize is associated with each node, but the node will be available for visit only with a certain probability. The problem has been studied by [1], who presented an integer linear stochastic model and solved it by branch-and-cut. Computational results were presented on instances containing up 100 vertices.

A problem similar to ours, although with a different application, was studied by [13] under the name of personalized multi-period tour recommendation. The goal of the problem is to generate tours including mandatory and optional visits, while maximizing the total collected score of the optional ones. The problem considers several features, such as multiple periods of visits, time windows, maximum budget and maximum tour length. The authors presented an MILP model and an iterated tabu search. The proposed methods have been computationally evaluated by using two data sets, one from the literature and the other generated with real-world data.

The so-called Set Orienteering Problem has been studied in [3]. In this problem, customers are grouped in clusters and a profit is associated with each cluster, and the aim is to find a single-vehicle route that maximizes the collected profit. The authors developed a mathematical model and a matheuristic algorithm, and tested them on benchmark instances from the Generalized Traveling Salesman Problem literature involving up 1084 vertices.

In [10], the goal is to optimize touristic routes considering constraints such as visit redundancy avoidance and time windows. An MILP model and an ILS metaheuristic were proposed. The authors reported that the ILS could almost match the results obtained by the MILP model solved with Gurobi for smaller instances, and for larger ones, it provided better solutions in most cases.

A multi-period orienteering problem in which a salesperson needs to perform a route to visit a subset of available customers has been studied by [22]. The problem is solved by a two-stage heuristic. In the first stage, the subset of customers to be visited is decided. In the second stage, a vehicle routing problem is solved by considering only the selected subset. The authors have chosen this method considering how the relationship between the customers and the salesperson works, as in their problem the salesperson has a series of decisions to make upon arriving at a customer site. The proposed method has been validated with a data set adapted from the vehicle routing problem with time windows.

Probabilistic properties in OPs have been also recently studied by [2], who considered an online OP with stochastic service requests. Every request must be either accepted or rejected in real time, and then, at a later stage, a single vehicle must visit the accepted customers by maximizing collected profits and meet operational constraints. The authors modeled the problem as a Markov Decision Process and developed several heuristic algorithms for its solution.

In [20], an approximation algorithm for a variant of the team orienteering problem (TOP) was proposed. In addition to the basic TOP constraints and the objective of maximizing the collected score, their problem includes a set of new features to better model Internet of things applications: a limited budget is imposed on the vehicles to perform the routes; node costs are included in the path cost function in addition to edge costs; nodes can be served by multiple vehicles. Computational experiments proved that the developed algorithm provided up to a $17.5 \%$ increase in the collected score compared to a state-of-the-art algorithm for the problem.

A new OP variant with service time dependent profits and time dependent travel times was investigated by [12]. The authors proposed an MILP mathematical formulation and a VNS metaheuristic based on three specialized neighborhood structures. The authors validated their VNS on a set of benchmark instances with known optimal solutions and then they used it to solve a study case based on the city of Shiraz in Iran.

## 3 | PROBLEM DESCRIPTION

The problem we face can be viewed as a multi-period orienteering problem with time windows (MPOPTW). In the MPOPTW, we are given a graph $G_{0}=\left(C_{0}, A_{0}\right)$. The set of vertices is defined as $C_{0}=\{0,1, \ldots, n\}$, where 0 is the depot at which the single vehicle starts and ends each route, and $C=\{1, \ldots, n\}$ is the set of customers. The graph is complete and a traveling time $\gamma_{i j}^{\prime}$ is associated with each arc $(i, j) \in A_{0}$, with $\gamma_{i i}^{\prime}=0$ for each $i \in C_{0}$.

Let $T$ be the set of services provided by the company. A standard service time $q_{t}$ is associated with each service $t \in T$ and reports the time required by a patrol to execute such service at a customer location. The set of services is partitioned as $T=M \cup U$, where $M$ is the set of mandatory services and $U$ is the set of optional ones. The activities should be executed on a given set $D$ of periods. Each period $d \in D$ corresponds to a working shift of a patrol, with a given start and maximum end time. Each customer $c \in C$ requires services on a subset $D_{c} \subseteq D$ of periods. Formally, we denote by $T_{c d} \subseteq T$ the set of services to be performed at customer $c$ on period $d$. This set is partitioned as $T_{c d}=M_{c d} \cup U_{c d}$, where $M_{c d} \subseteq M$ comprises mandatory services and $U_{c d} \subseteq U$ optional ones.

Let $n_{c d t}$ be the number of times service $t$ is required by customer $c$ in period $d$ and let $\bar{n}_{\text {cdt }}$ be the number of services that have been actually performed in a solution. We define the quality of service ( QoS ) level as $Q=\sum_{c \in C, d \in D_{c}, t \in T_{c d}} \bar{n}_{c d t} / \sum_{c \in C, d \in D_{c}, t \in T_{c d}} n_{c d t}$. Index $Q$ represents the ratio of services that have been performed in the entire set of periods and it should be greater than or equal to an input threshold value $Q_{\text {min }}$.

Every service $t$ required by a customer $c$ in a period $d$ is associated with a time window $\left[e_{c d t}, l_{c d t}\right]$. This defines the earliest and latest possible times to start the execution of each of the $n_{c d t}$ services. The time window defines a hard constraint: late arrivals are forbidden and waiting on site is imposed in case of early arrivals. A time window [ $e_{0}, l_{0}$ ] is also imposed on the depot and sets the maximum working time in a period (from 22:00 of a day to 06:00 of the next day in our instances, which corresponds to the patrol working shift). For some services, such as the closing or the opening of a commercial activity, the time window is strict (e.g., 10 min ) and just one visit per night is required. This is typically the case for mandatory services. For other services, such as checking a private house, the time window is usually loose (e.g., several hours) but multiple visits may be required in a period. This is typically the case for optional services. In such a case, if two or more visits are performed for the same service at the same customer in the same period, then the start times of any two of such visits should be separated by at least a given threshold $\delta_{\min }$ (which is equal to 90 min in our instances). This is imposed to enforce a balanced patrol of the customer during the execution of a route.

For each period, a patrol starts its route at the depot, performs visits to customers to execute the services and then returns to the depot. The working time of a route is defined as the difference between the time at which the vehicle returns to the depot and the beginning of the shift. The beginning of the shift is $e_{0}$ and the route working time cannot exceed the maximum duration defined by $l_{0}-e_{0}$.

Each service $t \in T$ required by a customer $c \in C$ is associated with a score $w_{c t}$. This score is collected during the first time the service is performed at the customer in a period. If multiple visits are performed in the same period for the same service at the same customer, then additional scores are collected. The additional scores are computed according to the decreasing function defined next. In case a service is repeated in a different period, then the score to be collected starts again from $w_{c t}$ for the first visit and then decreases for subsequent visits. In detail, let $\tau=1, \ldots, n_{c d t}$ be the index of the $\tau$ th visit performed at customer $c$ for service $t$ in period $d$. Then, the score collected at visit $\tau$ is $w_{c t t}$ and is such that $w_{c t 1}=w_{c t}$ and $w_{c t \tau}>w_{c t, \tau+1}$ for $\tau=1, \ldots, n_{c d t}-1$. In this way, the more visits for a given service are performed at a customer in a period, the more the score decreases and hence the first visits for other services and/or other customers become preferable to another visit for the same service at the same customer. This helps to achieve a balanced number of visits among customers and services.

To summarize, the aim of the MPOPTW is to define a set of routes, one per period, in such a way that (i) all mandatory services are performed, (ii) all operational constraints are satisfied, and (iii) a weighted function, which considers the score $S$ of the services that have been actually performed, and the total working time $\mathcal{T}$ (with a negative weight on $\mathcal{T}$ ), is maximized. Two input parameters, $\alpha$ and $\beta$, are used as weights of $\mathcal{S}$ and $\mathcal{T}$, respectively, and the function to be maximized is $z=\alpha \mathcal{S}-\beta \mathcal{T}$.

## 4 | MATHEMATICAL MODEL

To model the MPOPTW as an MILP, we work on an extended graph $G=(V, A)$ in which each vertex is used to represent a visit to a customer to perform a service. In detail, let $V_{d}$ be the set of vertices representing all possible visits associated with the services requested by all customers in period $d \in D$. Let $n=\left|\cup_{d \in D} V_{d}\right|$ be the total number of vertices and note that by construction $n=\sum_{c \in C, d \in D, t \in T} n_{c d t}$. Let also $V_{d}^{0}=V_{d} \cup\{0\}$ and $V_{d}^{n+1}=V_{d} \cup\{n+1\}$, where 0 and $n+1$ are copies of the depot representing, respectively, the start and end of the route for each period $d \in D$. The overall set of vertices in $G$ is then defined as $V=\{0\} \cup\left\{\cup_{d \in D} V_{d}\right\} \cup\{n+1\}$.

We define $V_{c d t}$ as the subset of $V_{d}$ representing the $n_{c d t}$ visits for service $t \in T$ requested by customer $c \in C$ in period $d \in D$. Each vertex $v \in V_{c d t}$ is associated with the standard service time of service $t$ and the time window of customer $c$. The graph is complete and we associate with each $\operatorname{arc}(i, j) \in A$ a traveling time $\gamma_{i j}$ that is equal to the traveling time between the two customers associated with vertices $i$ and $j$, respectively. Namely, by considering two customers $i \in V_{c d t}$ and $j \in V_{\hat{c} \hat{d} \hat{t}}$, we set $\gamma_{i j}=\gamma_{c \hat{c}}^{\prime}$ (and note that, consequently, $\gamma_{i j}=0$ when $c=\hat{c}$ ).

For what concerns the scores, we use $w_{v d}$ to denote the score associated with vertex $v \in V_{d}$ in period $d \in D$. The value of $w_{v d}$ is equal to the score associated with the corresponding visit. It is important to notice that vertices in each subset $V_{c d t}$ are sorted by decreasing score. That is, the first vertex in $V_{c d t}$ corresponds to the first visit to perform service $t$ at customer $c$ in period $d$ and hence has the highest score, the second vertex corresponds to the second visit and hence has the second highest score, and so forth, for each $c \in C, t \in T$, and $d \in D$.

Three sets of decision variables are defined: (i) $x_{i j d}$ takes the value 1 if the patrol moves from vertex $i \in V_{d}^{0}$ to vertex $j \in V_{d}^{n+1}$ in period $d \in D, 0$ otherwise; (ii) $y_{v d}$ takes the value 1 if vertex $v \in V_{d}$ is visited in period $d \in D, 0$ otherwise; (iii) $s_{v d}$ gives the time at which the patrol arrives at vertex $v \in V_{d}^{n+1}$ in period $d \in D$.

The MILP model is defined as follows:

$$
\begin{align*}
\max z= & \alpha \sum_{d \in D} \sum_{v \in V_{d}} w_{v d} y_{v d}-\beta \sum_{d \in D} s_{n+1, d}  \tag{1}\\
\text { s. t. } \quad & \sum_{j \in V_{d}^{n+1}} x_{0 j d}=\sum_{i \in V_{d}^{0}} x_{i, n+1, d}=y_{0 d}=y_{n+1, d}=1 \quad d \in D  \tag{2}\\
& \sum_{i \in V_{d}^{0}} x_{i v d}=\sum_{j \in V_{d}^{n+1}} x_{v j d}=y_{v d} \quad v \in V_{d}, d \in D  \tag{3}\\
& \sum_{v \in V_{c d t}} y_{v d}=n_{c d t} \quad c \in C, d \in D_{c}, t \in M_{c d}  \tag{4}\\
& s_{i d}+q_{i}+\gamma_{i j}-\mathcal{M}\left(1-x_{i j d}\right) \leq s_{j d} \quad i \in V_{d}^{0}, j \in V_{d}^{n+1}, d \in D  \tag{5}\\
& e_{i d}-\mathcal{M}\left(1-y_{i d}\right) \leq s_{i d} \quad i \in V_{d}^{0}, d \in D  \tag{6}\\
& s_{j d} \leq l_{j d}+\mathcal{M}\left(1-y_{j d}\right) \quad j \in V_{d}^{n+1}, d \in D  \tag{7}\\
& s_{j d}-s_{i d} \geq \delta_{\min }-\mathcal{M}\left(2-y_{i d}-y_{j d}\right) \quad i, j \in V_{c d t}: i<j, t \in T_{c d}, c \in C, d \in D  \tag{8}\\
& \frac{1}{n} \sum_{d \in D} \sum_{v \in V_{d}} y_{v d} \geq Q_{\min }  \tag{9}\\
& x_{i j d} \in\{0,1\} \quad i \in V_{d}^{0}, j \in V_{d}^{n+1}, d \in D  \tag{10}\\
& y_{v d} \in\{0,1\} \quad v \in V_{d} \cup\{0, n+1\}, d \in D  \tag{11}\\
& s_{i d} \geq 0 \quad i \in V_{d} \cup\{0, n+1\}, d \in D . \tag{12}
\end{align*}
$$

The objective function (1) maximizes the weighted sum of total collected score minus total working time, multiplied by, respectively, $\alpha$ and $\beta$. Constraints (2) guarantee that each route starts and finishes at the depot. Constraints (3) guarantee route connectivity and also enforce the relation between variables $x$ and $y$. Constraints (4) guarantee that all mandatory services are executed. Constraints (5), (6), and (7) enforce the relation between variables $x$ and $s$, and they also impose time window constraints on each service that is executed. In these constraints, $\mathcal{M}$ is used to denote a large number. Constraints (8) guarantee that visits for the same service required by a customer are separated by at least $\delta_{\text {min }}$ units of time. Constraint (9) imposes the minimum QoS. Constraints (10), (11), and (12) give the domain of the decision variables.

## 5 | ITERATED LOCAL SEARCH

To solve large-size MPOPTW instances, we have developed an ILS metaheuristic. The ILS builds an initial solution by using a constructive heuristic and then iteratively applies perturbations and local searches over the current solution until a termination condition is reached. The perturbation step accepts only solutions that are feasible with respect to all constraints of the problem, including the minimum QoS. The local search is performed by means of a VND, an algorithm that sequentially

```
ALGORITHM 1. ILS algorithm
procedure \(\operatorname{ILS}\left(T_{\max }=\right.\) max run time, \(I_{\max }=\) max number of iterations without improvements, \(p=\) perturbation intensity)
    ITERATION \(\leftarrow 0 \quad \triangleright\) the number of iterations without improvement
    \(s^{*} \leftarrow\) CONSTRUCTIVEHEURISTIC
    \(s^{*} \leftarrow \operatorname{VND}\left(s^{*}\right)\)
    while ELAPSEDTIME \(\leq T_{\max }\) and ITERATION \(\leq I_{\max }\) do
        \(s^{\prime} \leftarrow \operatorname{Perturbation}\left(s^{*}, p\right)\)
        \(s^{\prime \prime} \leftarrow \mathrm{VND}\left(s^{\prime}\right)\)
        if \(\operatorname{Accept}\left(s^{*}, s^{\prime \prime}\right)\) then
            \(s^{*} \leftarrow s^{\prime \prime}\)
            ITERATION \(\leftarrow 0\)
        else
            ITERATION \(\leftarrow\) ITERATION +1
        end if
    end while
    return \(s^{*}\)
    end procedure
```

invokes local search procedures with a set of neighborhoods and finds a locally optimal solution for this set [11]. An acceptance function decides at each iteration whether to keep the current solution or move to a newly-generated one. In our case, the newly-generated solution is accepted only if its value is better than that of the current solution. The overall ILS procedure is presented in Algorithm 1. The algorithm runs until either a maximum run time or a maximum number of iterations without improvements is reached. Each step of the ILS is described in detail in the following.

Evaluation function. Our ILS uses the objective function as it is to evaluate solutions. Let $S\left(\sigma_{d}\right)$ be the total score of a given route $\sigma_{d}$ performed in period $d$ and $\mathcal{T}\left(\sigma_{d}\right)$ be its working time. Then the objective function of a solution $s=\left\{\sigma_{d}: d \in D\right\}$ can be expressed as follows:

$$
\begin{equation*}
z(s)=\alpha \sum_{d \in D} \mathcal{S}\left(\sigma_{d}\right)-\beta \sum_{d \in D} \mathcal{T}\left(\sigma_{d}\right) \tag{13}
\end{equation*}
$$

Constructive heuristic. An initial solution is constructed by a greedy algorithm, whose pseudo-code is summarized in Algorithm 2. The vertices of each period are sorted in non-decreasing order of the start time of their time windows. A route is constructed for each period in two phases: first, the mandatory vertices are inserted sequentially, each at the end of the current route, in the order in which they were sorted provided that this preserves feasibility, that is, a vertex is appended only if the solution remains feasible, otherwise it is skipped (this is always feasible for the mandatory services in the instances provided by the company); later, optional vertices are appended one by one in the solution in the sorted order, each at the end of the current route, whenever the resulting route is feasible. The two phases invoke the procedure $\operatorname{Append}\left(\sigma_{d}, v\right)$ that first checks if inserting vertex $v$ at the end of route $\sigma_{d}$ is feasible, and then, if feasibility is confirmed, it returns the expanded route having $v$ at its end; otherwise, it return the original route $\sigma_{d}$.

Variable neighborhood descent. A VND procedure is used to find a locally optimal solution using a sequence of different neighborhoods $N_{k}\left(k=1, \ldots, k_{\max }\right)$. Algorithm 3 shows its main steps. Starting with the first neighborhood $(k=1)$, the VND explores the solution space by searching through the sequence of neighborhoods in a deterministic way. More in detail, at each step of the VND, the current solution is brought to a locally optimal solution by exploring the current neighborhood $N_{k}$ using the first improvement policy. If no solution better than the current one is found in the $k$ th neighborhood, then the algorithm switches to the next neighborhood, $N_{k+1}$. If, instead, a better neighbor solution is found, then this solution is used to replace the current one and the algorithm returns to the first neighborhood, $N_{1}$. The process continues while there is a neighborhood to be explored, that is, it stops when the current solution is locally optimal with respect to all neighborhoods.

We implemented six neighborhoods. Some of them are classical neighborhoods from the vehicle routing literature, whereas others were specifically designed to meet our problem requirements. The neighborhoods are as follows:

- $N_{1}=$ Remove optional: Remove an optional service vertex from a route, thus trying to decrease the working time;
- $N_{2}=$ Swap: Swap the positions of two vertices inside a route;
- $N_{3}=2$-opt: Swap two arcs in a route, reversing the visiting order between the two arcs;

```
ALGORITHM 2. The greedy constructive heuristic
procedure ConstructiveHeuristic
    for each period \(d \in D\) do
        \(M_{d}, U_{d} \leftarrow\) services in \(M\) and \(U\) for period \(d\)
        Sort \(M_{d}\) and \(U_{d}\) in non-decreasing order of \(e_{v d t}\)
        \(\sigma_{d} \leftarrow \emptyset \quad \triangleright\) empty route
        for \(v \in M_{d}\) (in the sorted order) do
                \(\sigma_{d} \leftarrow \operatorname{Append}\left(\sigma_{d}, v\right) \quad \triangleright\) append mandatory \(v\) at the end if feasible
        end for
        for \(v \in U_{d}\) (in the sorted order) do
            \(\sigma_{d} \leftarrow \operatorname{Append}\left(\sigma_{d}, v\right) \quad \triangleright\) append optional \(v\) at the end if feasible
        end for
        end for
        return \(s=\left\{\sigma_{1}, \ldots, \sigma_{D}\right\}\)
    end procedure
```

ALGORITHM 3. Variable neighborhood descent heuristic

```
procedure VND(s)
    k}\leftarrow
    while }k\leq\mp@subsup{k}{\mathrm{ max }}{}\mathrm{ do
            s}\leftarrow\mp@subsup{s}{}{\prime
            k\leftarrow1
        else
            k\leftarrowk+1
        end if
    end while
    return }
end procedure
```

        \(s^{\prime} \leftarrow \operatorname{HillClimbing}\left(s, N_{k}\right) \quad \triangleright\) Find a locally optimal solution
        if \(z\left(s^{\prime}\right)>z(s)\) then \(\triangleright\) Neighborhood change
    - $N_{4}=$ Relocate: Move a vertex to another position in the route;
- $N_{5}=$ Insert optional: Insert an optional unvisited vertex into a route, in an attempt to increase the collected score;
- $N_{6}=$ Swap optional: Swap two optional vertices, by letting an unvisited vertex take the place of a visited one.

The neighborhoods Swap, 2-opt and Relocate may improve the objective function only by reducing the working time of a route, because they do not change the collected score. The Remove optional movement attempts to decrease the working time at the expense of a decrease in the score as well. On the contrary, the Insert optional neighborhood tries to improve the score at the expense of an increase in the working time. The last neighborhood, Swap optional, may improve the objective function by increasing the score, reducing the working time, or both.

Note that all described neighborhoods consist of intra-period and intra-route movements, as they change routes of each period independently. A solution may be further improved by performing inter-period movements, that is, changing the execution of a service at a customer from a period to another. This type of movements may decrease the working time in a period and open space for more services to be performed there. Inter-period movements are costly to be evaluated because of the large number of neighbors. Thus, they are not fully explored in a deterministic way, but are considered in the perturbation step described next.

Perturbation procedure. The perturbation procedure is introduced to escape from the locally optimal solution obtained by the VND. Two inter-period neighborhoods are used to this aim. At each iteration, the perturbation procedure randomly selects two periods, $d_{1}$ and $d_{2}$, and then it invokes, alternatively, one of the two neighborhoods. The first neighborhood, called Relocate inter-period, randomly selects an optional service that is currently performed in $d_{1}$ and could also be performed in $d_{2}$, and then it tries to relocate it to $d_{2}$. Namely, it first selects a vertex $i_{1}$ in $\sigma_{d_{1}}$ that is associated with an optional service in both $U_{c, d_{1}}$ and $U_{c, d_{2}}$ for a certain $c \in C$, it removes it from $\sigma_{d_{1}}$, and then it tries to insert it in every position of $\sigma_{d_{2}}$ (provided that there is a demand left for $i_{1}$ in $d_{2}$ ). Similarly, the second neighborhood, called Swap inter-period, randomly chooses a vertex $i_{1}$ in $\sigma_{d_{1}}$ that is associated


FIGURE 3 Depicting example for the relocate inter-period perturbation movement.
with an optional service in both $U_{c, d_{1}}$ and $U_{c, d_{2}}$ for a certain $c \in C$, and then it tries to swap it with another vertex $i_{2}$ in $\sigma_{d_{2}}$ that is associated with an optional service in both $U_{c^{\prime}, d_{1}}$ and $U_{c^{\prime}, d_{2}}$ for a certain $c^{\prime} \in C$. In either case, if a move succeeds in producing a feasible solution, then it is applied, independently of the cost; otherwise, it is rejected. Either neighborhood proceeds until a certain amount of successful moves $p$ have been produced, or $\left|\sigma_{d_{1}}\right|\left|\sigma_{d_{2}}\right|$ attempts (either successful or unsuccessful) have been performed, where $\left|\sigma_{d}\right|$ gives the number of vertices in $\sigma_{d}$.

Figure 3 illustrates the Relocate inter-period operation through a simplified example. Three periods, namely 1, 2, and 3, are considered. The top part of the figure illustrates the solution before the operation is applied and the bottom part illustrates it after. All routes start from the depot and visit customer $c=1$ to provide different services. Suppose the customer requires services $1,2,3$, and 4 in periods 1 and 2 , and services 1,2 , and 3 in period 3 . Suppose also that a single visit per service, and per period is required, and that service 2 is optional. The depicted move removes the execution of service 2 in period 1 and transfers it to period 3. In this way, the route in period 1, which had the service removed, may be used to include other services.

## 6 | COMPUTATIONALEVALUATION

In this section, we present the outcome of the extensive computational tests that we performed on a large set of real-world instances provided by the company. The algorithms have been coded in Python 3.7.3 and executed on a single thread. We are aware that Python is slower if compared to other languages such as $\mathrm{C} / \mathrm{C}++$ (see, e.g., [21]), but the company that supported this research has asked for a Python implementation because this is the language they adopt in their Research and Development department. The algorithm that we have developed is indeed in use at this department for strategic decisions. The MILP model was solved with Gurobi 9.5 and was invoked with its default configuration, letting it run on 12 threads. The experiments have been executed on a Intel Xeon CPU E5-2640 v3 2.60 GHz machine with 64 GB of memory, running under Windows 10 Pro 20H2 64-bits.

For what concerns the termination conditions, the ILS was allowed to run for at most $T_{\max }=3600$ seconds on each instance. On the basis of preliminary computational experiments, the value of parameter $I_{\max }$ has been set to 100 (refer to Section 6.5 below for a full analysis on this parameter). The value of $p$ has been set to 10 , which led to slightly better results than 5 and 15.

## 6.1 | Instances

The company provides security services in a number of provinces in Italy. We were provided with the data of 12 of such provinces, which differ among them in the number and geographical distribution of customers, as well as in the number of services requested. Table 1 reports for each province, in order, the number of instances (column \#), which also corresponds to the number of clusters, the number of periods $(|D|)$, the total, average, minimum, and maximum number of customers (tot ${ }_{|C|}$, $\operatorname{avg}_{|C|}, \min _{|C|}$ and $\max _{|C|}$ ), and of services requested $\left(\operatorname{tot}_{n}, \operatorname{avg}_{n}, \min _{n}\right.$ and $\max _{n}$ ). We were provided in total with 79 instances, with the number of customers varying from 5 to 100 and the number of requested services from 14 to 1280 .

TABLE 1 Details of the real-world instances.

| Province | \# | $\|D\|$ | $\boldsymbol{t o t}_{\|C\|}$ | $\boldsymbol{a v g} \boldsymbol{g}_{\|C\|}$ | $\max _{\|C\|}$ | $\min _{\|C\|}$ | $\boldsymbol{t o t}_{\boldsymbol{n}}$ | $\boldsymbol{a v g}_{\boldsymbol{n}}$ | $\max _{n}$ | $\boldsymbol{m i n}_{n}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Mantova | 2 | 7 | 43 | 21.5 | 32 | 11 | 171 | 85.5 | 140 | 31 |
| Roma | 8 | 7 | 118 | 14.8 | 25 | 5 | 1234 | 154.3 | 268 | 84 |
| Sassari | 7 | 7 | 119 | 17.0 | 33 | 7 | 1038 | 148.3 | 256 | 42 |
| Rimini | 4 | 7 | 154 | 38.5 | 57 | 27 | 987 | 246.8 | 415 | 93 |
| Ravenna | 5 | 7 | 172 | 34.4 | 50 | 15 | 1382 | 276.4 | 400 | 79 |
| Pescara | 4 | 7 | 227 | 56.8 | 69 | 43 | 1370 | 342.5 | 484 | 129 |
| Ferrara | 7 | 7 | 236 | 33.7 | 63 | 11 | 1812 | 258.9 | 525 | 97 |
| Bologna | 8 | 7 | 239 | 29.9 | 63 | 17 | 2733 | 341.6 | 632 | 244 |
| Parma | 5 | 7 | 289 | 57.8 | 77 | 37 | 2952 | 590.4 | 797 | 323 |
| Forli | 8 | 7 | 407 | 50.9 | 73 | 16 | 2695 | 336.9 | 586 | 40 |
| Modena | 11 | 7 | 510 | 46.4 | 76 | 9 | 4288 | 389.8 | 651 | 14 |
| Reggio Emilia | 10 | 7 | 679 | 67.9 | 100 | 22 | 7812 | 781.2 | 1280 | 243 |

TABLE 2 Average computational results obtained by the ILS on full set of 79 instances.

| Instance |  |  |  | ILS |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Province | \# | $\operatorname{avg}_{\|C\|}$ | $\operatorname{avg}_{n}$ | $z$ | $s$ | $\boldsymbol{\tau}$ | km | $\delta$ | $Q$ | Time ${ }_{\text {inc }}$ | Time |
| Mantova | 2 | 21.5 | 85.5 | 2164.7 | 527.6 | 526.1 | 75.0 | 92.3 | 82.6 | 58.1 | 99.9 |
| Roma | 8 | 14.8 | 154.3 | 2945.6 | 828.5 | 1329.9 | 145.2 | 98.9 | 82.2 | 117.8 | 187.9 |
| Sassari | 7 | 17.0 | 148.3 | 2941.7 | 762.3 | 966.3 | 105.4 | 94.4 | 89.1 | 99.8 | 178.8 |
| Rimini | 4 | 38.5 | 246.8 | 5093.6 | 1168.6 | 832.8 | 84.6 | 91.5 | 92.2 | 870.6 | 1250.3 |
| Ravenna | 5 | 34.4 | 276.4 | 6629.6 | 1547.4 | 1230.2 | 110.0 | 124.4 | 95.7 | 823.1 | 1488.6 |
| Pescara | 4 | 56.8 | 342.5 | 9396.1 | 2102.5 | 1240.3 | 156.4 | 115.6 | 91.8 | 1223.7 | 1858.7 |
| Ferrara | 7 | 33.7 | 258.9 | 7162.0 | 1669.6 | 1317.5 | 136.4 | 104.2 | 96.5 | 692.9 | 797.4 |
| Bologna | 8 | 29.9 | 341.6 | 8217.4 | 2051.8 | 2268.3 | 184.1 | 125.6 | 94.9 | 792.4 | 944.8 |
| Parma | 5 | 57.8 | 590.4 | 15593.8 | 3441.8 | 1794.5 | 162.8 | 131.7 | 93.8 | 3101.5 | 3466.2 |
| Forli | 8 | 50.9 | 336.9 | 9159.1 | 2034.8 | 1127.9 | 126.9 | 110.8 | 97.8 | 1042.4 | 1400.5 |
| Modena | 11 | 46.4 | 389.8 | 9380.1 | 2234.0 | 1988.5 | 220.5 | 148.9 | 96.7 | 873.2 | 1243.9 |
| Reggio Emilia | 10 | 67.9 | 781.2 | 16956.2 | 3818.8 | 2375.5 | 220.2 | 146.1 | 94.5 | 2623.4 | 3024.9 |
| Overall average |  | 40.4 | 360.4 | 8600.7 | 2002.4 | 1568.3 | 157.6 | 119.8 | 93.1 | 1077.5 | 1372.7 |

The values of $\alpha$ and $\beta$, used in the objective function, were provided by the company after internal discussion and were set to 5 and 0.9 , respectively. The score collected during visit $\tau=1, \ldots, n_{c d t}$ performed at customer $c$ for service $t$ in a period was set to $w_{c t \tau}=w_{c t} e^{1-\tau}$, with the $w_{c t}$ values being in the set $\{1,6,9,10\}$. The minimum QoS level has been set to $75 \%$ and the minimum time between two consecutive visits for the same service at a customer to $\delta_{\min }=90 \mathrm{~min}$. The traveling times have been obtained by computing the real-world distances using the Open Source Routing Machine application.

## 6.2 | ILS results

Table 2 reports the results obtained by the ILS. Due to the high number of instances, we chose to aggregate the results by province. For each province we provide several key performance indicators (KPI): the average objective function value, $z$, according to Equation (1); the average collected score, $\mathcal{S}$; the average working time, $\mathcal{T}$; the average traveled distance by a patrol, km ; the average time between two consecutive visits at the same customer to perform the same service, $\delta$; the average quality of service, $Q$; the average time in which the incumbent solution was found, time ${ }_{i n c}$; and the average run time in seconds, time. We also include columns \#, $a v g_{|C|}$ and $a v g_{n}$ for the sake of easy data visualization. The last line provides overall averages over the full set of 79 instances (which can be obtained from the table by computing the weighted average of the values in each column, considering as weight the number of instances in the corresponding line).

The ILS was able to find a feasible solution for every instance in an average time of about 23 min . The average time was around 3 min or less for Mantova, Roma and Sassari, provinces requiring a small number of services, and larger than 50 min for Reggio Emilia, the province requiring the largest number of services. By comparing time ${ }_{i n c}$ with time, we observe that the criteria adopted for the ILS termination are appropriate because the algorithm keeps running for some amount of time after the

TABLE 3 Comparison between Gurobi and ILS (on subset $F$ of 37 instances for which MILP found a feasible solution).

| Instance |  | MILP model |  |  |  |  | ILS |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Province | \# | $\|F\|$ | LB | $\boldsymbol{U B}$ | Gap | Time | $z$ | impr. | Time |
| Mantova | 2 | 2 | 2134.9 | 2754.6 | 22\% | 3600.1 | 2164.7 | 1.5\% | 99.9 |
| Roma | 8 | 8 | 2828.9 | 4104.0 | 31\% | 3600.1 | 2945.6 | 12.6\% | 187.9 |
| Sassari | 7 | 6 | 2755.8 | 3531.7 | 22\% | 3600.1 | 2809.7 | 0.9\% | 168.4 |
| Rimini | 4 | 4 | 4763.7 | 5906.5 | 19\% | 3600.3 | 5093.6 | 5.0\% | 1250.3 |
| Ravenna | 5 | 3 | 5018.2 | 6220.7 | 19\% | 3600.4 | 5403.3 | 5.2\% | 946.7 |
| Pescara | 4 | 2 | 6781.9 | 8030.9 | 16\% | 3600.2 | 7118.4 | 3.9\% | 679.3 |
| Ferrara | 7 | 4 | 4989.5 | 6080.5 | 18\% | 3600.2 | 5094.2 | 1.6\% | 79.2 |
| Bologna | 8 | 2 | 5419.1 | 7394.3 | 27\% | 3600.2 | 6191.9 | 18.6\% | 970.3 |
| Parma | 5 | 0 |  |  |  | 3600.1 |  |  |  |
| Forli | 8 | 4 | 6817.5 | 7751.7 | 12\% | 3600.3 | 7134.7 | 3.6\% | 942.5 |
| Modena | 11 | 1 | 321.9 | 321.9 | 0\% | 0.8 | 321.9 | 0.0\% | 0.1 |
| Reggio Emilia | 10 | 1 | 3976.3 | 5865.8 | 32\% | 3600.4 | 4669.0 | 17.4\% | 775.7 |
| Overall average |  |  | 4147.9 | 5248.3 | 22\% | 3502.9 | 4374.7 | 6.2\% | 505.9 |

incumbent has been found, but this time is not excessive. On average, the ILS performed around 180 iterations per run, with a maximum of 553 iterations on a small instance of the Ferrara province. For all instances, the constraints on the minimum QoS and minimum time between services were satisfied, and the average $Q$ and $\delta$ values are far above the required $75 \%$ and 90 min , respectively. In the next sections, we obtain insights in the remaining KPIs by comparing them with the corresponding values obtained by the MILP model and by the company.

## 6.3 | Comparison with the mathematical model

Table 3 reports the results obtained by solving the MILP model with Gurobi and compares them with the results by the ILS. Let $F$ be the set of instances for which Gurobi was able to find a feasible solution. Column $|F|$ shows the number of such instances in $F$ for each province (e.g., Gurobi obtained feasible solutions for 2 out of 2 instances of Mantova, 8 out of 8 instances of Roma, 6 out of 7 instances of Sassari). The next columns refer to average values with respect to this reduced set of instances. Columns $L B, U B$, gap and time provide the average incumbent solution value, the average upper bound, the average percentage gap between $L B$ and $U B$, and the average run time, respectively, of Gurobi. For the ILS, we report $z$, time, and, in column impr., the average improvement obtained over the incumbent values $L B$ of Gurobi. We computed impr. as follows: we first evaluated the improvement over each of the $|F|$ instances in each province by computing $100(z-L B) / L B$; then, we obtained the resulting impr. value per province by simply evaluating the average of the improvements. The same process was followed to obtain the overall averages in the last line, which are average values with respect to all 37 instances.

From the table, we can notice that Gurobi cannot find feasible solutions for more than half of our instances. This can be imputed to constraint (9), which makes the model non-decomposable into single periods, and to constraints (5)-(8), which all contain "big M" values. We attempted using lazy-constraints callbacks and searched for better configurations with the automated parameter configuration, but none of these attempts could improve the solver performance. More in detail, only in three cases, the MILP solver could find feasible solutions for all instances of a province. This happened for Mantova, Roma and Rimini. Moreover, the solver was not able to find any solution for the instances of Parma, and just a single one for the instances in Modena and Reggio Emilia. In total, only 37 out of 79 instances were feasibly solved and just one of them (Modena) to proven optimality. On this subset $F$ of instances, the ILS was able to improve the solution value found by the MILP solver by $6.2 \%$ on average. The run time was also considerably lower. Whereas Gurobi reached the time limit of one hour in most cases, the ILS required on average about eight minutes and a half. We also notice that the ILS was able to find an exact optimal solution for the only instance that Gurobi could solve to proven optimality.

In Figure 4, we gain further insight by displaying four KPIs derived from the solutions obtained by the MILP solver and by the ILS. We still consider only the subset $F$ of instances, providing the average score, working time, QoS and km traveled. For five provinces, namely Mantova, Roma, Sassari, Rimini and Ferrara, the solver was able to obtain a slightly better score than the ILS. On the other cases, the ILS got better or equal average scores, achieving an overall advantage of $0.32 \%$ better average score than Gurobi. Whereas the differences in the score are not so significant, much higher differences can be observed for the working time. The ILS found, indeed, better values than Gurobi for the instances of ten provinces and an identical value for the remaining instance (Modena). The average QoS produced by Gurobi is $92.7 \%$ and that of the ILS is


FIGURE 4 Four KPIs by Gurobi and ILS (on subset $F$ of instances for which MILP found a feasible solution). (A) Average score ( $\mathcal{S}$ ). (B) Average working time $(\mathcal{T})$. (C) Average quality of service ( $Q$ ). (D) Average traveled kilometers (km).
just $91.6 \%$. Both values are thus much higher than the minimum required QoS ( $75 \%$ ). Significant gains are obtained by the ILS for the km traveled for all instances with the exception of Modena (equal values) and Sassari (slightly worse value by the ILS).

## 6.4 | Comparison with the company solutions

In Table 4, we compare the ILS solutions with the real-world ones currently in use at the company. We display the average solution value, QoS and $\delta$ for both solution sets. For the ILS, we also report the percentage improvement that it obtained over the $z$ value by the company.

The solutions currently in use at the company are difficult to evaluate because they do not obey at least two constraints. First, they do not ensure a minimum quality of service. Refer for example to the results for the province of Pescara, where the QoS is $48.6 \%$ on average, whereas the minimum desired is $75 \%$. In addition, the minimum time between two visits at the same customer to perform the same service is not fully respected. The average $\delta$ on the solutions provided by the company is indeed 58.4 min , whereas the minimum required is 90 min . Thus, the solutions by the company are frequently infeasible, whereas the ones produced by the ILS are all feasible. Even in this disadvantageous scenario, the ILS found solutions whose average value is much better than that of the company.

We graphically compare in Figure 5 two KPIs, score and working time, to show the improvements obtained by the ILS. The collected score is improved in all provinces, with the exceptions of Mantova ( $2 \%$ worse) and Modena ( $17 \%$ worse). The working time is reduced in all provinces, with the exception of Forli. Some reductions are significant as, for example, in Mantova, Rimini, and Modena.

## 6.5 | Evaluation of the ILS components

The proposed ILS contains several components. To evaluate the contribution of each one of them, we executed different configurations of the ILS, each obtained by removing one or more components. The obtained results are shown in Table 5, which

TABLE 4 Comparison between company and ILS solutions on the full set of 79 instances.


FIGURE 5 Relevant KPIs for company and ILS (on the entire set of instances). (A) Average score ( $\bar{s}$ ). (B) Average working time $(\overline{\mathcal{T}}$ ).
displays the average solution values per province for several tested configurations. In column Greedy, we show the results of the greedy constructive heuristic alone, and in column G. + VND, the results of the greedy followed by the first VND execution. The next six columns show the results of the complete ILS, but removing one of the six VND neighborhoods. Finally, for the purpose of comparison, the last column displays the results of the complete ILS with all neighborhoods, as previously reported in Table 2.

We can notice that the greedy algorithm provides low-quality solutions in general, which are very far away from the final solutions obtained by the ILS. The VND (with all neighborhood searches) manages to consistently improve the solutions by the greedy. A large improvement can be observed for the eight instances of Bologna, for which the average objective value is almost doubled.

For what concerns the different neighborhood searches, we can notice that all of them have a positive impact on the performance of the ILS. Removing $N_{1}$ (Remove optional) leads to an average $z$ equal to 7816.1, which is even lower than the average values found by greedy + VND with all neighborhoods (7913.6). A smaller impact can be observed by the removals of $N_{2}, N_{3}$, $N_{4}$, and $N_{6}$, which lead to average solution values $5 \%, 7 \%, 4 \%$, and $7 \%$, respectively, away from the one found by the full ILS. The largest deterioration was observed when removing $N_{5}$ (Insert optional). In this case, the average $z$ value is $40 \%$ away from the one by the full ILS, and the distance is very large for the most difficult provinces, such as Modena ( 3618.7 vs. 9380.1 ) and Reggio Emilia (9899.7 vs. 16956.2).

We can conclude that all neighborhoods are important and that the two most indispensable ones are, in order, Insert optional and Remove optional. The importance of Insert optional follows from the fact that the greedy algorithm is quite inefficient in including optional services in the routes; hence the neighborhood can insert many of such services and consistently improve the solution value. The Remove optional is an important operation because it opens the possibility for the VND to decrease the collected score but at the same time decrease the total working time. In this way, the algorithm has more chances to escape from locally optimal solutions.

TABLE 5 Impact of the ILS components on the solution value.

| Instances |  | Heuristics |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Province | \# | Greedy | G. + VND | $\text { ILS- } N_{1}$ | $\text { ILS- } N_{2}$ | $\mathrm{ILS}_{3} \mathrm{~N}_{3}$ | $\text { ILS- } N_{4}$ | $\text { ILS- } N_{5}$ | $\mathrm{ILS}^{-} \mathrm{N}_{6}$ | ILS |
| Mantova | 2 | 1787.4 | 2149.0 | 1897.2 | 2164.3 | 2163.7 | 2158.4 | 2160.5 | 2164.9 | 2164.7 |
| Roma | 8 | 1965.6 | 2924.6 | 2245.5 | 2946.3 | 2931.4 | 2922.5 | 2907.7 | 2936.6 | 2945.6 |
| Sassari | 7 | 2243.8 | 2923.1 | 2565.1 | 2931.7 | 2939.3 | 2929.8 | 2940.6 | 2931.5 | 2941.7 |
| Rimini | 4 | 4216.5 | 4872.3 | 4820.2 | 5011.7 | 4998.9 | 5047.9 | 4924.9 | 5004.3 | 5093.6 |
| Ravenna | 5 | 5634.1 | 6314.9 | 6439.8 | 6540.2 | 6418.9 | 6586.9 | 6358.5 | 6340.5 | 6629.6 |
| Pescara | 4 | 7717.6 | 8942.9 | 8641.5 | 9165.7 | 9022.8 | 9131.1 | 8574.5 | 8953.6 | 9396.1 |
| Ferrara | 7 | 5942.6 | 6986.9 | 6944.8 | 7008.6 | 6978.4 | 7033.8 | 6769.7 | 7001.4 | 7162.0 |
| Bologna | 8 | 4168.8 | 8166.3 | 8053.9 | 8208.0 | 8160.1 | 8184.4 | 4967.6 | 8203.0 | 8217.4 |
| Parma | 5 | 11177.2 | 13452.9 | 13582.5 | 14580.5 | 13938.4 | 14919.2 | 12627.5 | 13616.3 | 15593.8 |
| Forli | 8 | 7135.9 | 9031.3 | 9006.3 | 9079.3 | 9045.8 | 9116.4 | 7951.8 | 9055.3 | 9159.1 |
| Modena | 11 | 2927.1 | 9335.2 | 9338.6 | 9346.6 | 9324.2 | 9344.2 | 3618.7 | 9340.3 | 9380.1 |
| Reggio Emilia | 10 | 8346.2 | 13374.2 | 13597.7 | 14420.7 | 14141.6 | 14833.3 | 9899.7 | 13851.8 | 16956.2 |
| Overall average |  | 5246.8 | 7913.6 | 7816.1 | 8166.0 | 8059.6 | 8243.2 | 6160.0 | 8003.7 | 8600.7 |
| ILS improvement |  | 64\% | 9\% | 10\% | 5\% | 7\% | 4\% | 40\% | 7\% | - |

TABLE 6 Average KPIs obtained by ILS with different values of $I_{\max }$.

| $I_{\text {max }}$ | $z$ | $S$ | $\boldsymbol{J}$ | km | $\delta$ | $Q$ | Time $_{\text {inc }}$ | Time |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 50 | 8530.6 | 1988.9 | 1570.8 | 157.7 | 114.3 | 93.4 | 880.7 | 1099.9 |
| 100 | 8600.7 | 2002.4 | 1568.3 | 157.6 | 119.8 | 93.1 | 1077.5 | 1372.7 |
| 150 | 8606.8 | 2002.8 | 1563.7 | 157.3 | 113.6 | 93.5 | 1266.1 | 1605.6 |

A key element for a good ILS performance is the acceptance criterion (refer to line 8 of Algorithm 1). In our implementation, we use the simplest criterion in which we accept a solution only if this is better than the previous one. This simple approach turned out to be slightly better than an alternative one based on the simulated annealing concept, and it was thus preferred for its ease of implementation.

Parameter $I_{\max }$ (maximum number of iterations without improvements) is another key element for our ILS. This parameter has been introduced in our implementation to limit the computation time required by the algorithm (line 5 of Algorithm 1). We set it to 100 on the basis of a set of computational experiments that we report in Table 6 . The table shows the average values that we obtained on the full set of instances by attempting $I_{\max }=50,100$, and 150 . It can be noticed that 100 provides a good improvement with respect to 50 , at the expense of a limited increase in the computational effort. Setting $I_{\max }$ to 150 increases even further the time, but it does not lead to significant improvements.

## 7 | CONCLUSIONS

We studied a car patrolling application that arises from a large Italian company that needs to plan routes to perform security services at customers' facilities. The resulting optimization problem is a challenging variant of the multi-period orienteering problem. Due to the difficulty of the problem, we have chosen to solve it through an ILS equipped with an inner VND. We have also developed an MILP model to formalize the problem.

We have tested both the MILP model, using the Gurobi solver, and the ILS on real-world instances provided by the company. Gurobi struggled to provide feasible solutions for about half of the instances, whereas the ILS could solve all of them. Comparing only the subset of instances in which both the ILS and the solver were able to find feasible solutions, we noticed that the ILS could provide much better solution quality within a smaller computational effort. The qualities of service obtained by the two methods were approximately the same, but the ILS was able to considerably reduce the kilometers travelled by the patrols. With our tests, we thus ensured that the ILS is a preferable choice to solve the problem.

We then compared the solutions obtained by the ILS with those in use at the company. It was difficult to fairly compare their objective function values because many of the solutions in use at the company did not respect some of the operational constraints (minimum time between consecutive visits and minimum QoS). The ILS was still able to find solutions with better objective values while respecting all operational constraints. The average improvement in the objective function value ranged
from $23 \%$ to almost $400 \%$, and not only the minimum QoS was always respected, but it was also increased on average from $84.8 \%$ to $93.1 \%$.

These good results have been obtained by a simple but effective combination of several algorithmic components, including a local search algorithm with six different neighborhoods. By performing a sensitivity analysis on the entire set of instances, we observed that all such neighborhoods have a positive contribution to the ILS performance. The largest contributions are provided, in order, by Insert optional and Remove optional, two neighborhood operations that are tailored to the problem at hand.

For future research directions, we consider the following worth investigating. First, the modification of the clusters: the current clusters were provided by the company, but we foresee that changing their configuration might help improve the solution quality even further. Second, a more elaborated evaluation of the quality of service: in our study, the quality of service is evaluated using an overall measure of the number of services performed, which may introduce unfairness because it is insensitive to situations in which some customers are poorly served whereas others fully served; introducing a quality of service measured per single customer might improve the fairness of the resulting solutions. Finally, the insertion of dynamic and stochastic features in the problem: in the current version of the problem, dynamic occurrences such as alarm triggering or unexpected urgent services are not considered; by embedding them into a new problem that considers dynamic and stochastic aspects, we may obtain a more sophisticated model, to be used on-the-fly during the execution of the activities. The large availability of data from the company makes this last research direction very interesting.
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