
15/10/2024 10:16

Joint Complete Records occurrence over FGM sequences / Khorrami Chokami, Amir; Montagna, Silvia. -
(2024). (Intervento presentato al  convegno The 52nd Scientific Meeting of the Italian Statistical Society
tenutosi a Università degli Studi di Bari Aldo Moro, Bari nel 17-20 Giugno 2024).

Terms of use:
The terms and conditions for the reuse of this version of the manuscript are specified in the publishing
policy. For all terms of use and more information see the publisher's website.

(Article begins on next page)

This is the peer reviewd version of the followng article:



Joint Complete Records occurrence over FGM
sequences

Amir Khorrami Chokami1 and Silvia Montagna2
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Reggio Emilia, via Berengario 51, Modena 41121, Italy

Abstract. A record over a sequence of iid absolutely continuous random
variables is defined as a random variable surpassing all preceding ones.
The extension to the multivariate case is not obvious. In this project,
we focus on the so-called complete records. We examine the probability
of appearance of two complete records at two different times, whenever
the within sequences of random vectors where the dependence among
components follows the Farlie-Gumbe1-Morgenstern copula.
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1 Introduction

In recent times, there has been a growing interest on the occurrence of extreme
events. The study of maxima in a multivariate context presents the challenge of
tackling the dependence among extreme events, in connection with the parent
copula of the underlying sequence of random vectors (see [9], [8] among others).
Let us consider now a sequence of iid random variables X1, X2, . . . . The rv
Xm is called a record if Xm > max(X1, . . . , Xm−1), m ≥ 2 (obviously, X1 is
the first record because it is the first vriable appearing in the sequence). In
this simple case, various results concerning the time of appearance of a record,
the asymptotic distribution of the m-th record as m → ∞, increments between
records, are available (see [1], [4, Sections 6.2 and 6.3], [2] and [3], among others).
In particular, if we call IRm = 1 (Xm > max(X1, . . . , Xm−1)), m ∈ N, then

P
(
IRj = 1, IRk = 1

)
= P

(
IRj = 1

)
P
(
IRk = 1

)
= j−1k−1, j < k, (1)

indicating independence between the appearance of records at two different
times.

Th extension to the multivariate case is not an easy task. The first issue
we have to face, regards the non-unique definition of a multivariate record. In
this work, we consider the so-called complete records, defined as follows. Let
X1,X2, . . . , be iid random vectors (rv) in Rd. Put for integers j < k

Mj := max
1≤i≤j

Xi, Mk
j := max

j≤i≤k
Xi,
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where the maximum is taken componentwise. a rvXm is a complete record if each
component is a univariate record itself, i.e., Xm > Mm−1. The event indicating
the appearance of a complete record at time m is then ICR

m := 1(Xm > Mm−1).
Some findings regarding complete records across sequences of random vectors
with independent components and with Marshall-Olkin copula are available in
[2] and [7], respectively.

This paper studies the left-hand side of Equation (1) in a bivariate context,
precisely when the copula of the underlying sequence of random vectors is of the
Farlie-Gumbe1-Morgenstern (FGM) type:

F (x, y) = e(x+y) (1 + λ (1− ex) (1− ey)) , x, y ≤ 0 and |λ| ≤ 1. (2)

with bivariate density given by

f(x, y) = ex+y (1 + λ (2ex − 1) (2ey − 1)) . (3)

The challenge in studying records arises from the immediate complexity of com-
putations required when transitioning from independent cases to those where
components are dependent. The FGM copula, albeit with difficulties, enables
the derivation of exact formulas for complete record occurrences. This copula is
valuable due to its simple structure and straightforward interpretation of the pa-
rameter λ, which captures dependence characteristics. These qualities have made
the FGM distribution a popular choice for various applications, including capital
allocation and the so-called collective risk models. For a thorough understanding
of this copula in an extreme-value context, refer to [5]. We highlight our findings
are independent of the marginal distribution function FXi , i = 1, 2, provided
that they are continuous. Moreover, we consider a sequence η1,η2, · · · ∈ R2

of standard max-stable rv (i.e. with Negative-Exp(1) margins and such that

Mn
d
= η1/n) and FGM copula. This is also the framework of [6], which deals

with single complete records.

2 Complete Records Occurrences

Theorem 1. Let η1,η2, . . . be a sequence of bivariate standard max-stable rv
with FGM copula. Then, the probability of appearance of a CR is

P
(
IRj = 1, IRk = 1

)
=

16∑
i=1

pi (4)

for j, k ∈ N, j < k. The pi’s are given in the proof for readability.
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Proof. For what concerns the probability of the joint events we have

P
(
ICR
j = 1, ICR

k = 1
)
= P(ηj > Mj−1,ηk > Mk−1)

= P

(
ηj >

η1

j − 1
,ηk > max

(
ηj ,

η2

k − j − 1

))
=

∫
(−∞,0]2

∫
(−∞,y]

P(η1 < (j − 1)x,η2 < (k − j − 1)y) dPη(x) dPη(y)

=

∫
(−∞,0]2

P(η2 < (k − j − 1)y)

∫
(−∞,y]

P(η1 < (j − 1)x) dPη(x) dPη(y) .

Let us compute the internal integral, which will yield a function of y.

∫
(−∞,y]

P(η1 < (j − 1)x) dPη(x) =

∫ y2

−∞

∫ y1

−∞
P
(
η
(1)
1 < (j − 1)x1, η

(2)
1 < (j − 1)x2

)
dPη(x) =

=

∫ y2

−∞

∫ y1

−∞
e(j−1)(x1+x2)

(
1 + λ

(
1− e (j−1)x1)

(
1− e(j−1)x2

))
·

· ex1+x2 (1 + λ (2ex1 − 1) (2ex2 − 1)) dx1 dx2 =

=

∫ y2

−∞

∫ y1

−∞
ej(x1+x2) dx1 dx2

+

∫ y2

−∞

∫ y1

−∞
ej(x1+x2)λ

(
1− e(j−1)x1

)(
1− e(j−1)x2

)
dx1 dx2

+

∫ y2

−∞

∫ y1

−∞
ej(x1+x2)λ (2ex1 − 1) (2ex2 − 1) dx1 dx2

+

∫ y2

−∞

∫ y1

−∞
ej(x1+x2)λ2

(
1− e(j−1)x1

)(
1− e(j−1)x2

)
(2ex1 − 1) (2ex2 − 1) dx1 dx2

=: I1 + I2 + I3 + I4.

It can be shown that

I1 =
1

j2
ej(y1+y2)

I2 = λ

2∏
i=1

(
ejyi

j
− e(2j−1)yi

2j − 1

)

I3 = λ

2∏
i=1

(
2
e(j+1)yi

j + 1
− ejyi

j

)

I4 = λ2
2∏

i=1

(
2

j + 1
e(j+1)yi − ejyi

j
− e2jyi

j
+

e(2j−1)yi

2j − 1

)
.
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Thus, we have∫
(−∞,0]2

P(η2 < (k − j − 1)y)

∫
(−∞,y]

P(η1 < (j − 1)x) dPη(x) dPη(y)

=

∫ 0

−∞

∫ 0

−∞

[
4∑

i=1

Ii

]
· F ((k − j − 1)y1, (k − j − 1)y2) f (y1, y2) dy1 dy2

==

4∑
i=1

∫ 0

−∞

∫ 0

−∞
Ii · F ((k − j − 1)y1, (k − j − 1)y2) f (y1, y2) dy1 dy2,

where F and f are as in Equation (2) and Equation (3), respectively. Solv-
ing the bivariate integral above, requires the computation of the following 16
integrals, each one relative to a different pi in Equation (4). This is because
F ((k − j − 1)y1, (k − j − 1)y2) f (y1, y2) is a sum of four different contributes,
each of them being multiplied with each one of the 4 integrals.

For F · f · I1: The corresponding double integral is the sum of the following

p1 =
1

j2k2

p2 =
λ

j2

(
1

k
− 1

2k − j − 1

)2

p3 =
λ

j2

(
2

k + 1
− 1

k

)2

p4 =
λ2

j2

(
2

k + 1
− 1

k
− 2

2k − j
+

1

2k − j − 1

)2

For F · f · I2: The corresponding double integral is the sum of the following

p5 = λ

(
1

jk
− 1

(2j − 1)(k + j − 1)

)2

p6 = λ

(
1

jk
− 1

(2j − 1)(k + j − 1)
− 1

j(2k − j − 1)
− 1

(2j − 1)(2k − 3)

)2

p7 = λ

(
2

j(k + 1)
− 2

(2j − 1)(k + j)
− 1

jk
− 1

(2j − 1)(k + j − 1)

)2

p8 = λ2

(
2

j(k + 1)
− 2

(2j − 1)(k + j)
− 1

jk
+

1

(2j − 1)(k + j − 1)
− 2

j(2k − j)
+

2

(2j − 1)(2k − 1)

+
1

j(2k − j − 1)
− 2

(2j − 1)(2k − 3)

)2
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For F · f · I3: The corresponding double integral is the sum of the following

p9 = λ

(
2

(j + 1)(k + 1)
− 1

jk

)2

p10 = λ

(
2

(j + 1)(k + 1)
− 1

jk
− 2

(j + 1)(2k − j)
+

1

j(2k − j − 1)

)2

p11 = λ

(
4

(j + 1)(k + 2)
− 2

j(k + 1)
− 2

(j + 1)(k + 1)
+

1

jk

)2

p12 = λ2

(
4

(j + 1)(k + 2)
− 2

j(k + 1)
− 2

(j + 1)(k + 1)
+

1

jk
− k

(j + 1)(2k − j + 1)
+

2

j(2k − j)

+
2

(j + 1)(2k − j)
− 1

j(2k − j − 1)

)2

For F · f · I4: The corresponding double integral is the sum of the following

p13 = λ2

(
2

(j + 1)(k + 1)
− 1

jk
− 1

j(k + j)
+

1

(2j − 1)(k + j − 1)

)2

p14 = λ

(
2

(j + 1)(k + 1)
− 1

jk
− 1

j(k + j)
+

1

(2j − 1)(k + j − 1)

− 2

(j + 1)(2k − j)
+

1

j(2k − j − 1)
+

1

j(2k − 1)
− 1

(2j − 1)(2k − 2)

)2

p15 = λ2

(
4

(j + 1)(k + 1)
− 2

j(k + 1)
− 2

j(k + j + 1)
+

2

(2j − 1)(k + j)

− 2

(j + 1)(k + 1)
+

1

jk
+

1

j(k + j)
− 1

(2j − 1)(k + j − 1)

)2

p16 = λ2

(
4

(j + 1)(k + 2)
− 2

j(k + 1)
− 2

j(k + j + 1)
+

2

(2j − 1)(k + j)

− 2

(j + 1)(k + 1)
+

1

jk
+

1

j(k + j)
− 1

(2j − 1)(k + j − 1)
+

− 4

(j + 1)(k + 1)
+

2

j(2k − j)
+

1

jk
− 2

(2j − 1)(2k − 1)
+

+
2

(j + 1)(2k − j)
− 1

j(2k − j − 1)
− 1

j(2k − 1)
+

1

(2j − 1)(2k − 2)

)2

.

This concludes the proof.

3 Conclusion

In conclusion, this work addresses the challenge of studying the probability of
occurrence of two complete records over independent and identically distributed
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bivariate sequences of standard max-stable random variables with the FGM
copula. The authors suggest te use of mathematical softwares to simply the ex-
pressions given in the proof of Theorem 1. Ongoing projects regard the extension
the case of complete records to sequences characterized by a general copula, and
the study of alterntive definitions of multivariate records.
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