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Abstract

Designing an active visual system, able to autonomously learn its behavior, implies to make the learning controller independent

of an external signal (e.g. the error between the actual and the desired vergence angle) or of perceptual decisions about dispar-

ity (e.g. from the response of a previously trained network). The proposed approach is based on a direct use of a computational

substrate of modeled V1 complex cells that provide a distributed representation of binocular disparity information. The design

strategies of the cortical-like architecture, including uniform coverage in feature space and divisive normalization mechanisms,

allow the global energy of the population to effectively mediate the learning process towards the proper motor control. Since

the learning controller is based on an intrinsic representation of the visual signal, it comes to overlap and coincide with the

system that is learning the behaviour, thus closing at an inner cycle the perception-action loop necessary for learning. Experi-

mental tests proved that the control architecture is both able to learn an effective vergence behavior, and to exploit it to fixate

static and moving visual targets.
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1. Introduction

From a computational point of view, the complex cells of the primary visual cortex (V1) are the processing

substrate for the retinal binocular disparity, and enable both stereopsis and vergence [1, 2]. The former mechanism

relies on a proper fixational posture to allow for a complex interpretation of the disparity information provided by

V1, that is when the disparity of the retinal images is within Panum’s fusional area. Such a posture is obtained

when both the eyes look the same object in space, and allows for a precise and effective depth perception. The

latter mechanism operates to change the vergence angle, that is the angle between the optical axes, so to bring

the fixation point on the object of interest and in this way to restore the posture for singleness of vision and depth

perception [3].
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In humans infant, the learning process of vergence eye movement cannot have any explicit teacher, but it relies

on the only “supervision” of a feedback on previous errors defined by an expectation of the movement, i.e. a

reward given when the eyes fixate an object in the proper manner. Nevertheless, the capability of interpretation of

depth relies directly on the proper fixation posture, i.e. on a correct vergence posture, thus it is not likely to think

that the reward comes from it. Indeed, a human infant starts developing a finely tuned disparity system during

the period from 2 to 6 months [4, 5], i.e. when the convergence and divergence movements have been already

developed. Hence, as the vergence system in an adult might follow a fast reactive stream that directly involves

V1 cells without resorting to a high level interpretation of depth, it is plausible to think that even its development

relies on an early mechanism of reward. Such a process should ensure that an infant will learn the correct vergence

behaviour [4] so to influence the succeeding visual experience for a normal development of the stereopsis.

Regarding the computational substrate, our approach is based on a population network of V1-like complex

cells that has been shown to be effective in guiding vergence through a weighted sum of the population response

that lead to proper servos [6, 7]. In the context of autonomous learning, it is important to assess whether the net-

work itself can learn the proper behaviour for guiding vergence eye movements, what are the design specification

that allows the learning, which signal can be used to measure the system’s performance and to drive the learning

process.

Instead of an external signal, like the difference between the desired and the actual vergence angle [8], an

internal controller based on the visual signal is more suitable to drive an autonomous learning. In this framework,

in [9] the authors used a stereo matching index, both to evaluate the state of the system, and to reward the system

during the training phase, while in [10] they used as the reward the response of a population of complex cells

tuned to zero disparity. Notwithstanding the effectiveness of the method, these approaches imply that the learning

controller derives from a correct perception of the disparity that, in a parallel with biological system, is not able to

develop without even coarse but effective vergence movements. A more recent model [11] adopts as reward signal

an intrinsic parameter of the system, i.e. the population normalized peak response. The limit of the approach

is in the resulting set of discrete controls, obtained by the combination of the activities of three sub-populations,

rather than a continuous control yielded by a single “comprehensive” population. Moreover, the position shifts

that characterize the three sub-populations are introduced on the basis of an a priori knowledge.

Grounding the control on a single distributed representation of binocular disparity, we propose to learn a

proper vergence behaviour from the population response without any external supervision, and without taking any

decision (i.e. estimation) on the stimulus properties. The information used for the learning phase is the modulation

of the input disparity, that is, the more the population activity increases, the more the system goes towards the

proper fixation posture and its behaviour is rewarded. To allow for a proper intrinsic learning controller, the

sensitivity of the complex cells is chosen to optimally tile the feature space [12], and the architecture is endowed

with a normalization mechanism [2] so to increase noise resistance and response stability.

2. Efficent coding of binocular disparity

We consider a distributed approach in which the retinal binocular disparity δ(x), in its horizontal δH and

vertical δV components, is never measured, but is implicitly coded by the population activity of cells that act as

“disparity detectors”. On the basis of neurophysiological evidences [2, 13], the V1-like binocular energy complex

cells are obtained with two quadrature pairs of simple cells with Gabor-like receptive fields (RF). Defining the

complex-valued Gabor filter h(x; θ, ψ) = ηe
(
− 1

2σ2 xT
θ xθ
)
e j(k0 xθ+ψ) where xθT = [xθ, yθ] is the coordinate system rotated

at an angle θ about its center, k0 is the radial peak frequency of the filter, η is a normalization constant, and ψ is

the phase value. The response of the left and right RFs centered in x to the images IL/R, are: rL/R(x; θ, ψL/R) =

IL/R ∗ hL/R(x; θ, ψL/R) and the response of a modeled binocular complex cell is:

rc(x; θ,Δψ) =
∣∣∣rL(x; θ, ψL) + rR(x; θ, ψR)

∣∣∣2 . (1)

Extending the classical formulation showed by [14], and taking into account the preferred orientation θ of the

filter, it is possible to represent the tuning curve of a complex cell:

rc(x; kθ,Δψ) = |rL(x)|2 + 2
∣∣∣rL(x)r∗R(x)

∣∣∣ cos(δθk0 − Δψ) + |rR(x)|2 (2)
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where δθ is the projection of the full disparity along the orthogonal direction with respect to θ. Accordingly,

along its orientation the cell is tuned to a specific stimulus disparity δθ = �Δψ�2π/k0, defined by the phase shift

difference between the left and right RFs, Δψ = ψL − ψR. From Eq. 2 turns out that, unlike simple cells, the

response of complex cells depends only on the phase differences Δψ between the left and right filters, and not on

the monocular Fourier phases of the input stimuli. Since phase shifts are unique in (−π, π], the maximum disparity

to which the cells could be selective is ±Δ = δθpre f

∣∣∣Δψ=±π = ±π/k0.

Considering the two-dimensional (2D) nature of the binocular disparity, we extended the classical formulation

showed by [14] so to represent the tuning curve of a complex cell. In the vector disparity domain {δH , δV }, the

tuning curves present a sinusoidal modulation given by the vector disparity δ(x) projected along θ, but also a

Gaussian modulation given by the magnitude of the retinal disparity |δ(x)| (see Fig. 1). In order to characterize

the complex cell’s response, we used a synthetic ideal stimulus, that is a white Gaussian noise defined by constant

Fourier power spectrum. With this stimulus it is possible to approximate the analytical expression of the tuning

curve:

rc(x; θ,Δψ) ≈ 16π4|Ĩ|2
σ4

⎡⎢⎢⎢⎢⎢⎢⎢⎣1 + e−
∣∣∣∣∣δ(x)

∣∣∣∣∣2
σ2 + 2e−

∣∣∣∣∣δ(x)

∣∣∣∣∣2
2σ2 cos[δH(x)k0 sin θ + δV (x)k0 cos θ − Δψ]

⎤⎥⎥⎥⎥⎥⎥⎥⎦ (3)

where |Ĩ|2 is the constant power spectrum of the input noise images, assuming for the sake of simplicity that locally

ĨL ≈ ĨR = Ĩ.

Grounding on the phase-shift model, we constructed a population of Np × No disparity detectors with Np = 9

phases and No = 8 orientations, equally spaced between −π and π and between 0 and π, respectively.

In Eq. 3 the energy of the image |Ĩ|2 acts as a multiplicative gain on the cell response. In order to remove

such a dependence, it is possible to include a divisive normalization stage [2, 15], in which the activity of the

single cell is modulated by the pooled activities of the cell in a surrounding. The resulting cell’s selectivity is still

attributed to the energy stage obtained by the linear summation and the squaring operations, as in Eq. 1, and its

energy invariance is attributed to division, i.e. the normalization stage. The response of the normalized complex

cell r̂c(x), is obtained by dividing rc(x) by the activity of the population (Ebin), pooled over all the phases and the

orientations:

Ebin(x) =
1

π

∫ π

0

1

2π

∫ π

−π
rc(x; θ,Δψ) dΔψ dθ =

1

σ8

⎛⎜⎜⎜⎜⎜⎜⎜⎝1 + e−
∣∣∣∣∣δ(x)

∣∣∣∣∣2
σ2

⎞⎟⎟⎟⎟⎟⎟⎟⎠ |I|2 (4)

Being Ebin(x) proportional to the local Fourier energy of the stimulus |Ĩ|2, the normalization rescales the cell

responses with respect to the stimulus luminance, preserving the dependence on the stimulus disparity δ.

3. Learning the vergence behaviour

3.1. Population coding for learning

The proposed neural architecture, exploited in a proper way, is an effective substrate for driving vergence eye

movements both in simulated environments [6] and with real systems [7]. The vergence control can be obtained

by proper weighting of the normalized population responses within a perifoveal region (Ω):

rv =
∑
x∈Ω

Np∑
i=1

No∑
j=1

G(x)wi jr̂
i j
c (x) (5)

where G(x) is a Gaussian profile centered in the fovea, and wi j are the connection weights. To derive the weights

with an LS algorithm allows the system to cope with disparity in a wide range of horizontal disparities ([−3Δ, 3Δ]),

and to be insensitive to the vertical component of disparity, in a range of about [−Δ,Δ] (see Fig. 3A). Taking

inspiration from psychophysical experiments [16], it is possible to implement two different vergence controls:

a LONG control that should work in a fast and coarse manner with large disparities, and a SHORT control, that

allows for smooth movements with small disparities, and precise and stable fixations. Such a strategy means to
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Fig. 1. The actual 2D response profile of the V1 modeled complex cells to a RDS stimuli (top row), and the response obtained by the analytical

model (bottom row). The stimulus disparity varies in the range [−3Δ, 3Δ] for both δH and δV , so to gather an extensive characterization of the

resources. The two cells represented are defined by: (A) θ = 0 and ψ = 0, and (B) θ = π/4, ψ = 3/8π. The bottom row shows the horizontal

cross section of the actual responses (black line) and of the analytical models (blue line).
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Fig. 2. Response of a single orientation channel of the population with Δψ ∈ [−π, π](top) and its depth of modulation (bottom).

impose a behaviour of the system in response to δH and a tolerance to δV . However, an active vision system

should be able to learn a proper motor control instead of following a predefined behaviour. From the perspective

of reinforcement learning, the choice of the reward that drives the evolution of the system plays a key role. Since

the goal to be reached is a viewing posture with zero mean disparity in a foveal area, the ground truth disparity

as well as the desired vergence angle [8] provide an ideal evaluation of the distance from the desired position.

Besides, aiming to allow the network to learn its behaviour autonomously, it is not possible to use these signals,

because they require an extern and perfect knowledge of the environment respect to the system. The learning

controller should not be based on an external task, but rather on an intrinsically rewarding mechanism, that acts

as a driving force for the learning process. For instance, the response of a complex cell tuned to zero disparity and

with vertical orientation has a maximum for zero disparity, and decreases while the modulus of disparity increases

(see Fig. 1A). From this perspective, it is well suited for the purpose [10]. Nevertheless, this signal is effective in

a limited range of disparity only because for larger values it starts oscillating, thus voiding its capability in driving

the learning. Moreover, a single cell is affected by noise and by false matches, thus providing a reward that is not

always stable and reliable.

Our aim here is to design and exploit the characteristics of the population network so to obtain a learning

signal that (1) monotonically increases as the goal is approaches, and (2) is modulated solely by the the driving

stimulus (i.e. disparity). A salient feature of the population response is the depth of modulation (DOM), that

can be defined as defined as DOM =
(
max ri j

c −min ri j
c

)
/E
{
ri j

c

}
, that including the normalization stage, becomes

DOM =
(
max ri j

c −min ri j
c

)
. Concerning to the first point, the uniform distribution of the population selectivity

over the feature space (cf. [13]) allows the DOM to provide an optimal measure of the distance to null disparity (see

Fig. 2), that is to the goal of the vergence movements. Regarding the second point, a direct use of the population

response, implies that a stimulus with a high energy would evoke a high population response, and consequently

would provide a high gain control that may lead to instability. On the other hand, a low energy stimulus would

provide a slow and inefficient control. Similarly, the DOM would be drastically changed by the stimulus energy,

affecting the learning rate. Having included an energy normalization stage in the architecture allows the vergence

control to be modulated by disparity only, and the learning signal is therefore exclusively informative about it.

By the divisive normalization, the mean activity of the population gets to be almost constant around a unit

value, while the DOM is strictly related to the absolute value of the stimulus disparity (see Fig. 2). In such a

way, the population response is stable and insensitive to contrast, luminance and texture frequency content, and it

can consequently provide both a control signal with constant gain and a constant learning rate. To overcome the

problem of noise sensitivity in the DOM, we used the standard deviation of the population response that depends

on the whole population activity, even though from now onwards we will refer to it as DOM. Such a dependence
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can be derived from the complex cell’s response given by Eq. 3. The average standard deviation

ρ =
∑
x∈Ω

√
1

π

∫ π

0

1

2π

∫ π

−π
(r̂c(x; θ,Δψ))2 dΔψ dθ − 1 =

∑
x∈Ω

√
1

1 + cosh
(
−|δ|2/σ2

) (6)

can be used as an ideal reward for the system, both to indicate how much the system is close to the correct state

(zero disparity) and to evaluate how much effectively and rapidly an action drives the system toward the correct

state.

3.2. The Learning Algorithm
The proposed approach relies on a particle swarm optimization algorithm (PSO) [17] to evolve a swarm of

candidate particles (i.e. sets of weights w). The evolution toward the solution is driven by a Monte Carlo reinforce-

ment learning technique [18]. From a generation to the next, the optimality of each set of weights is evaluated

through the DOM. Even though the PSO is not likely to be the learning mechanism of the cortex, it is a natural

candidate for our algorithm because it can cope with high dimensional space of possible solutions like the ones

we have in population-based algorithms. Moreover, not relying upon gradient descent like techniques, it does not

require the optimization criterion to be differentiable, as for classic optimization methods. Following the PSO

specifications, we implemented a population Π (swarm) of 20 candidate solutions (particles). Each particle π is

a different set of weights w, that are randomly initialized. At each generation, the particles are tested with 100

different trials, consisting of a synthetic stimulus (a random dot stereogram) with horizontal disparity distributed

randomly within the range [−3Δ, 3Δ]. On the single trial, the stimulus disparity is modified according to the

control produced by the particle π considered δH(t) = δH(t − 1) + rv, along 10 time steps. The swarm evolves

for 500 generations in which, step by step, each particle is moved in the search-space taking into account four

different factors: (1) an inheritance from the same particle at the previous generation (progressive exploration and

exploitation of acquired knowledge); (2) a random component to escape from the local minima (exploration of

the search space); (3) a tuning towards the particle that achieved the best result on the whole set of trials (Q1); (4)

a tuning towards the particle that achieved the best action on the single time step of the trial (Q2). Each of these

factors is multiplied by a coefficient that defines its weight on the new generation of particles.

Following the Monte Carlo exploration, after each generation, the observed returns are used to evaluate the

particles, that are subsequently improved at all the states visited in the trial. In such a way, the single learned

control is capable of providing the correct movements, but in a smaller range respect to [6]. To improve the

performance of the system, we exploited the DOM to include the dual-mode behaviour [16]. If ρ is below a proper

threshold, the system is in a state where a LONG-like control is needed, otherwise it is in a state where a SHORT-like

control is needed. This policy raises two specialized controls for the two different disparity ranges. The particles

are evaluated considering: (1) which particle yields the best action on each single trial, i.e. approached the system

closer to the optimal state (zero disparity) through Qπ
1
(s) = E

{∑T
t=0 γ

tρt | st = s
}

where γ is the discount rate

that determines the value of the past rewards; (2) which particle at a single time step provides the best movement

toward the optimal state, through Qπ
2
(s, t) = ρt−ρt−1 | st = s, where t is the time, and st determines the membership

to a state. In this way, the swarm evolves not just toward the best position, but rather toward a mean position of all

the particles that provided good actions during the generation.

The overall rule for the improvement of the particles at the generation g is:

Πg = eΠg−1 + ζ + μΠg−1 ∗ QOPT

1 + ξΠg−1 ∗ QOPT

2 (7)

where e, μ and ξ are the weights that determine the predominance of inheritance, the Qπ
1
(s) and the Qπ

2
(s, t) terms,

and ζ is the random component. The operator ∗ computes the center of gravity of the particles of the swarm

weighted by the vectors QOPT

1 and QOPT

2 , that is the best solution with respect to Qπ
1
(s) and Qπ

2
(s, t).

4. Results

In a comparison with the SHORT and LONG controls (see Fig. 3A), the result at the end of the evolution is

that almost each particle evolves toward a SHORT-like or a LONG-like control (see Fig. 3, B-D), validating the
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Fig. 3. The 2D response curve and horizontal cross sections for the SHORT (top) and LONG (bottom) imposed (A) and learned (B-D) controls.

The white hatched areas mark where the control produces the wrong vergence movement.

approach. From a behavioural point of view, the emerging of two different controls, that are close to the imposed

ones, can be considered as the capability of the system to meet the contingent situation of the task at hand. In

fact, each particle evolves towards a solution that is defined by its affinity with one of the two states. From this

perspective, a SHORT-like control can be considered the results of an evolution in an situation characterized by

small disparities only, whereas a LONG-like one turns out from an situation with large disparities. As pointed out

by [19], each cell of the population cooperates to generate the motor control, not only those characterized by zero

phase difference [10] or by a vertical orientation selectivity [11]. Similarly, in our network the weights that can

be associated to SHORT/LONG control signals show a continuous distribution spread over the whole population.

Increasing the dimension of the state space to more than two controls, would lead to an intermediate distributed

representation of the vergence control channels, each specialized for a restrained range of disparities.

To assess the efficacy of the learned weights, we tested the vergence control performance in a simple virtual

environment, as in [6]. The geometrical system of the binocular vision system is characterized by common tilt

for the left and right cameras (αL, αR ≡ αL), and independent pan angles (βL, βR), as in the Helmholtz reference

frame [20]. This configuration yields a simplified parameterizations of visual direction in term of version υ and

vergence χ angles [7]:

{
υ = 1/2(βL + βR)

χ = βL − βR
or

{
βL = υ − χ/2
βR = υ + χ/2.

(8)

In fact, the vergence control needed to move the fixation point, while keeping constant gaze direction, is a

quantity Δχ to be applied symmetrically on both the eyes: Δχ = ΔβR = −ΔβL = − arctan( rV
2 f0

). The test considers

a frontoparallel plane whose position in depth varies in time as a ramp (with different slopes) and as a sinusoid

(with different frequencies) or as a step (see Fig. 4). The learned sets of weights are equally able to produce

both fast changes of the fixation point (LONG-like control) and smooth movements as well as stable fixations

(SHORT-like control). In the same way, the frequency of the sinusoid that controls the depth of the plane was

varied between 7 and 38 time steps (not shown), and again the simulated results are qualitatively similar to the

experimental data [16]. The learned vergence control (red line), similarly to the imposed one (blue line), ensures
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Fig. 4. Depth of the fixation point moved by the imposed (blue) and learned (red) vergence control to sinusoid, ramp and step movement of a

frontoparallel plane (dotted).

both the ability to track a moving stimulus in depth (dotted line), and to provide robust and stable fixations on

steady stimuli.

In order to validate the use of the standard deviation of the population response respect to other kind of rewards,

we made a comparison with other learned controls. The performance of the learned signals is compared with the

effectiveness of the control computed relying on the extensive knowledge of the resources [6]. As expected, the

ground truth disparity is an highly effective signal to measure the distance from the goal (i.e. zero disparity in

fovea), thus driving the learning. The controls that specialize at the end of the evolution (not shown), can be

clustered in two different types, LONG-like and SHORT-like, and do not differ from those learned exploiting the

DOM. Using the response of the cell defined by θ = 0 and Δψ = 0, on the other side, allows to learn a control that

is effective only if the stimulus disparity is small (about [−Δ, Δ]), that is considerably smaller respect to the limits

supported by the LONG-like controls. Moreover, the learned signals, that are all close each other as shape, run out

of the zero crossing, that is a mandatory feature for the correct vergence posture (see Fig.5).

The setup considered to compare the effectiveness of the controls consists of a frontoparallel plane that oscil-

lates around the depth of 600mm with constant frequency, but with increasing amplitude (see Fig. 6).

The effect of such stimulus on the different vergence controls is that, while the amplitude increases, the

disparity that the system experiences increases with it, up to the point the the control is no more able to follow the

plane in depth. Such a motion in depth is effective in comparing the effectiveness of the different controls, because

the earlier a single control loses the plane, the lesser it is effective in providing the correct control for vergence.

The control computed with the LS minimization (blue line) is able to follow properly the stimulus in depth (black

dotted line) up to the last oscillation, with a small delay. The control learned with the ground truth disparity (green

line) presents a bigger delay, but it is able to cope with larger disparities, in fact it follows properly the stimulus to

the end of the trajectory. The control learned through the standard deviation (magenta line) is able to follow the

stimulus almost to the end of the trajectory, but with a slightly bigger delay. Finally, as it can be deduced by Fig. 5,

the control learned with the response of the cell with θ = 0 and Δψ = 0 (red line) is able to work in a very limited

range, and consequently show a limited capability of following the stimulus in depth. Moreover, as shown at the

beginning of the trajectory, lacking of zero crossing, it is not able to keep the fixation point on a steady stimulus.

In conclusion, by exploiting a precise and extensive knowledge either of the environment (ground truth dis-

parity) or of the resources (tuning curves) allows to obtain an effective control. Nevertheless, such techniques

are grounded on a kind of knowledge that prevent the system to learn autonomously its behaviour. On the other

side, the whole activity of the network, designed mimicking the neural parameters, is an internal parameter of the
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Fig. 5. A choice of two particles of the swarm learned by the system, using the response of the complex cell defined by θ = 0 and Δψ = 0

as reward signal. The behaviours can be qualitatively compared to the SHORT one. The areas where the control is ineffective are marked by

white hatches (top row). The vergence control is measured in [Δunits/time steps], i.e. the movement that the control produces in a single step

of time. The bottom row show the horizontal cross sections of the controls.
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Fig. 6. Vergence trajectories achieved by the system relying on different controls, while looking to a plane moving in depth: ground truth

depth of the stimulus (black dotted line), control obtained with the LS algorithm (blue line), control learned using the ground truth disparity as

reward (green line), control learned by the algorithm using the standard deviation of the population response as reward (magenta line), control

learned using the response of the cell with θ = 0 and ψ = 0 as reward (red line).

architecture, that is able to drive the learning of the behaviour and to obtain equivalent performances.

5. Conclusion

We presented an architecture that is able to learn a proper vergence behaviour without external supervision.

The proposed approach exploits the advantages and the flexibility of distributed cortical-like architectures against

solutions based on a conventional systemic coupling of sensing and motor components. The choice of the (uni-

form) distribution of the resources in the parameter space, together with the normalization circuit, allow the

computational substrate to provide effective and stable signals both for vergence movements and for driving the

learning of the control itself. Indeed, the activity of the whole population defines the state of the vision system

with respect to the environment, which is exploited both to compute the control for the vergence movement, and

to evaluate the effect (positive or negative) of the movement on the system.

By integrating directly early vision modules and motor control, the architecture not only closes the perception-

action loop in a continuous (i.e. not sequential) way, with a reciprocal benefit for perception and action, but also

at an inner cycle, exploiting the interaction with the environment to evaluate the effect of the movement, and to
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eventually learn a proper behaviour. In such a way, an artificial system earns the capability of perceiving the 3D

structure of the environment so to coordinate the camera movements and to better exploit its resources.
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