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The vast amount of computational studies on electrical conduction in solid-state electrolytes is not
mirrored by comparable efforts addressing thermal conduction, which has been scarcely investigated
despite its relevance to thermal management and (over)heating of batteries. The reason for this lies
in the complexity of the calculations: on one hand, the diffusion of ionic charge carriers makes
lattice methods formally unsuitable, due to the lack of equilibrium atomic positions needed for
normal-mode expansion. On the other hand, the prohibitive cost of large-scale molecular dynamics
(MD) simulations of heat transport in large systems at ab initio levels has hindered the use of
MD-based methods. In this paper, we leverage recently developed machine-learning potentials
targeting different ab initio functionals (PBEsol, r2SCAN, PBE0) and a state-of-the-art formulation
of the Green-Kubo theory of heat transport in multicomponent systems to compute the thermal
conductivity of a promising solid-state electrolyte, Li3PS4, in all its polymorphs (α, β, and γ). By
comparing MD estimates with lattice methods on the low-temperature, nondiffusive γ-Li3PS4, we
highlight strong anharmonicities and negligible nuclear quantum effects, hence further justifying
MD-based methods even for nondiffusive phases. Finally, for the ion-conducting α and β phases,
where the multicomponent Green-Kubo MD approach is mandatory, our simulations indicate a weak
temperature dependence of the thermal conductivity, a glass-like behavior due to the effective local
disorder characterizing these Li-diffusing phases.

I. INTRODUCTION

Thermal management is recognized as a major issue
in both the design and practical manufacturing of
modern batteries: insufficient or inhomogeneous thermal
dissipation leads to overheating, particularly during
rapid charging processes. Such overheating can, in turn,
trigger severe events, like partial melting or explosions,
or, more generally, degradation, non uniform charge
conduction, and dendrite formation [1–3]. Given these
circumstances, it is entirely justified to consider thermal
runaway as “the key scientific problem in battery safety
research” (verbatim from Ref. 4). Despite the need to
study, in a quantitative way, the concurring mechanisms
of heat dissipation (via ionic Joule effect) and charge flow
at operating regimes, thermal transport in solid-state
electrolytes (SSEs), which constitute the core of modern
Li-ion batteries, has been only scarcely investigated,
especially when compared to charge transport [5–16].
The interest in performing measurements of the thermal
conductivity for several classes of SSEs has grown only
very recently [17–19]. Computational studies, which are
abundant for other classes of ionic materials [20–23],
are even fewer than experimental ones and often rely
on very crude models of microscopic thermal transport,
which completely neglect the effects of vacancies, de-
fects and, most importantly, ionic diffusion. This is
due to the complexity of the calculations of thermal
conductivity in SSEs: On the one hand, the absence of
well-defined equilibrium atomic positions makes lattice
methods—even when adapted to deal with disorder
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and defects [24–27]—formally not suitable for SSEs,
characterized by Li-ion diffusion occurring at the same
time scale of heat transfer. On the other hand, although
considerable theoretical efforts in the community have
recently made ab initio simulations of heat transport
from equilibrium molecular dynamics (MD) possible
[28–31], the computational cost makes them impractical
for large-scale simulations. In the last decade, the rise of
machine-learning potential (MLPs) in combination with
the Green-Kubo (GK) theory of linear response [32, 33]
allowed the community to study the thermal properties
of several complex and large systems [34–50].
In this paper, we address thermal conduction in
a paradigmatic SSE, lithium ortho-thiophosphate
(Li3PS4), a promising candidate for next-generation
batteries thanks to the large ionic conductivity and wide
electrochemical stability of its superionic polymorphs
(the α and β phases) [6–13]. We leverage machine-
learning potentials [51] and the extension of the GK
theory of linear response to multicomponent systems
[52] to compute the thermal conductivity κ of the
different Li3PS4 polymorphs (i.e., the Li-ion diffusive
α and β phases, as well as the nondiffusive γ phase)
over a wide range of temperatures. The use of MLPs
also allows us to compare estimates of κ from differ-
ent target levels of density functional theory (DFT),
namely the generalized-gradient-approximation (GGA)
PBEsol [53, 54], the meta-GGA regularized SCAN
(r2SCAN) [55] and the hybrid PBE0 [56] functionals.

ar
X

iv
:2

40
1.

12
93

6v
3 

 [
co

nd
-m

at
.m

tr
l-

sc
i]

  1
7 

Ju
n 

20
24

mailto:michele.ceriotti@epfl.ch


2

II. THEORY AND METHODS

A. Machine learning models

We use MLP models from our recent study on charge
transport in Li3PS4 [51]: MLPs are constructed from
kernel ridge regression, using the power spectrum of the
smooth overlap of atomic positions (SOAP) [57] as fea-
tures. The MLP model is built to fit the total poten-
tial energy E, and force components {FN

i=1}, where N is
the number of atoms, over a training set of representa-
tive structures. Target properties are expressed as sums
of local, atom-centered contributions predicted through
kernel ridge regression,

E =
∑
i∈A

ϵi(Ai) =
∑
i∈A

∑
j∈M

wj k(Ai,Mj)

Fi = −∇iE

(1)

Here, Ai represents the environment surrounding atom
i in structure A, ϵi(Ai) the potential energy associated
with it, wj are the weights to be optimized, and the kernel
k(Ai,Mj) measures the correlation between the environ-
ment Ai and an environment Mj , taken from a repre-
sentative set, the so-called sparse set M . We have used
a quadratic kernel, k(Ai, Aj) = |pi · pj |2, where pi is
the SOAP feature of the local environment Ai. Further
details and specific hyperparameters of these Gaussian
approximation potentials [58] can be found in the Sup-
porting Information of Ref. [51]. Post-GGA models are
trained using a two-level scheme [59, 60] whereby the dif-
ference with respect to a PBEsol ML baseline is learned
on a representative subset of structures on which post-
GGA calculations are performed. This learning strat-
egy avoids running thousands of expensive post-GGA ab
initio calculations while retaining good accuracy. Fur-
ther details on data set generation and training details
can be found in Ref. 51. Since thermal conduction is
intertwined with the lattice elastic properties of a ma-
terial, we have tested the reliability of our MLP in re-
producing the bulk modulus of Li3PS4 via Murnaghan’s
equation of state (MEoS) [61–63] finding an agreement
within 3 GPa, which is less than 10% of the typical values
for this relatively soft material. See Supplemental Mate-
rial (SM) [64], Sec. II, for details. In Sec. IV of the SM
we discuss the phonon bands and vibrational density of
states obtained with our MLP, finding good agreement
with those computed ab initio within density functional
perturbation theory [65].

B. Multicomponent Green-Kubo theory

Heat transport is quantified, in the linear response
regime, by the thermal conductivity, κ, defined as the ra-
tio between the heat flux and the negative temperature
gradient in the absence of any convection. The GK the-
ory of linear response [32, 33] provides a rigorous frame-

work to compute κ from equilibrium MD (EMD) simula-
tions in terms of the stationary time series of properly de-
fined microscopic fluxes sampled along the EMD trajec-
tory. For one-component systems, solids and molecular
fluids characterized by a single, nondissociated molecular
type, the prescription of vanishing convection is trivially
satisfied in MD simulations performed in the barycentric
reference frame, since the center of mass of each atomic
species does not diffuse. In particular, for an isotropic
system of N interacting particles, the one-component GK
expression reads:

κ =
Ω

3kBT 2

∫ ∞

0

⟨Je(Γt) · Je(Γ0)⟩dt, (2)

where kB is the Boltzmann constant, T the temperature
and Γt indicates the evolution at time t of a point in
phase space from the initial condition Γ0, over which the
equilibrium average ⟨·⟩ is performed. The energy flux Je

is defined as [66]:

Je =
1

Ω

N∑
i=1

eivi −
N∑
j=1

(ri − rj)
∂ϵj
∂ri

· vi

 (3)

where ri, vi are the atomic positions and velocities, re-
spectively; ei = 1

2miv
2
i + ϵi is the atomic energy, sum

of a kinetic contribution (mi is the atomic mass) and a
local potential energy term, ϵi. In the MLP picture, ϵi
is given by the atomic partition of the potential energy
of the ML model, as in Eq. (1) [50]. Recently, Langer
et al. [44, 67] have also extended the definition of ML
energy flux to semilocal, message-passing MLPs, and im-
plemented it via automatic differentiation techniques.

Nevertheless, for a multicomponent system such as the
conductive phases of Li3PS4, Eq. (2) cannot be applied
as is: in fact, in a standard EMD simulation, keeping
the center of mass of the entire system fixed does not
imply that the centers of mass of each atomic species
do not diffuse, and the prescription of vanishing convec-
tion is not satisfied [68]. Therefore, a theoretically jus-
tified and computationally robust method must be used
to remove the coupling between the energy flux, Je and
the mass fluxes JX = 1

ΩmX

∑
i∈X vi of atomic species

X = Li, P, or S. A multivariate technique to do so was
developed in Ref. 52: κ is estimated in terms of the zero-
frequency limit of the so-called reduced power spectral
density (PSD), i.e., the PSD See(ω) of the energy flux
that is obtained after removing its coupling to the mass
fluxes:

κ = lim
ω→0

Λ(ω)

Λ(ω) ≡ Ω

6kBT 2
[See(ω) − Scoupl.(ω)]︸ ︷︷ ︸

reduced PSD

(4)

Here,

Scoupl. ≡
(
SLie SPe

)(SLiLi SLiP

SPLi SPP

)−1 (
SeLi

SeP

)
(5)



3

and Sab(ω) =
∫∞
−∞⟨Ja(Γt) · Jb(Γ0)⟩e−iωt dt is the cross-

PSD between fluxes Ja and Jb, with a, b ∈ {e,Li,P}
[69]. Notice that for solids and single-component sys-
tems, limω→0 Scoupl. = 0, and Eq. (4) reduces to Eq. (2),
thanks to the Wiener-Khintchine theorem [70, 71]. See
Refs. 72 and 73 for further details. An important remark
is necessary: the partitioning of the total potential en-
ergy E(A) into local contributions ϵi is not unique. In
fact, two models that differ by a small change in the
hyperparameters and/or training set, will lead to equiva-
lent total energies and forces, but different ϵi. Neverthe-
less, GK theory still allows to uniquely define κ thanks
to recently discovered invariance principles of transport
coefficients, according to which κ is largely independent
of the definition of microscopic energies [50, 73–75] This
can be verified by explicit construction of a committee
of MLPs via dataset subsampling [76], through which we
can quantify how much local predictions are dependent
on the model’s details [77]. Such a model dependence
of ϵi implies that different MLPs inevitably lead to dif-
ferent instantaneous values of the energy flux, Je, which
is defined from local quantities. This is explicitly shown
in Fig. 1 for a simulation of the α phase of Li3PS4 at
T = 650 K, which is superionic and characterized by
significant Li-ion diffusion. We consider a single EMD
trajectory driven by a model (here labeled A) of a com-
mittee of MLPs obtained from subsampling the whole
PBEsol dataset. We then compute the energy flux via
Eq. (3), over this trajectory, for model A, as well as for
other members of the same committee. We use the same
trajectory to single out the role of model-dependent esti-
mates of Je from the effects due to sampling independent
EMD trajectories, each run with a different member of
the MLP committee. Despite the slight procedural abuse
[78], this approach allows us to test the invariance prin-
ciples of κ more directly. Figure 1 shows that different
members of the committee give, on the same segment of
trajectory, different estimates for Je (panel a), as well as
for the distribution of atomic energies per species (panel
b). Nonetheless, the ω → 0 limit of the reduced PSD,
here estimated via multivariate cepstral analysis [52, 79],
is independent of the specific MLP committee member,
as clearly shown in Fig. 1(c). An analogous analysis on
more members of the committee gives the same result,
see Fig. S5 within the SM [64]. It is worth remarking
that whenever MLP models are trained for multicompo-
nent systems with a fixed dataset stoichiometry, as in the
case of Li3PS4, the average per-atom potential energies
(and not only the shape of their distributions) is model
dependent, see Fig. 1(b). This fact and the presence of
diffusing species induce model-dependent, convective-like
contributions to the heat flux that are responsible for dif-
ferent and incompatible values of See(0), as shown in the
ω → 0 region of Fig. 2. Therefore, these values cannot
be taken as meaningful estimates of κ, and are indeed
several times larger than the correct value (black arrow),
obtained from the multivariate formulation. Only the
latter is able to remove the coupling of these convective
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FIG. 1. Nonuniqueness of energy flux and invariance princi-
ples of thermal conductivity. (a) x Cartesian component of
the energy flux Je predicted, along a same segment of trajec-
tory, by two models, here labeled A (blue) and B (orange), of
a committee of PBEsol MLPs. (b) Distribution of atomic en-
ergies per species for the same two models over the same tra-
jectory. Both shape and position differ between models A and
B. (c) Reduced power spectra (pale, noisy background lines)
and their cepstral filter (thick solid line with uncertainty) for
models A and B. The values at ω → 0, representing the es-
timate of κ for models A and B, coincide. All results are
obtained by recomputing the local energies and heat fluxes
with models A and B on a trajectory generated by model A
for the α phase equilibrated at T = 650 K and zero pressure.

contributions from heat conduction via the calculation of
the reduced PSD.

The cepstral analysis of time series [79], employed to
filter the noisy reduced PSD of Fig. 1(c) and Fig. 2, is
a powerful filtering technique that has been already ap-
plied to estimate the thermal conductivity of complex
materials [47, 80, 81], as well as other transport coef-
ficients [82, 83]. We employ its implementation in the
SporTran code [84]. The calculation of Je, as shown
in Eq. (3), consists of two terms: the first term depends
only on ei and the velocities and is trivial to compute;
the second term depends on the so-called atomic virial,
defined by

Wi,µν ≡ −
∑
j

(ri,µ − rj,µ)
∂ϵj
∂ri,ν

(6)

with µ, ν ∈ {x, y, z}. This is implemented in libras-
cal [85] by direct application of the chain rule to the
SOAP features. Notice that, contrary to the total virial,
the atomic virial need not be symmetric and all the nine
Cartesian components must be stored to avoid miscalcu-
lations of κ (see Refs. [86, 87]). In particular, from the
implementation standpoint, only pair potentials v(|r|)
prescribe that Wi,µν = Wi,νµ. In fact,

∂v(|rij |)
∂ri,ν

=
∂v(|rij |)
∂rji,ν

=
1

|rji|
∂v(|rij |)
∂|rji|

rji,ν , (7)
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where rji ≡ ri − rj . Hence,

Wi,µν ∝
∑
j

1

|rji|
rji,µ

∂v(|rij |)
∂|rji|

rji,ν (8)

is invariant under exchange of µ and ν. In the case of
ML potentials with three-body descriptors, instead, we
cannot assume that the atomic virials are symmetric, as
already observed for general many-body potential [86–
89]
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FIG. 2. Effect of incorrect use of See(ω) instead of the full
Λ(ω). See(0) not only depends on the ML model, but it is
also very different from the correct value, taken from Fig. 1
and represented by the black arrow.

III. RESULTS

A. Validation of MD-based methods

The application of the multivariate Green-Kubo
method via MD (GKMD) is necessary for phases and
temperatures where the Li-ion diffusion prevents any ex-
pansion into normal modes due to the lack of well-defined
equilibrium positions of the atoms. However, at temper-
atures that are sufficiently low to inhibit Li-ion diffusion,
one might wonder whether lattice methods (LM), like
the Boltzmann transport equation (BTE), would be more
appropriate. LM are indeed more straightforward from a
computational perspective: once the relevant interatomic
force constants are computed, κ(T ) is available at any
temperatures at very low computational cost; further-
more, LM do not require the long dynamics necessary to
sufficiently sample the slow modes through GKMD. An
example of the latter behavior of GKMD is presented in
Fig. 3, which shows the heat-flux reduced PSD obtained
via PBEsol-MLP on the γ phase at different tempera-
tures and cell sizes. Resolving the narrow, steep peak
at very low frequencies (< 0.1 THz) – that appears at
T = 200 K and is absent at larger T – requires MD simu-
lations of several nanoseconds and determines the larger
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FIG. 3. Low-frequency portion of the heat-flux reduced PSD
for the γ phase with 64-atom cell at T = 200 K (violet), 768-
atom cell at T = 200 K (green) and 768-atom cell at 500 K
(gold), filtered with a window of 0.025 THz. The curve for
the system of 768 atoms at T = 200 K presents a steep peak
(width ≈ 0.05 THz) at very low frequencies (< 0.1 THz).

uncertainty on κ for the γ phase at low temperature. No-
tice that such a low-frequency peak can only be captured
using a large simulation cell, due to the long wavelength
of the modes involved, as shown by comparison with the
64-atom system (a size-dependent estimate of κ and its
uncertainty via cepstral analysis is shown in the inset to
highlight finite-size effects). Lattice methods, instead, al-
low to interpolate the modes in the Brillouin zone, hence
sampling at once both high and very low frequencies,
provided a large enough supercell is used to converge in-
teratomic force constants. Additionally, LM allow the
inclusion of nuclear quantum effects (NQE) – that, in the
presence of a light element such as lithium, cannot be a
priori excluded [90], even at temperatures slightly above
the Debye temperature, TD ≈ 140 K (see the SM [64]
for details on the computations) – by simply considering
quantum (Bose-Einstein) and classical (equipartition) oc-
cupations of the modes. However, the crucial drawback of
LM is that, whenever the material is largely anharmonic,
higher and higher orders of the normal-mode expansion
should be computed and included in the calculation of κ.
In addition, LM are technically applicable only when it
is possible to define a minimum of the potential energy
surface, which is the case only for the γ phase, but not
for the β and α phases, and in general for any other SSEs
that have equivalent unoccupied Wyckoff sites. The lat-
ter phases would in fact require several expensive LM
calculations on very large systems – even in the absence
of atomic diffusion – to correctly sample the effects of dis-
order in the Li-ion sub-lattice and obtain reliable values
for κ.

In the following, we show that, due to the strong an-
harmonic effects of Li3PS4, and since NQE are shown
to be largely negligible, GKMD has to be preferred with
respect to LM even for the γ phase, at T ≳ 200 K. To
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FIG. 4. Lattice-method approach to thermal conductivity of the γ phase at low T for the PBE0 model. Vibrational density of
states (a), phonon linewidths (b), and cumulative integral of lattice thermal conductivity, with its density (c) for T = 100 K,
for quantum (grey) and classical (brown) mode occupations. (d) κ(T ) via LM (on a 3×3×3 supercell of the 16-atom primitive
cell and 7×7×7 interpolation) compared to the results from multicomponent GK theory for NVT EMD simulations. (e) Total
and species-resolved degree of anharmonicity, Eq. (9), as function of T .

show this, we compute κ adopting LM with the recent
formulations described in Refs. 24 and 25, which, besides
recovering the BTE, are also able to account for effective
corrections due to interband transitions between vibra-
tional modes. To do so, we adopt the quasi-harmonic
Green-Kubo (QHGK) formalism [24, 91], as implemented
in κALDo [92].

Figure 4 shows LM results for PBE0 model, which dis-
plays the best overall accuracy against experiments for
several physical observables [51]. The vibrational density
of states (VDOS), Fig. 4(a), and the mode bandwidths
Γ, plotted at T = 200 K in Fig. 4(b), are computed
from finite differences using the librascal-ASE calcu-
lator [85, 93], interfaced with κALDo. The per-mode
contribution to the thermal conductivity, and its cumu-
lative value, C(ω), are shown in Fig. 4(c) for T = 200 K.
We stress that C(ω) stems from a modal representation
of heat transport. Therefore it is must not be misinter-
preted as an energy flux PSD: in fact, the lattice ther-
mal conductivity can be either estimated in terms of the
ω → 0 limit of the energy-flux PSD, or as the ω → ∞
limit of the cumulant function C(ω). See SM [64] for fur-
ther tests and computational details along with a study
of the temperature dependence of the spectral decompo-
sition of κ.

The results for κ(T ) for quantum and classical mode
occupations are shown and compared with GKMD in
Fig. 4(d). The increase in κ due to interband cou-
pling [24, 25] is also highlighted by direct comparison

of the QHGK conductivity κQHGK with the single-mode
relaxation-time approximation κRTA—which accounts for
intraband relaxation only. Even the correction to RTA
introduced by the inversion of the full scattering matrix
in the BTE cannot be responsible for the difference be-
tween LM and MD results, since it amounts to less than
5% of the κRTA, as detailed in SM [64], Sec. VIII.

As it is often the case [47, 94], the thermal conductiv-
ity obtained via lattice methods is larger than that com-
puted by GKMD, even when the classical distribution is
employed, likely because of higher-order contributions to
normal-mode scattering. To quantify the role of anhar-
monicity, since computing higher-order phonon scatter-
ing rate on the same supercell would be intractable, we
employ the degree of anharmonicity,

σA
X ≡

√√√√∑
i∈X

∑
µ⟨|Fi,µ(R) − F

(2)
i,µ (R)|2⟩∑

i∈X

∑
µ⟨|Fi,µ(R)|2⟩

(9)

introduced by Knoop et al. [95]. Here, Fi,µ(R) is the
force acting on atom i along Cartesian component µ, a
function of all atomic coordinates R ≡ (r1, . . . , rN ), and

F
(2)
i,µ (R) = −

∑
j,β Φj,ν

i,µ∆rj,ν is its harmonic approxima-

tion, Φj,ν
i,µ being the set of force constants and ∆rj the

deviation from equilibrium of atom j. σA
X is reported

in Fig. 4(e) for different subsets of atoms X = Li,P,S.
The values are those typical of highly anharmonic ma-
terials like rocksalts, perovskites or chalcopyrites [23].
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For the sake of comparison, at room temperature, sili-
con, a largely harmonic material, has significantly smaller
σA
Si ≈ 0.15 [95]. Both Li and S atomic vibrations are very

anharmonic. The reason is quite intuitive for Li, as Li
ions are prone to diffuse at larger T , while for S it is
a consequence of the S librations that are a character-
istic feature of Li3PS4. Overall, this analysis suggests
that LM predict values of κ that are of the same order
of magnitude than GKMD, yet consistently higher. In-
corporating higher-order contributions to normal mode
scattering, which generally reduce κ [47], might align LM
predictions more closely with GKMD results.

B. Green-Kubo molecular dynamics

Having extensively justified, even at low T , the need
for the GKMD method to calculate κ, we now discuss
the results obtained for the thermal conductivity of the
γ, β and α phases of Li3PS4 over a wide range of temper-
atures, for MLPs targeting PBEsol, r2SCAN and PBE0
functionals. EMD simulations on 768-atom cells are run
with i-PI [96] in the NpT ensemble, with stochastic ve-
locity rescaling (SVR) thermostat [97] and a generalized
Langevin barostat [98] on the cell volume to target zero
pressure. In contrast with other types of thermostats,
SVR is able to reproduce NVE results for dynamical
properties featuring characteristic time scales of several
picoseconds, such as the shear viscosity of water or the
dynamic structure factor of a polymer chain in explicit
water [99]. Furthermore, the SVR thermostat was re-
cently shown to recover the results of GKMD thermal
conductivity of simple superionic materials from NVE
simulations, even at temperatures low enough to suppress
ionic diffusion (see, e.g., the case of CaF2 in Fig. S10
of the SM of Ref. 100). We have also verified that the
barostat, with the chosen parameters, does not affect the
statistical properties of correlation functions and GK es-
timates from NpT simulations, when compared to NVT
(see the SM [64], Fig. S8). EMD trajectories are at least
2-ns long, and energy and mass fluxes are sampled every
10 fs, that is sufficient to avoid aliasing in the PSD. Im-
perfect ergodicity and the constraint on cell shape make
simulations dependent on the phase in which the system
is initialized. In Ref. 51, we have shown that simulations
initialized in the nonconductive γ phase undergo a struc-
tural phase transition to a mixed α/β phase that is Li-ion
conductive, whenever simulations are run beyond a crit-
ical temperature, Tc, that strongly depends on the DFT
functional (Tc ≈ 625 K for PBEsol, 750 K for PBE0, and
800 K for r2SCAN). Experimentally, the γ-to-β transi-
tion (structural transition from symmetry group Pmn21
to Pnma) occurs at 573 K, while the transition to the
α-phase (Cmcm [101]) occurs at 746 K [7].

Figure 5 shows the results of the multicomponent cep-
stral analysis. Following previous studies of heat trans-
port in ionic conductors [102, 103], we introduce two dis-
tinct heat-transport carriers, i.e. propagating and diffus-
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FIG. 5. Temperature behavior of the thermal conductiv-
ity of Li3PS4, κ(T ), for the γ, β and α phases and all the
ML-models, from multicomponent Green-Kubo theory. Es-
timates (lines) and uncertainties (shaded areas) are obtained
via multivariate cepstral analysis. The dashed lines in the top
panel represent the regime where simulations, despite being
initialized in the γ phase, undergo a transition to a mixed
α/β phase, characterized by different ordering of PS4 tetra-
hedra [51]. Notice the different vertical scale of top panel.

ing normal modes: propagating modes (also known as
propagons), possess a nonvanishing group velocity and
transport heat on a length scale usually larger than the
interatomic distance via intraband scattering following
conservation of total momentum. In contrast, diffusing
modes (also known as diffusons) do not propagate and
transport heat much more locally thanks to the interband
coupling between different vibrational modes that are al-
most degenerate in energy and possess a finite lifetime.
The simulations initialized in the γ phase (top panel)
show a low-temperature crystal-like behavior, whereby
κ decays with T , which is typical of heat transport me-
diated by phonon propagation. In contrast, simulations
initialized in the β and α phases (mid and bottom pan-
els, respectively) show an effective “glass-like” behavior
[17] whereby κ is in practice independent of T : even at
very low temperature, the disorder stemming from the
large availability of empty Wyckoff sites for Li-ions in
these phases (which promotes Li-diffusion at larger T )
hinders phonon propagation in favor of diffusons, within
the so-called Allen-Feldman regime [104], making these
phases act like glasses, despite the overall crystalline ar-
rangement of the PS4 tetrahedra. Notice that the value
of κ obtained from simulations initialized in the γ phase
but equilibrated at T > Tc matches the value obtained in
simulations initialized in the α and β phases. The regime
T > Tc is represented by the dashed line in the top panel
of Fig. 5.
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For each T and phase, the largest values of κ are ob-
served for r2SCAN model, followed by PBE0, and finally
by PBEsol. We have verified that the mere difference in
the equilibrium volumes predicted by the different func-
tionals cannot explain per se the significant difference
between the estimates for κ (see the SM [64], Sec. VII).
Interestingly, the largest electrical conductivities are in-
stead found for PBEsol [51]: Li-ion diffusion affects the
structure of the SSE by favoring disorder and inducing
diffuson-like behavior typical of glass-like systems, even
when the solid matrix (here composed by PS4 tetrahe-
dra) maintains crystalline order. The lower bulk mod-
ulus predicted for the γ phase by PBEsol (see the SM
[64], Sec. II) also indicates softer bonding, usually pro-
moting diffuson-like thermal transport [105]. Neverthe-
less, it would be improper, if not wrong, to speak of a
quantitative relation between ionic and thermal conduc-
tion, especially on a local scale [102]. For instance, recent
studies on argyrodites, another class of SSEs, highlight
no significant correlation between the magnitude of ionic
and thermal conductivity [103].

IV. CONCLUSIONS

Our thorough analysis of the nondiffusive, low-T γ
phase shows that one must be very careful when using
both lattice methods and molecular dynamics to study
the thermal properties of SSEs: On one hand, lattice
methods are not suited for systems with degrees of disor-
der, like those with empty Wyckoff sites where several
equivalent minima of the potential energy surface are
allowed. Moreover, the presence of large anharmonic-
ity in Li3PS4 even at low T might make calculations up
to three-phonon scattering not entirely reliable. On the
other hand, MD-based methods need very long simula-
tions to correctly sample the scattering of long-living,
low-frequency phonons. Furthermore, large-scale simula-
tions are needed, as finite-size effects tend to lower the
estimate of κ with respect to converged values [100], mak-
ing ML potentials essential for accurate simulations.

We also stress that MD-based calculations are in gen-
eral tolerant to small inaccuracies of the force field (as
long as the dynamics is correctly reproduced on average
[106]), in contrast to lattice methods, where very accurate
interatomic force constants are required. This feature
further leans towards the use of GKMD, whenever ML
potentials, usually trained on lower-order energy deriva-
tives, are used and may not be able to reproduce high-
order force constants, as shown for glasses in Ref. [48].
The use of GKMD to study these systems is also justi-
fied by the observation that nuclear quantum effects are
negligible in the typical operating temperature regime
(beyond 200 K) of SSEs. The use of MD also permits
the study of other quantities crucial for the characteriza-
tion of SSEs, such as the electrical conductivity, as well
as conduction mechanisms. For instance, in Ref. [51], it
has been shown that the ML-PBE0 model performs bet-

ter than ML models targeting other ab initio functionals
in predicting the charge-transport properties of Li3PS4.

Finally, in the Li-diffusive α and β phases of Li3PS4,
the thermal conductivity is characterized by a glass-like
behavior, with no significant dependence on the temper-
ature nor on the specific phase, and values in line with re-
cent experimental measures on amorphous lithium thio-
phosphates, i.e. in the range 0.45–0.70 W m−1 K−1 [17]:
the crystalline arrangement of PS4 groups is not sufficient
to preserve the propagonic crystal-like behavior of κ(T ),
which is hindered by the Li-ion disorder, induced by Li-
ion diffusion and, even at low temperature, by the large
availability of empty Wyckoff sites for Li ions, which are
randomly arranged. Similarly, low values and a glass-
like behavior of κ, indicating a prevalence of diffuson-like
thermal transport, have also been found in experimental
works on similar materials, such as Na3PS4 [107].

In summary, our study demonstrates that the combi-
nation of MLPs with GKMD is a promising approach
for accurately calculating thermal conductivity at an ab
initio level in lithium-based electrolytes. Large anhar-
monicity and ion diffusion make, in general, GKMD re-
sults more reliable than lattice methods for SSEs, once
the multi-component analysis is correctly applied. This
may be relevant for the prospective application to SSEs of
high-throughput screening for thermal conductivity, that
recently attracted great interest thanks to new semiau-
tomated frameworks [23, 108, 109], in analogy to what
has been pursued for the electrical conductivity [110–113]
of SSEs. In particular, the possibility of computing the
energy-flux time series in post processing also allows one
to access thermal conductivity from the MD trajectories
already produced to investigate the electrical conductiv-
ity which may be beneficial to jointly screen for both heat
and charge transport of SSEs.
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