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ABSTRACT 

Metadynamics is a useful technique to study rare events such as crystallization. It has been only recently 

applied to study nucleation and crystallization in glass-forming liquids such as silicates but the optimal 

set of parameters to drive crystallization and obtaining converged Free Energy Surfaces is still 

unexplored.  

In this work, we systematically investigated the effects of the simulation conditions to efficiently study 

the thermodynamics and mechanism of crystallization in highly viscous systems. As a prototype system, 

we used fused silica, which easily crystallizes to β-cristobalite through MetaD simulations, owing to its 

simple microstructure. We investigated the influence of the height, width and bias factor used to define 

the biasing Gaussian potential, as well as the effects of the temperature and system size on the results. 

Among these parameters, the bias factor and temperature seem to be most effective to sample the free 

energy landscape of melt to crystal transition and reach convergence more quickly. We also demonstrate 

that the temperature rescaling from T > Tm is a reliable approach to recover free energy surfaces below 

Tm, provided that the temperature gap is below 600 K and the configurational space has been properly 

sampled. Finally, albeit a complete crystallization is hard to achieve with large simulation boxes, these 

can be reliably and effectively exploited to study the first stages of nucleation. 

  



I. INTRODUCTION 

 

Crystallization is a fundamental phenomenon that plays a key role in the production of thousands of high-

tech materials used in daily life. Despite its ubiquity and a number of fundamental studies, to study 

quantitatively and to control precisely the amorphous to crystal transformation is still challenging.1–5  

This is mainly due to the lack of knowledge on the factors affecting the nucleation process.  

Crystal nucleation is the process in which liquid, vapor, or solute particles arrange in a crystalline pattern 

forming an initial site for crystal growth. Whether crystallization starts from a surface, defects or in the 

bulk, it can be classified as heterogeneous or homogeneous nucleation. In glass-forming liquids, as 

silicate systems, the nucleation usually takes place from the supercooled liquid (SCL) at temperatures 

between the melting and the glass transition temperatures. At this temperature range, the crystal 

formation is thermodynamically favored and the atom mobility enables the aggregation and 

rearrangement of particles to form a crystalline structure. Even though unraveling the nucleation 

mechanism is crucial for controlling crystallization, its experimental investigation is hampered by the 

detection limit of the optical microscopes used to detect crystal nuclei.6 

Molecular dynamics (MD) simulations can overcome this length scale problem but are limited to the 

study of events occurring at a short timescale (of the order of few ms). Therefore, MD simulations are 

not effective to study rare events, such as crystallization in glass-forming liquids, because crystals form 

and grow slowly over time. Brute-force MD simulations are applicable to study nucleation only for model 

Lennard-Jones liquids, compounds, and metallic alloys in which the phase transition occurs with very 

high nucleation rates (>1035 nuclei·cm-3s-1).7–10 For systems exhibiting lower nucleation rates due to 

higher viscosity, other techniques accelerating the nucleation step have been developed and applied. 

In the seeding techniques11,12 a spherical crystalline nucleus is inserted into the supercooled liquid model. 

By analyzing the free energies of the systems containing different seed size, it is possible to evaluate the 

critical radius and the nucleation rate. The seeding technique can be extended by introducing a constraint, 



which does not allow the complete dissolution of embryos to favor the crystallization. These techniques 

have been successfully applied to study metals and alloys,13 ice14 and NaCl.15  

In the last decade, enhanced sampling techniques have been used to explore the free energy surface (FES) 

as a function of collective variables (CVs) appropriate to describe and follow crystallization. 

Metadynamics (MetaD) is one of the most used enhanced sampling techniques. It has been applied to a 

wide range of systems from the nucleation of molecules16,17 and compounds18 to metals19 and alloys20–22. 

Recently, the method has been applied to study the crystallization of glass-forming liquids such as silica30 

and lithium disilicate system (LS2).23 However, to obtain converged FESs24,25 simulations tens of 

microsecond-long are required . To minimize the time needed to reach convergence, optimization of the 

MetaD simulation set-up is fundamental. Several review articles24 provide guidelines to appropriately 

choose the CVs and other parameters in MetaD simulations for organic and biological systems were CVs 

usually depend on few constitutive atoms, and FESs converge in nanoseconds. Contrarily, for the study 

of nucleation/crystallization the CVs depend on a large number of atoms. For example, one of the most 

used CVs to represent the degree of crystallinity is the intensity of specific peaks in the XRD patterns, 

which is evaluated from the positions of hundreds of atoms in the simulation box.25 Therefore, in the 

study of crystallization of highly viscous systems the MetaD simulation set-up used for molecular 

systems cannot be applied, and further investigation is necessary for effective MetaD simulations.  

A systematic study of the effect of MetaD parameters, temperature, and system dimension is carried out 

in this work to effectively obtain converged Free-Energy Surfaces in glass-forming liquids. We selected 

silica as a prototypical material of silicates because β-cristobalite can crystalize relatively easily through 

MetaD simulations owing to its simple microstructure. 

 

II. METHOD 

 

A. Standard and Well-tempered Metadynamics 



In standard MetaD simulations,26 the free energy landscape along a set of CVs (s) is evaluated by 

including a history-dependent bias V(s,t) to the potential, which is composed of Gaussian functions 

accumulated along the simulation: 

𝑉(𝒔, 𝑡) = ∑ 𝜔
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where ω is the height of the Gaussian centered in the visited point of the CV space, s(t'), at each MetaD 

step, t', with a width σ. Each MetaD step is k-times of the Gaussian deposition time, τ. 

In Well-Tempered Metadynamics (WTMetaD),27 the height of the Gaussian added at each timestep is 

scaled down by a factor, which depends on the bias already accumulated and the bias factor, γ: 
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where β=(kBT)-1 is the inverse temperature, the factor (γ -1)β-1 is sometime referred to as kBΔT. The bias 

factor is an indicator of how fast the height of Gaussians will decrease during the simulation, and it 

determines the effective temperature along the biasing CV, which is (T+ΔT)=γT. In the WTMetaD, the 

bias potential tends to increase with the same intensity at each point in the CV space, which results faster 

converging than non-tempered MetaD by avoiding the exploration of very high-energy regions. From the 

accumulated bias potential, the free energy surface of the investigated transition can be estimated as: 

𝐹(𝒔) =
−𝛾

𝛾 − 1
𝑉(𝒔)   .                              (3) 

The procedure to determine the bias potential is crucial for accurately reconstructing the FES, and 

selection of the parameters is sensitive to convergence time of the simulation. Height, ω, width, σ, and 

bias factor, γ, are the WTMetaD parameters, which define the shape of the Gaussians added during the 

simulation. The deposition time, τ, is another important parameter, but, in this work, we set it to be a 

constant value. 



Bussi and Branduardi24 provided the following hints on how to choose the WTMetaD parameters: i) The 

height is suggested to be a fraction of thermal energy (kBT), to avoid abrupt changes to the total potential; 

ii) the width should be a fraction of the standard deviation of the CV-values obtained from an unbiased 

MD simulation of the system. iii) the bias factor is suggested to be the energy corresponding to the barrier 

height associated to the transformation. These are reasonable suggestions when one-component systems 

or particles possessing a moderate atomic mobility transform with relatively low and known activation 

energy. However, for glass forming liquids, it is difficult to make a fast estimation of the correct 

parameters.  

To check the effect of each WTMetaD parameter, we used the convergence time and the transition (re-

crossing) frequency as indicators of the performance, in addition to the accuracy of the re-constructed 

FES. In the case of the unbiased MD simulations, the FES is computed by unbiased ensemble 

averages ⟨𝑂(𝑹)⟩, where R represents the atomic configurations of the system. Contrarily, the FES is 

calculated using the reweighting procedure,28 which recovers the FES along the CVs biased in the 

WTMetaD simulations. Each configuration of the trajectory is weighted according to the bias deposited. 

Then, the unbiased Boltzmann probability distribution P0(R) is estimated by reweighting the biased 

distribution P(R,t): 

𝑃0(𝑹) = 𝑃(𝑹, 𝑡)𝑤𝑉(𝑹), 𝑤𝑉(𝑹) = 𝑒𝛽(𝑉(𝒔(𝑹),𝑡)−𝑐(𝑡))   ,                              (4) 

where the exponential part is the weight for each configuration, and c(t) is a time-dependent function of 

the offset energy, which estimates the work done by the bias. An increase of the offset energy indicates 

that the FES approaches to an asymptotic approximation. In fact, once the applied bias becomes quasi-

stationary, the adiabatic limit is reached, and, thus, the FES is recovered. The offset energy, c(t), can be 

evaluated using different formulas,28,29 in this work we used the one suggested in the review of Valsson 

et al.30: 
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The average of a general observable can be estimated from the trajectory as the unbiased 

ensemble ⟨𝑂(𝑹)⟩0: 

⟨𝑂(𝑹)⟩0 = ⟨𝑂𝑏(𝑹)𝑒𝛽(𝑉(𝒔(𝑹),𝑡)−𝑐(𝑡))⟩   .                              (6) 

It is thus possible to extract the probability distribution for each CV, s', using eq. (4) and (6). Then, 

according to O(R) = δ[s'-s'(R)], we obtain: 

𝑃(𝒔′) = ∫ 𝑑𝑹𝛿[𝒔′ − 𝒔′(𝑹)]𝑃0(𝑹) = ∫ 𝑑𝑹𝛿[𝒔′ − 𝒔′(𝑹)]𝑃(𝑹, 𝑡)𝑒𝛽(𝑉(𝒔(𝑹),𝑡)−𝑐(𝑡))    ,                              (7) 

from which the FES can be easily calculated: 

𝐹(𝒔′) = −
1

𝛽
𝑙𝑜𝑔𝑃(𝒔′)   .                              (8) 

The error of the FES was evaluated by comparing FES computed using several blocks of configurations 

extracted along the trajectory.31 The simulations was judged to be converged when the error remains 

constant with an increase of the block sizes. 

 

B. Rescaling procedure 

In our recent work,23 which studied crystallization of lithium disilicate using WTMetaD, very slow 

dynamics even at melting temperature prohibits the observation of the number of crystallization events 

necessary to reach converged FESs. For this reason, a temperature rescaling method was applied to 

estimate the free-energy landscape at the melting temperature. In this method, the probability distribution, 

P(R,t), calculated by a WTMetaD simulation at a higher temperature is reweighted to estimate the 

probability distribution at a lower temperature, P’(R). The idea is similar to the reweighting calculation 

using eq. (4). The reweighting factors, w, for a canonical ensemble (NVT) and an isothermal-isobaric 

ensemble (NPT) are respectively defined as: 



    𝑤𝑁𝑉𝑇(𝑹) = 𝑒(𝛽−𝛽′)𝑈(𝑹)  or  𝑤𝑁𝑃𝑇(𝑹, 𝑉) = 𝑒(𝛽−𝛽′)(𝑈(𝑹)+𝑝𝑉)                             (9) 

where U(R) is the internal energy of each configuration, U(R)+pV is the enthalpy, and β and β' are the 

target and original inverse temperatures. 

 

C. Collective variable 

As a CV, an intensity of a specific X-ray diffraction (XRD) peak calculated using the Debye scattering 

formula was considered:32 
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where fi(Q) and fj(Q) are the atomic scattering form factors, Q is the scattering vector modulus, and rij is 

the distance between atoms i and j. W(rij) is the Lorch function used to overcome the artifacts due to the 

finite simulation box, and it is calculated as: 

𝑊(𝑟𝑖𝑗) =
𝑠𝑖𝑛(𝜋 𝑟𝑖𝑗 𝑅𝑐⁄ )

𝜋 𝑟𝑖𝑗 𝑅𝑐⁄
   .                              (11) 

where Rc is the upper limit for rij. 

Contrary to the previous work by Niu et al.,33 where I(Q) was evaluated using all atoms, in this work, 

only silicon atoms were considered to reduce the computational cost. The WTMetaD simulation accuracy 

is not sacrificed because oxygen positions are related to silicon positions when promoting crystallization. 

By comparing the XRD patterns of crystalline and amorphous structures, the Q value exhibiting the 

biggest difference in the intensity peak was selected as and effective CV. Note that Q value is converted 

to a scattering angle 2θ as: 

𝑄 =
4𝜋

𝜆
𝑠𝑖𝑛𝜃   ,                              (12) 



where λ is the wavelength of the radiation (in this work 1.5406 Å). According to Figure 1, which shows 

the XRD patterns obtained from 2 ns of unbiased MD simulations of β-cristobalite and silica melt using 

192 atoms at 2400K, the peak intensity at 2θ = 22° is found to be suitable for distinguishing the crystalline 

and amorphous structures. It is worth noting that other CVs representing local structures have been 

successfully used to drive crystallization of water and ionic systems;34,35 however, local structural 

parameters are ineffective for silicate systems because they cannot distinguish chains, rings, and layered 

structures of silicates. 

 

FIG. 1. XRD spectra of the crystalline (β-cristobalite) and silica melt by considering only Si atoms.  The 

XRD spectra are averaged along the 2 ns of MD trajectory, and the standard deviation is represented with 

a shaded region.  

 

III. COMPUTATIONAL DETAILS 

 

In this work, we investigated the fused silica - β-cristobalite transformation. All initial configurations 

were obtained by replicating the cristobalite crystalline unit cell,36 which contains 24 atoms in a cubic 

lattice with size of 7.12 Å, to a larger model. We employed the interatomic potential developed by Pedone 



et al.37 for pair-wise short-range interactions, while long-range Coulomb interactions were described by 

using Wolf summation method.38 The large-scale atomic/molecular massively parallel simulator 

(LAMMPS)39 software patched with a plugin for molecular dynamic (PLUMED)40 was used for all MD 

and WTMetaD simulations. In all simulations, the Nosé-Hoover thermostat41 and barostat were 

employed for performing NVT or NpT simulations at 1 bar. The relaxation times for controlling 

temperature and pressure were 0.1 ps and 10 ps, respectively. All WTMetaD simulations were performed 

using NPT ensemble. The equation of motion was integrated using the Verlet algorithm42 with a timestep 

of 2 fs. 

The WTMetaD parameters setting tested are reported in Table I. Each parameter was varied between a 

couple of values: ω-values are 20 and 60 kJ/mol, σ-values are 2 and 8 CV units, while γ-values tested are 

20, 50 and 150. 

 

TABLE I: List of experimental conditions tested to examine the effect of WTMetaD parameters 

n° experiment ω (kJ/mol) γ σ (CV units) 

1 20 50 2 

2 20 50 8 

3 20 150 2 

4 60 50 2 

5 60 50 8 

6 60 150 2 

7 60 20 2 

 



All simulations in this test set were performed with a unit cell containing 192 atoms (2x2x2) at T=2700 

K. The effect of the temperature was studied at 3200 K and 2700 K. The simulation size effect was 

studied by performing some simulations with unit cells containing 648 (3x3x3) and 1536 (4x4x4) atoms. 

 

IV. RESULTS 

 

To rigorously investigate the effects of the parameters listed in Table I, WTMetaD simulations were 

performed for 10 μs at 2700 K. In the following, we will show in the main text only the comparisons 

among selected simulations to highlight significant results, whereas all the remaining results are reported 

in the Supplementary Material (ESI). First, we will discuss the procedure used to analyze a single 

simulation, because it will clarify all results that will follow. 

 

A. How to analyze a simulation 

The time evolution of the CV used to bias the simulation gives information about the diffusivity of the 

system between the crystal and amorphous states. In Figure 2, the simulation n° 4 (ω=60, γ=50, σ=2) is 

chosen as an example. 



FIG. 2. Time evolution of the CV in WTMetaD simulation n° 4 at 2700 K 

 

The transitions are frequently observed along the simulation. The crystalline phase is located at high 

value of the CV, between 150 and 300, while the melt phase is in the region between 0 and 150. The 

other CV-values explored are associated to high-energy structures, which are not important to understand 

the mechanism of the crystallization. 

The trend of the offset energy, c(t), shown in Figure 3 demonstrates how the applied bias varies. The re-

crossing frequency, which is the number of transitions between solid and liquid per unit time during the 

WTMetaD, can be an indicator of the diffusivity.25 Assuming the adiabatic regime appears from 4 μs, the 

re-crossing frequency of simulation n° 4 is on average 2.5 re-crossings per micro-second. Note that, as 

expected from the theory of MetaD, the c(t) rapidly increases in the initial stage followed by a slower 

increasing in the quasi-stationary bias region that indicates that the asymptotic regime in which 

WTMetaD is valid has been reached. Albeit the achievement of asymptotic regime has been used as 

indication of converged simulations in previous works, we will show in the following that this is not 

always the case.  



FIG. 3. The offset energy c(t) as a function of simulation time for simulation n° 4. 

 

The FES can be evaluated once the adiabatic regime is reached using two approaches. The first approach 

accumulates the bias and estimates the FES using the eq. (3). However, if the additional bias is not 

completely stationary (a criterion satisfied only over infinite time) the calculated FES keeps changing. 

This behavior is observed in Figure 4 (a). In fact, the variation of the FES curve tends to decrease as the 

simulation proceeds, but it does not converge. Interestingly, the estimated FES fluctuates around the 

correct FES beyond the diffusive regime. Therefore, a cumulative average potential and an average of 

FES can be evaluated. This procedure is usually applied in the non-tempered MetaD simulations,43 

because for the WTMetaD the average FES converges by construction as the applied potential decreases 

with time.44 It is still a useful procedure, not for the estimation of the error in the free energy calculation, 

but to understand the convergence. The averaged FES is reported in Figure 4 (b). We started to 

accumulate the potential after the two free-energy wells are filled. Accordingly, the FES curve converges 

relatively quickly at around 5-6 μs. The last approach is the reweighting procedure described by eqs. (4) 

and (8). The error of the FES was estimated using the block analysis.31  



The following step is to understand which part of the simulation has to be accounted for accumulating 

the probability distribution. According to Figure 3 and Figure 4(a), it is clear that the quasi-static regime 

has not been reached before 4-5 μs, therefore, we should not take the earlier configurations into account. 

We selected different starting point to see how the calculated FES changes and progresses over time. 

Figure 4 (c) shows an overview of some reweighted FESs. In this figure, color ranges are associated to 

five different starting points, as indicated in the color bar on the right side of the plot. Even though the 

reweighted FESs obtained from 0 and 2 μs are not meaningful from physical viewpoint, they are also 

compared to understand what happens in the non-adiabatic regime to estimate the FES. 

FIG. 4. Different methods to calculate FES of simulation n° 4. (a) Cumulative bias is evaluated and using 

eq. (3) free energy is calculated at each time. (b) After a suitable initial time, the average of the cumulative 

bias at different time is calculated. (c) FESs were evaluated using reweighting procedure applied starting 



from different simulation time. (d) Comparisons of final FESs obtained with averaging and reweighting 

methods; the second ones report the error calculated with the block analysis 

 

The choice of the starting time is crucial to calculate the correct FES, because, in fact, the reweighted 

FES keeps changing until 7 μs. After 7 μs, the longer simulation do not vary the FES shape. Figure 4 (d) 

compares the FESs obtained by the cumulative averaging and reweighting procedures. The latter FES is 

shown with standard deviations. The FES reweighted form 7 μs agrees well with cumulative averaged 

one. The sufficiently small error calculated from the block analysis proves the convergence. As shown 

in Figure 5, the error was evaluated with different block sizes. The plateau independent from the block 

dimension after approximately one hundred thousand blocks gives the average error of the FES. 

FIG. 5. The error of FES obtained from block analysis on probability distribution histogram accumulated 

starting from 7 μs to 10 μs. 

 

Tiwary and Parrinello28 defined the time-independent estimator as eq. (13) to confirm the free energy 

convergence in a given small region of the CV space: 



𝛽𝐹(𝑠) =
−𝛾𝑉(𝒔, 𝑡)

𝑘𝐵𝛥𝑇
+ 𝑙𝑜𝑔 ∫ 𝑑𝒔𝑒𝛾𝑉(𝒔,𝑡) 𝑘𝐵⁄ 𝛥𝑇     .                            (13) 

From eq. (13), the difference between the free energies in two small regions s1 and s2 can be obtained: 

𝛥𝐹𝑠1,𝑠2
=

−𝛾

𝛾 − 1
𝛥𝑉𝑠1,𝑠2

    ,                             (14) 

ΔFs1,s2  is equivalent to the direct difference in free energy obtained by the accumulated bias within the 

two states. Because ΔFs1,s2 can be calculated during the WTMetaD simulations, it is also an indicator of 

the FES convergence, at least, at the two small regions s1 and s2. We call this parameter direct ΔF. 

The ΔF between the basins can be also calculated from the probability distributions obtained during the 

reweighting procedure.  

The relative reweighted free energy difference between state A and B can be correctly determined from 

F(s) by integrating the probabilities of the two states (according to eq. (8)). 

𝛥𝐹𝐴,𝐵 = −
1

𝛽
𝑙𝑜𝑔

𝑃𝐴

𝑃𝐵
= −

1

𝛽
𝑙𝑜𝑔

∫ 𝑑𝒔 𝑒−𝛽𝐹(𝑠)

∫ 𝑑𝒔 𝑒−𝛽𝐹(𝒔)
    .                             (15) 

By assuming that states A and B are two wells, the difference in height between the two free energy 

minima is a possible approximation of ΔF,45 if the shapes of the two basins are similar. We call this 

parameter reweighted ΔF to use as another estimator of FES convergence despite the lower accuracy. 

Both the direct and reweighted ΔF should converge to the same value if they are calculated in the same 

region, as the total free energy surfaces agree each other. If the reweighted ΔF does not agree with the 

direct ΔF, the probability distribution might be corrected from the non-adiabatic region. It is important 

to ensure that the accumulation is started from the quasi-stationary regime to collect meaningful 

probability distributions. The direct and reweighted ΔF are less accurate but faster and more practical 

indexes than the complete FES. In Figure 6, these estimators are compared. 



FIG. 6. ΔF between the minima of the two states obtained directly from the acting bias and from the 

reweighting procedure started at different starting time. The dotted line indicates the final average value 

with a blue stripe representing 1 kBT width. 

 

The reweighted ΔF converges faster than the direct ΔF; however, it converges to the correct value only 

when it is calculated from the adiabatic regime. The block analysis can be used to judge whether the 

sampling is sufficient or not. 

 

B. Effect of MetaD parameters (ω, σ, γ) 

In this section, the comparisons among several selected simulations are shown to highlight the 

importance of the parameter choice. In particular, we discuss the best parameter set for obtaining a faster 

and more accurate convergence.  

 



FIG. 7. (a) Direct and reweighted ΔF calculated for simulation n° 4 (ω=60, γ=50, σ=2) and n° 6 (ω=60, 

γ=150, σ=2), which differ in γ value. (b) Comparison between FESs obtained from the two simulations 

using reweighting and cumulative average procedures. 

 

Figure 7 reports the results of simulations n° 4 (ω=60, γ=50, σ=2) and n° 6 (ω=60, γ=150, σ=2), which 

differ only in the bias factor value. The direct and reweighted ΔF are compared to see the effect of the 

bias factor, γ, in Figure 7 (a). The direct ΔF of n° 6 exhibits a greater fluctuation, meaning considerable 

variations of the cumulative FESs over time and a higher re-crossing frequency. Contrarily, as shown in 

Figure 2, simulation n° 4 (ω=60, γ=50, σ=2) exhibits smaller fluctuations and re-crossing frequency. 

Figure 7 (b) shows that in simulation n° 6 (ω=60, γ=150, σ=2) the reweighted FESs calculated from 

different starting times do not converge with the average value of the cumulative FES, implying that the 

adiabatic region is not reached. The time evolution of the CV for simulation n° 6 (shown in Figure S1 of 

the ESI) reveals that the bias factor, γ=150, is too high and pushes the system to explore high-energy CV 

regions, which are not important to understand melt-crystal transition. The exploration of these high 

energy regions can be controlled constraining the dynamics in a certain region of the CV.46 However in 

this case we have not observed an improvement in the convergence speed, since the time spent in the 

high-energy region is not significant. 



The FES does not converge neither in simulation n°3, which also has a high value of γ (results in Figure 

S2 of ESI). On the other hand, simulation n° 7 (ω=60, γ=20, σ=2), which has a low γ-value, presents 

small fluctuations but too low diffusivity (Figure 8 (a)) to obtain the converged FES in reasonable 

simulation time. Indeed, the block analysis reported in Figure 8 (b) confirms that the simulation n° 7 does 

not reach convergence until 10 μs. 

 

FIG. 8. (left) Time evolution of the CV in WTMetaD simulation n° 7 (ω=60, γ=20, σ=2) at 2700K, (right) 

estimation of the error using the block analysis on the probability distribution. 

 



FIG. 9. (a) Direct and reweighted ΔF calculated for simulation n° 4 (ω=60, γ=50, σ=2) and n° 1 (ω=20, 

γ=50, σ=2), which differ in ω value. (b) Comparison between FESs obtained from the two simulations 

using reweighting and cumulative average procedures. 

 

Figure 9 compares simulations differing in the height, ω, which was 20 kJ/mol for simulation n° 1 (ω=20, 

γ=50, σ=2) and 60 kJ/mol for n° 4 (ω=60, γ=50, σ=2). Both the FESs and ΔF almost perfectly match. 

The re-crossing frequency is also not affected by the value of ω.  

 



FIG. 10. (a) Direct and reweighted ΔF calculated for simulation n° 4 (ω=60, γ=50, σ=2) and n° 5 (ω=60, 

γ=50, σ=8), which differ in σ value. (b) Comparison between FESs obtained from the two simulations 

using reweighting and cumulative average procedures. 

 

Figure 10 compares simulations n° 4 and n° 5 differing in the width of the Gaussian: σ=2 and σ=8, 

respectively. The width must be chosen carefully, because it spreads the bias in the region near the 

explored CV. It accelerates filling the wells in a more efficient way, resulting in a faster decrease of the 

height of the Gaussians. Contrarily, the phase space associated to each state has to be sufficiently larger 

than the width of Gaussians, otherwise the bias affects outside of the interested regions. Usually, the 

possible choice of σ is estimated by the fluctuation of the CV using unbiased MD simulations. In our 

case, the standard deviations of the CV were approximately 7 CV units and 9 CV units in the crystalline 

and the melt phases, respectively (see Figure 1). Indeed, simulation n° 4 whose σ value is a fraction of 

the standard deviations converged, while simulation n° 5 did not probably due to the larger bias. The 

similar behaviors were observed for the other simulations when the Gaussian width is too large.  

Only a few simulations, n° 1 (ω=20, γ=50, σ=2) and n° 4 (ω=60, γ=50, σ=2), converged at 2700K within 

10 µs. The agreement between the cumulative average and the reweighted FESs is obtained only in those 

two simulations, but also simulation n° 2 (ω=20, γ=50, σ=8), n° 5 (ω=60, γ=50, σ=8) and n° 7 (ω=60, 



γ=20, σ=2) obtained similar curves (see Figure S3-S4 in the ESI). These results indicate predominant 

effect of the bias factor. Increasing the bias factor leads to higher transition rates and affects the 

exploration of the phase space. An appropriate choice of the bias factor may allow overcoming very high 

barrier to see unlikely processes, reaching high-energy configurations. On the other hand, exploring such 

high-energy regions increases the simulation time to reach convergence in the stable regions of interest. 

In our specific case, γ=50 is the best choice. σ=2 is a good choice since it allows to reach convergence 

faster, while height, ω, is less influential even though simulation n° 1 (ω=20, γ=50, σ=2) reached 

convergence slightly earlier than n° 4 (ω=60, γ=50, σ=2), as shown in Figure 9 (a). 

 

C. Effect of the temperature 

To investigate the effect of the temperature, all experiments in Table I were examined at 3200 K as well, 

but for the sake of brevity we focus only on the results of experiment n° 4 (ω=60, γ=50, σ=2). Figure 11 

shows the time evolution of the biasing CV (peak at 2θ=22°) at the two temperatures. The frequency 

shuttling between the two states is much higher at 3200 K due to the higher diffusivity and atomic 

mobility. This enables a more efficient sampling of the configurational space and thus to obtain the 

crystallization pathway.  Consequently, the simulations at higher temperatures converge easier. Figure 12 

shows the fluctuations of the direct and reweighted ΔF for the two temperatures. 



FIG. 11. Time evolution of the CV during 4 μs of WTMetaD simulation of experiment n° 4 (ω=60, γ=50, 

σ=2) at 2700 K and 3200 K. 

 

FIG. 12. Comparison between direct and reweighted ΔF for simulation n° 4 (ω=60, γ=50, σ=2) at 2700 

K (left) and 3200 K (right). 

 

  



At 3200 K, the reweighted and direct ΔF agree well because both converge to the average value, whereas 

at 2700 K the simulations do not converge. Moreover, lower fluctuations and lower error (6.5 kJ/mol) of 

the direct ΔF were observed at 3200 K with respect to those at 2700 K, at which the error was 12 kJ/mol, 

as shown in Figure 5. All simulation conditions in Table I at 3200 K converge towards the same FES 

faster than at 2700 K regardless of the parameter sets (reported in the ESI in Figure S5). Therefore, 

temperature seems to be the most important factor to reach accurate FES using WTMetaD, especially for 

highly viscous systems as silicate melts. 

To obtain converged FES at the melting temperature or lower, several tens of microseconds of simulations 

would be required for silicates. In such cases, one possible alternative method is reweighting a high-

temperature distribution probability to a lower temperature one, as described in the section II B. 

 

FIG. 13. (a) Comparison between FESs calculated directly from the simulations n°4 (ω=60, γ=50, σ=2) 

at 3200K (starting from 1 μs) and 2700K (starting from 7 μs) and using the rescaling procedure from one 

temperature to the other. (b) The reweighted FES obtained at 2700K is compared with rescaled curve 

from 3200K using different sampling intervals; the curve becomes smoother as the sampling increases. 

 



The reliability of the temperature reweighting method is verified by evaluating the FES associated with 

the crystallization of β-cristobalite from silica melt, as shown in Figure 13. The rescaling procedure was 

applied at both temperatures using 3 μs of simulations, from 1 to 4 μs at 3200 K and from 7 to 10 μs at 

2700 K. These results show that the temperature reweighted FES (from 3200 K to 2700 K) reproduces 

well (within the simulation error) the FES directly obtained from the WTMetaD simulation at 2700 K, 

even though with a larger error. The same is true if we convert the FES at 2700 K to 3200 K, confirming 

the reliability of this approach.  

The roughness and the error of the rescaled FES from 2700 K to 3200 K (red curve) in Figure 13 (a) is 

higher than that of the rescaled FES from 3200 K to 2700 K (blue curve) because of the poorer sampling 

performed at lower temperature, 2700K, and for the large fluctuation of the associated weights. Longer 

simulation to better sampling the phase space makes the curve smoother, as observed in Figure 13 (b). 

Because it is expected that the roughness of the rescaled FES increase with an increase of the temperature 

gap, which should not exceed 500-600 K to avoid undesired artifacts. Parallel tempering Metadynamics47 

simulations is an alternative technique to test in future investigations to reduce the final error on the FES. 

  

D. Size effect 

In real materials, homogeneous nucleation occurs stochastically in the bulk of the melt, leading to the 

formation of several critical nuclei that grow until they impinge each other for forming polycrystalline 

materials or glass-ceramics. The observation of such whole process in computer experiments would 

require extremely large simulation models with at least millions of atoms, which are too expensive for 

MetaD simulations. Because much of the scientific interest is addressed to the formation of the critical 

nuclei, such as CNT, it is worth investigating the initial process of the nucleation. In principle, 

crystallization should be investigated using simulation boxes much larger than the critical nuclei, but this 

is not always possible since the critical dimensions strongly depend on the materials and in silicates can 



range from a few angstroms to nanometers.48 Nevertheless, it is thus important to investigate the effect 

of the system dimensions on the MetaD results.  

The FES is expected to change with box dimension since both the intensity of the diffraction peaks used 

as CV and the melting temperature varies, as shown in Figures S6 and S7 of ESI.23 Figure S6 shows the 

XRD patterns obtained by averaging the MD-NPT simulations for 2 ns at 2000 K for the simulation 

boxes containing 192, 648, 1536, 5182, 12288 and 24000 atoms. The main peaks shift toward lower 

angle and augment their intensity with an increase of the box size. The peak associated to the (111) plane 

(the one used to bias the simulations) does not vary for systems containing more than 5000 atoms, 

whereas the other two peaks reach convergence with the larger boxes.   

Figure S7 shows that the melting temperature (determined using the two-phase coexistence method,49 as 

proposed by Dozhdikov et al.50 and described in the ESI) also varies with the simulation box dimension. 

Tm decreases as the system size increases, until it reaches convergence at around 2670 K. According to 

this result, it is expected that the FESs might be dependent on the simulation size if the same temperature 

is assumed. It is thus important to determine the computational melting temperature with the simulation 

size according to the force field to define the choice of the temperature in the MetaD simulations.  

 

FIG. 14. Time evolution of the collective variable during 4 and 8 μs of metadynamics simulation of 

experiment n° 4 (ω=60, γ=50, σ=2) at 3200K using box containing respectively 192 (blue dots) and 648 

atoms (orange dots) 



 

Figure 14 compares the time evolutions of the biasing CV for MetaD simulations conducted at 3200 K 

using the parameters set of n° 4 (ω=60, γ=50, σ=2) on the systems with 192 and 648 atoms. It is clear 

that the transition frequency decreases with increasing box size. This is because the increase of the 

number of atoms augments the accessible configurational space, and, therefore, the complete 

crystallization of the entire simulation box becomes more difficult. Consequently, longer simulation time 

(4 μs) is required at the same temperature to obtain the converged FESs with 648 atoms with respect to 

the system with 192 atoms (1-2 μs). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIG. 15. (a) Comparison between FES at 3200K and at the respective melting temperatures of boxes 

containing 192 (3200 K) and 648 (2870 K) atoms; (b) FESs normalized by the unit cell number. 



 

Figures 15 (a) shows the two FESs computed at 3200 K and at the respective melting temperatures of the 

192 (3200 K) and 648 atomic (2870 K) systems. As expected, the energy barrier for crystallization 

increases with box dimension from 17 to 66 kT. This implies that different bias factor should be used 

depending on the simulation size. In the previous sections, we showed that the bias factor of  50 kT was 

optimal for the MetaD simulations with 192 atoms at 2700 K, but not at 3200 K. Indeed, the simulations 

at 3200 K converged faster (1 μs) with the lower bias factor (simulation n° 7, ω=60, γ=20, σ=2). The bias 

factor of 50 kT seems to be the best choice for the system with 648 atoms at 3200 K. Contrarily, at lower 

temperature, Tm=2870 K, this value is not optimal since the frequency of the transition jumps becomes 

too low to reach convergence. To accelerate the exploration of the phase space, we had to increase γ to 

150.  

The normalization of the FESs with respect to the number of the SiO2 unit cells (figure 15 (b)) produces 

curves with comparable energy barrier, which allows us to make a rough estimation of the barrier height 

of the bigger system. Assuming the activation energy of ~2 kT per unit cell, we predict a barrier of 130 

kT for the system containing 1536 atoms. Indeed, for the larger system, a bias factor of at least 150 or 

more was used to obtain enough number of crystallization events, as seen in Figure 16.  



FIG. 16. Time evolution of the CV during the WTMetaD simulation with parameters ω=60, γ=250, σ=2 

at 3200 K with the system containing 1536 atoms.  

 

Despite a sufficient re-crossing frequency, most of the jumps (red asterisks in Figure 16) corresponds to 

incomplete crystallization. In fact, the perfect crystal is obtained only when the CV value reaches 400 

units (green asterisks in Figure 16). Therefore, higher bias factor and longer simulation times are 

necessary to reach converged FES for the larger systems. For instance, the MetaD simulations of 4 µs 

for a system of 1536 atoms took 27 days on an Intel Xeon 6230 processor (2.10 GHz) with 20 cores. 

Such a substantial computational cost limits both system size and simulation time. 

Although it is difficult to evaluate the converged FES including the complete crystallization path for the 

larger simulation systems, it is possible to understand the variations of the free energy with the crystal 



nucleation of n atoms (F(n)) owing to the sufficient sampling of various configurations. To determine 

F(n) the sampled configurations have been reweighted along the cluster dimension n using the same 

procedure proposed by Niu et al.33 The local entropy fingerprint was used to identify crystal-like silicon 

atoms in the structure (see ESI for its definition).51 We computed the adjacency matrix among those 

crystal-like atoms, and then the depth first search algorithm52 was used to identify clusters and count the 

number of silicon atoms in them. As shown in Figure 17, FESs were evaluated as a function of n atoms. 

The free energies (at two temperatures, 3200 K and 2870 K) for the systems with 648 and 1536 atoms 

were calculated up to a critical value of n (nc), which corresponds to the largest cluster size to avoid self-

interaction of the nucleus (113 and 268 atoms, respectively).  

The free energy curves at the same temperature are almost the same until 55 and 75 Si atoms at 2870 and 

3200 K, respectively, implying that the initial formation of the crystalline nucleus is independent on the 

system size. After that, the crystal sizes varied in different ways: the crystal structures appeared in larger 

system steadily keep increasing, while those in the smaller systems plateau and then decrease. This is 

clearly a system size effect. F(n) of the small system reaches a maximum and then decreases, as expected 

from CNT, but the critical nucleus is found to depend on the system size.  

In CNT, the free energy is given by the formula: 

 𝛥𝐹(𝑛) = −𝛥𝜇𝑛 + 𝜎𝑛2 3⁄  

where Δμ is the chemical potential variation associated to melt-crystal phase transition, and σ is the 

interfacial energy. When cluster size is small enough, the free energy for nucleation should follow a 2/3 

power low since the interfacial energy dominates. However, this is not true for our observations on the 

free energy curves at 2870 K up to n ~20 Si atoms. At the very beginning of the nucleation where n is 

less than 20, the free energy variation does not seem to follow the CNT prediction. Subsequently, at n > 

20, the slope of the free energy curve increases more quickly up to n = 55-60 Si atoms. Figure 17 (a) 

shows that a few 6-membered rings form the initial embryo, whereas the larger clusters shown in Figure 

17 (b) and (c) are made up by 6-membered rings interconnected to form the β-cristobalite crystal. 



Therefore, it seems that the energy required to form crystalline nuclei whose size is larger than a critical 

size is not dominated by the formation of the 6-membered rings (which were indeed observed in the melt 

and in the glass structure)53,54 but by the interconnection of these rings and their rearrangement along the 

right directions to form the perfect crystalline structure.  Note that the initial slope of F(n) at small n 

values is steeper at 3200 K compared to 2870 K, implying that even the formation of embryos is more 

difficult at higher temperature.    

 

FIG. 17. Reweighted free energy per unit cell as a function of cluster size in term of n° of silicon atoms. 

The free energies at 3200 and 2870 K computed using the systems with 648 (216 Si atoms) and 1536 

(512 Si atoms) atoms are compared. Snapshots (a)-(c) show structures containing a cluster with 15, 42 

and 108 Si atoms. In these figures, only Si atoms are shown to highlight the order inside the structures. 



 

V. CONCLUSIONS 

In this work, we systematically investigated the effects of the simulation conditions to efficiently study 

thermodynamics of silica crystallization into β-cristobalite using MetaD simulations. First, we 

investigated the influence of the height (ω), width (σ) and bias factor (γ) used to define the biasing 

Gaussian potential. After that, the effects of the simulation temperature and system size were examined.  

Here is a summary of the results: 

 Among the Metadynamics parameters (ω, σ and γ) the height value has only a minor effect on the 

final FES and the time to reach converged results. The width, σ, is effective to obtain converged 

FES. The appropriate value of σ depends on the fluctuation amplitude of the CV during 

conventional MD simulations: a half or a third of the fluctuation is a good choice. Too low or too 

large σ values prevent the convergence. The bias factor γ is the most important parameter; it 

substantially affects the time to reach convergence. A higher bias factor gives a higher re-crossing 

frequency, but it leads to deposit a large amount of bias and then explore high energetic 

configurations, which do not take part of the transformation. On the other hand, too low values 

require long simulation to reach the quasi-static regime. This parameter should be chosen in the 

same magnitude as the crystallization barrier. Unfortunately, this is not known a priori, and, thus, 

its estimation is the most difficult step. However, since this is proportional to the number of 

particles in the simulations one should roughly determine it by exploiting small simulation boxes.   

 Temperature is another important parameter to study crystallization within a reasonable 

computational time. At T> Tm the high mobility of the ions allows the fast exploration of the FES, 

which provides frequent observations of phase transitions. This allows convergence to be reached 

in significantly shorter time. Consequently, by increasing the temperature the optimal bias factor 

decreases. We also demonstrated that for high viscous systems such as silica the reliable FES at 

or below Tm can be estimated through temperature rescaling procedures. 



 Size effects were observed for XRD patterns and melting temperature. Consequently, the FES 

depends on the simulation system size. However, the main characteristics of the FES representing 

the mechanism of crystallization are maintained.  

 Large enough model would be necessary to observe the crystal growth until a real critical size, 

but the computational cost is too expensive. Even if the FES is not converged, the MetaD 

simulations provide useful information to understand the mechanism of crystal formation. To do 

so, a larger bias factor is efficient for the larger simulation models. The lower bound of the bias 

factor can be estimated from the barrier height for crystallization using smaller systems. 

 By analyzing the free energy for nucleation of crystalline clusters as a function of their size, we 

found that the 6-membered rings form the initial embryos of nucleation. The energy penalty for 

the cluster formation steeply increases with an increase of the cluster size. The growth of the 

initial embryos is followed by structural rearrangements to build up the ideal crystalline structure.  
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