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Abstract

Surgical robotics can be considered an established reality in the medical �eld. The most

striking example is the release of the da Vinci®surgical system by Intuitive Surgical al-

most 20 years ago. It is estimated that more than 200 000 surgeries were carried out

with the da Vinci®in 2012 only, most of which were for hysterectomies and prostate re-

movals. Most robotized surgical operations are performed using teleoperation techniques,

where the surgeon sits on a remote console and has complete control of the movements

of the robot, without the possibility for the robot to make decisions or perform tasks au-

tonomously. The latter is one of the main topics on which researches in surgical robotics

are focused nowadays. Indeed, autonomy can give important advantages, which include

increased e�ciency and repeatability due to precise robot control, improved execution

quality thanks to real-time biosignal feedback and computer-aided guidance, and fewer

costs. The important developments that have characterized the last decades in terms of

arti�cial intelligence have pushed even further in this direction. However, it is neces-

sary to take into account that making a robotic surgical system autonomous opens up

new important challenges in terms of control. The system must be able, for example,

to perceive the surrounding environment to cooperate with other systems while avoiding

collisions, understand the environment dynamics to interact with it and to compensate

external disturbances, and comply with all the constraints necessary to perform the sur-

gical procedure correctly. Another important problem when making a system autonomous

is the collection of data necessary for the training of the system, which are often few

and di�cult to acquire. The work of this thesis starts to address some of these chal-

lenging problems arising during the development of the European-funded project Smart

Autonomous Robotic Assistant Surgeon. First, a standard laparoscopic procedure was

fully robotized with a teleoperation architecture providing stable force feedback and visual

feedback capabilities have been proposed for multi arms systems. This architecture was

speci�cally developed for data collection and was used for arti�cial intelligence training.

Moreover, the results obtained have been extended for building a trilateral teleoperation

architecture for training purposes. In the following, the work concentrated on developing
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the planning and coordination system for the control of multiple robotic instruments. The

proposed system aims to deal with the uncertainty provided by the cognitive module and

to generate a safe collision-free autonomous motion. Thanks to the experience acquired

during the development of the previous strategies, a robotic assistance architecture for the

renal access procedure during Percutaneous nephrolithotomy has been developed. The last

problem addressed in the thesis is the control of the remote center of motion for robotic

systems without mechanical remote center of motion. The proposed architecture considers

the e�ects this constraint causes on the dynamics of the system and proposes a controller

that aims to deal with the constraint maximizing �exibility and performance. This con-

troller is also proposed within a teleoperation setup. All the proposed systems have been

experimentally validated on physical setups, with the aim of verifying and con�rming the

applicability and the e�ectiveness of each of them.
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Sommario

La robotica chirurgica può essere considerata ormai una realtà consolidata in campo

medico. L'esempio più eclatante è sicuramente il robot chirurgico da Vinci®, rilasci-

ato da Intuitive Surgical quasi 20 anni fa. Si stima che, solamente nel 2012, con il

da Vinci®siano stati e�ettuati più di 200.000 interventi chirurgici, la maggior parte dei

quali per isterectomie e asportazioni di prostata. Al giorno d'oggi, la maggior parte delle

operazioni chirurgiche robotizzate vengono eseguite utilizzando tecniche di teleoperazione,

nelle quali i movimenti del robot vengono direttamente controllati dal chirurgo, il quale

siede ed opera da una console remota. In questo tipo di operazione il robot non possiede

alcuna capacità di prendere decisioni o eseguire compiti in modo autonomo. Quest'ultimo

è proprio uno dei principali temi sul quale si concentra oggi la ricerca in robotica chirur-

gica. L'autonomia, infatti, può o�rire importanti vantaggi, che includono una maggiore

e�cienza e ripetibilità grazie al controllo sub-millimetrico del robot, una migliore qual-

ità di esecuzione grazie al monitoraggio di segnali biometrici in tempo reale e alla guida

assistita da computer, e minori costi. Un altro fattore che ha spinto in questa direzione

sono stati sicuramente gli importanti sviluppi in tema di intelligenza arti�ciale, che hanno

caratterizzato gli ultimi decenni. Tuttavia, è necessario tenere in considerazione che ren-

dere autonomo un sistema robotico-chirurgico apre nuove importanti s�de in termini di

controllo. Il sistema deve essere infatti in grado di, ad esempio, percepire l'ambiente

circostante per cooperare con altri sistemi evitando collisioni, comprendere le dinamiche

dell'ambiente per interagire con esso e compensare i disturbi esterni, e rispettare tutti

i vincoli necessari ad eseguire correttamente la procedura chirurgica. Un altro problema

importante quando si rende autonomo un sistema di questo tipo è la raccolta dei dati

necessari per l'addestramento del sistema stesso, che spesso sono pochi e di�cili da ac-

quisire. Il lavoro di questa tesi inizia ad a�rontare alcuni di questi di�cili problemi ed

emersi nello sviluppo del progetto Europeo Smart Autonomous Robotic Assistant Sur-

geon. Il primo passo è stato quello di convertire una procedura laparoscopica standard

in una completamente robotizzata, realizzando un'architettura di teleoperazione per ap-

plicazioni a più bracci robotici, in grado di fornire feedback visivo e feedback di forza
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stabile. Questa architettura è stata sviluppata speci�camente per la raccolta dei dati ed

è stata utilizzata per l'addestramento della parte relativa all'intelligenza arti�ciale. In-

oltre, i risultati ottenuti sono stati estesi realizzando un'architettura di teleoperazione

trilaterale volta al training. Successivamente, il lavoro si è concentrato sullo sviluppo del

sistema di piani�cazione e coordinamento per il controllo di più strumenti robotizzati.

Il sistema proposto mira a gestire l'incertezza fornita dal modulo cognitivo e a gener-

are un movimento autonomo sicuro e privo di collisioni. Grazie all'esperienza acquisita

durante lo sviluppo delle strategie precedenti, è stata poi sviluppata un'architettura di as-

sistenza robotica per la procedura di accesso renale durante la nefrolitotomia percutanea.

L'ultimo problema a�rontato in questo lavoro di tesi è stato il controllo del centro di

istantanea rotazione per sistemi robotici senza centro di istantanea rotazione meccanico.

L'architettura proposta considera gli e�etti che questo vincolo provoca sulla dinamica del

sistema e propone un controllore che mira a gestire il vincolo massimizzando �essibilità

e prestazioni. Questo controllore è stato poi proposto anche all'interno di un'architettura

di teleoperazione. Tutti i sistemi proposti sono stati validati sperimentalmente su set-up

�sici, con l'obiettivo di veri�care e confermare l'applicabilità e l'e�cacia di ciascuno di

essi.
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Chapter 1

Introduction

This chapter introduces the context on which this thesis develops and the reasons that

guided the development of the proposed strategies. First, the surgical robotics �eld and

the main challenges arising today are brie�y introduced, focusing on those related to

control when moving from teleoperated to autonomous systems. A general overview of the

European-funded project Smart Autonomous Robotic Assistant Surgeon is then provided,

project thanks to which it was possible to conduct much of the research activity and

within which most of the work was developed and tested. Finally, an overview of the

main contributions of this thesis and the structure of the document are reported.
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1.1 Surgical Robotics

The introduction of robotics into the surgical world began in 1985 when a PUMA 560 (see

Figure 1.1a) was used to increase the precision of positioning in CT-guided neurosurgical

procedures [19]. Since then, several prototypes of surgical robots have been developed,

with the aim of increasing the bene�ts for both the patient and surgeon. Some remarkable

examples are:

� ROBODOC (Integrated Surgical Supplies Ltd., Sacramento, CA, USA) developed

in 1992 and used in hip replacement surgeries [20]. First robot approved by the

United States Food and Drug Administration [21] (FDA). See Figure 1.1b.

� AESOP 1000 (Computer Motion, Santa Barbara, CA, USA) developed in 1994 and

used as a voice-controlled camera holder [22]. See Figure 1.1c.

� ZEUS (Computer Motion Inc., Goleta, CA, USA) developed in 1998 and used for

coronary bypass anastomosis [23]. First robot introducing the idea of telesurgery.

See Figure 1.1d.

(a) PUMA560 (b) ROBODOC (c) AESOP1000

(d) ZEUS

Figure 1.1: Examples of surgical robots developed in the last decades.

In the last decades, robotic surgery has grown by leaps and bounds. The main reason

is the bene�ts that surgical robotics can provide with respect to traditional surgical

methods. For example, robots o�er accuracy, stability, dexterity, easy integration with

imaging technology, greater range of motion, and telesurgery capabilities, which are

simply absent in traditional surgical methods.

The turning point came in 1997, when Integrated Surgical Systems (now Intuitive Sur-

gical Inc., Sunnyvale, CA) [24] created the da Vinci®Surgical System, subsequently

approved by FDA in July 2000 for general laparoscopic surgery. As reported in Figure

1.2, the da Vinci®Surgical System is composed of four robotic arms holding surgical

tools (see Figure 1.2a) which are controlled by the surgeon through a remote console (see

Figure 1.2b).
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(a) da Vinci®Surgical System Robot (b) da Vinci®Surgical System Console

Figure 1.2: The da Vinci®Surgical System.

The da Vinci®robot is currently being used in various �elds (urology, general surgery,

gynecology, cardiothoracic, pediatric, etc) providing several advantages to conventional

surgery such as motion scaling, immersive stereo 3D vision, and tremor compensation

[25].

The advent of robotics in the medical �eld, and especially to the da Vinci®, led to a

signi�cant increase on the use of minimally invasive surgery, and, in particular, on the

robotic-assisted minimally invasive surgery (RAMIS)[26], which is nowadays one of the

most promising technique of robotic surgical procedure (see e.g. [27, 28]).

In RAMIS procedure, a small incision is made on the patient's abdominal wall through

which the surgical tools are inserted and used to operate. Combining the advantages of

manual minimally invasive surgery and those introduced by the use of robots, RAMIS

has di�erent advantages compared to open surgery. The patient bene�ts from reduced

bleeding, pain, and recovery time thanks to the small incisions needed to perform the

surgical operation. At the same time, the surgeon bene�ts from the robotic assistance

and from an ergonomic posture to reduce fatigue and increase precision and dexterity.

For these reasons, there was a concrete interest from both the medical �eld and robot

manufacturers in the development of these technologies, such that RAMIS is actually a

consolidated and widespread reality.

Nowadays, the interest of the surgical community is focusing more and more on introduc-

ing autonomy. In fact, most robotic-assisted surgeries are carried out using teleoperation

systems, such as the one provided by the da Vinci®: the surgeon sits at the remote

console and directly controls the movements of the robotic arms. With this kind of tech-

nology, the robot is unable to perform tasks autonomously or make decisions, leaving the

task execution and the entire cognitive load to the surgeon.

On this scenario, the introduction of autonomy can bring signi�cant advantages: in-

creased repeatability since the robot can perform precisely the same task in the same

manner several times without fatigue, increased e�ciency and reduced risk of human

error thanks to the reduced cognitive load for the surgeon, easy biosignal feedback in-

tegration and computer-aided guidance to compute and/or correct robot behavior, and

fewer costs due to reduced intervention time.
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On the other hand, the development of autonomous surgical robotic systems opens up

challenges from countless points of view. First of all, the robot must be able to perceive

the surrounding environment. In the speci�c case of surgical procedures, it must be

able to recognize the working region, avoid forbidden regions and distinguish the organs

with which to interact from those with which avoid collisions. The robot must know

precisely its kinematics and its constraints, to plan correctly compliant trajectory while

guaranteeing safety for the patient. For example, in the RAMIS case, the movements

of the robot must always be such that the point through which the tool is inserted is

kept �xed. The robot must also be able to make decisions, depending on the operation

is performing, from the phase the operation is and possibly react to unexpected events.

Finally, the robot must be controlled such that decisions and planned trajectories are

implemented correctly, making the robot able to e�ectively interact with the environment.

The results of this thesis are obtained addressing some of the challenging problems pre-

sented in the latter, and arising during the European funded project Smart Autonomous

Robotic Assistant Surgeon (SARAS), where the goal is to develop a robotic system ca-

pable of autonomously performing surgical tasks in the context of RAMIS procedures.

1.2 SARAS

Nowadays, in surgical operations, several units of medical personnel are requested to

stay in the operating room. For example, a typical laparoscopic intervention requires the

presence of a main surgeon, of an assistant surgeon, of two nurses and of an anesthetist.

The introduction of robotic surgery with the da Vinci®robot has not decreased this

number. In fact, during a robotized laparoscopic surgery, several units of medical per-

sonnel are also requested to stay in the operating room for supporting the main surgeon

teleoperating the surgical robot. In particular, an assistant surgeon is always present for

taking care of all the simple surgical procedures the leading surgeon cannot perform with

the laparoscopic tools he/she is teleoperating (e.g. aspiration of blood in the operating

area, removal of dead tissue after a cut and moving organs or tissue to make root for

cutting or suturing) [29]. Figure 1.3 provides a clear example of this scenario.

Figure 1.3: Current scenario in an operating room during a RAMIS procedure.
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Although the assistant surgeon performs critical tasks only for 30% of the time of the

surgical procedure and he/she has to stand, waiting, most of the time, it is common

that an expert surgeon has to play the role of an assistant during an operation led by

another surgeon. Considering the hourly cost of a surgeon, the current practice is very

ine�cient from an economic point of view. It is estimated that the 20% of the cost of the

surgical intervention can be attributed to the assistant surgeon. Furthermore, the current

practice is very ine�cient also from a social point of view. In fact, both assistant and

main surgeons need to rest for a �xed number of hours between interventions, reducing by

a half the number of available surgeons (in particular for robotic interventions), leading

to unnecessary long waiting lists.

In this context, the SARAS project aims at increasing the economic and social e�ciency

of the hospitals by developing a robotic surgical platform that allows the execution of

RAMIS operations by only one surgeon. This will increase the e�ciency and �exibility

of operating room (OR) personnel, in particular surgeons, without a�ecting the quality

of the surgical interventions.

The SARAS architecture needs to go beyond any existing systems for RAMIS. For these

reasons, the development of the SARAS architecture has been split into three di�erent

platforms with three levels of increasing complexity. As the SARAS architecture need

to be able to autonomously understand the surgical situation and to perform actions at

the right place and time, the three platforms are used also to build the SARAS cognitive

layer, with which the system is able to make decisions.

More details about the three SARAS platforms and the SARAS cognitive layer are re-

ported in the next sections.

By incorporating prior knowledge of the work�ow of the surgical procedure, SARAS

aims also at reducing OR complications by monitoring the OR personnel during the

procedure. The cognitive capabilities will allow also to address the very critical issue of

surgical safety, a critical topic in the medical literature [30] and a main concern of the

World Health Organization [31], and will contribute to the goal of reaching the �zero-

accident vision in surgery� in the near future.

The SARAS architecture has been validated with two speci�c and very important robotic-

assisted procedures, which cover almost 80% of all robotic interventions:

� radical prostatectomy, which is the resection of the whole prostate gland in male

patients with prostate cancer, while preserving urinary continence and erectile func-

tion.

� partial or complete nephrectomy, which is the removal of the renal cell carcinoma,

while keeping the healthy part of the kidney.
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1.2.1 Platforms

As already mentioned, the development of the SARAS architecture has been split into

three di�erent platforms, with increasing level of complexity:

� the MULTIROBOTS-SURGERY platform.

� the SOLO-SURGERY platform.

� the LAPARO2.0-SURGERY platform.

MULTIROBOTS-SURGERY Platform

The SARAS Cognitive Layer is the brain of the entire SARAS system and is based on an

arti�cial intelligence (AI) module, which requires a deep and extensive training phase.

The purpose of this �rst platform is to acquire all the data necessary for this training

phase.

In order to physically replace the assistant surgeon, the SARAS arms, a pair of robotic

arms capable of handling the surgical instruments necessary for carrying out the opera-

tions, are developed. More details are reported in Section 1.2.3.

Then, a fully teleoperate architecture is developed, where the main surgeon seat at the

da Vinci®console teleoperating the da Vinci®tools, and where the assistant surgeon

teleoperates the two SARAS arms. In this scenario, the assistant surgeon performs the

same actions as in standard robotic surgery, but teleoperating the tools instead of moving

them manually. This architecture allows to acquire the movements of both surgeons,

information used for the realization of the SARAS Cognitive Layer. An illustration of

the SARAS MULTIROBOTS platform is reported in Figure 1.4.

Figure 1.4: The SARAS MULTIROBOTS platform.

The platform is a bilateral Multi-Master Multi-Slave (MMMS) teleoperation system,

where the two surgeons cooperate in a shared environment. The assistant surgeon console

is equipped with a 3D Human Mounted Display (HMD), which provide the necessary

visual feedback and virtual �xtures [32] (e.g. virtual walls avoiding the tools to reach

forbidden regions or forces guiding the surgeon toward optimal paths during delicate

phases of the procedure).
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To get more realistic information, The MULTIROBOTS-SURGERY platform use accu-

rate physical models of the human abdomen and pelvic region, i.e. phantoms manufac-

tured using 3D printing and based on human Computed Tomography (CT), Magnetic

Resonance Images (MRI) and ultrasound imaging.

SOLO-SURGERY Platform

The SARAS SOLO-SURGERY platform is the �rst autonomous SARAS platform, and

play the role of the assistant to help the main surgeon at the da Vinci®console performing

the surgical procedure. In this platform, the assistant surgeon is completely substituted

by the SARAS system, allowing the main surgeon to perform the surgical procedure on

its own.

On this platform, the available medical knowledge, the information acquired by the anal-

ysis of the data of the MULTIROBOTS-SURGERY platform and the nominal work�ow

of the surgical procedures are fused to make the �rst version of the SARAS Cognitive

Layer. It is able to make decisions, act autonomously to help the main surgeon when

deemed necessary, and receive, understand and execute explicit requests from the main

surgeon.

With this platform, the main surgeon can interact with the SARAS system by vocal

commands and by force/tactile feedback, with which can receive information on the

interaction force.

Also in this case, the surgical procedures have been validated on advanced phantoms of

the human abdomen and pelvic region.

An illustration of the SARAS SOLO-SURGERY platform is reported in Figure 1.5.

Figure 1.5: The SARAS SOLO-SURGERY platform.
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LAPARO2.0-SURGERY Platform

In the last platform, the SARAS system plays the role of the assistant as in the SOLO-

SURGERY case, but with the main surgeon using standard handheld laparoscopic tools.

The idea of this platform is to make available the SARAS system also to hospitals that

cannot a�ord to buy a da Vinci®-like surgical robotic system.

Since the main surgeon cannot rely on the da Vinci®console and its Augmented Reality

(AR) and force-feedback features, the vocal commands (from the surgeon to the SARAS

system) and the vocal/acoustic feedback (from the SARAS system to the surgeon) are

enhanced. A visual interface is also developed to provide the surgeon with the necessary

information.

Figure 1.6 illustrates the SARAS LAPARO2.0-SURGERY platform.

Figure 1.6: The SARAS LAPARO2.0-SURGERY platform

1.2.2 Cognitive Layer

As mentioned in the previous section, the SARAS architecture leverage on a Cognitive

Layer base on an AI module, which require the development of new technologies in terms

of 1. Human-Robot Interface and Interaction, 2. Perception, 3. Cognitive Control, and

4. Planning and Navigation. These technologies form the SARAS's cognitive layer for

decision making reported in Figure 1.7 and described in the following.

Perception

The Perception module takes care of understanding the surgical area. Intra-operative

images obtained by the 3D vision system of the da Vinci®endoscope (MULTIROBOTS-

SURGERY and SOLO-SURGERY platforms) or by a surgical endoscope (LAPARO2.0-

SURGERY platform) are fused with pre-operative information (3D models obtained from

the elaboration of either CT or MRI of the patient before insu�ation) to reconstruct a
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Figure 1.7: SARAS cognitive module architecture.

dynamic 3D model of the surgical cavity. This is used by the cognitive module to make

inferences on the status of the surgical procedure and predictions on its future evolution.

Human-Robot Interface and Interaction

A natural and intuitive human-robot interface is provided by the SARAS system, allow-

ing the surgeons to perform RAMIS by themselves with less training and lower mental

fatigue. The interface provides also advanced and integrated force/tactile feedback (a

functionality currently not provided by the da Vinci®), an integrated console with 3D

vision, virtual �xtures, no-go regions, compensation of physiological movements, sugges-

tions about the surgical procedure, and updated work�ow and interventional checklist

(not available nowadays).

Cognitive Control

Based on the outcomes of the Perception module, SARAS needs to perform sophisticated

cognitive functions such as 1. recognize in real-time what the surgeon is doing, in order

to react appropriately, 2. be aware of what the current stage of the procedure is, 3. based

on its current estimate of the procedure's stage and of the action currently performed

by the main surgeon, generate sensible guesses on what the latter is going to do next, to

assist them in the most e�cient way, 4. whether anomalous events (e.g. erratic behavior

or proximity of sharp instruments to sensitive organs) are taking place, and, 5. based

on all these elements, make a decision on what course of action to implement next (e.g.

moving the robotic arms to assist the surgeon, adjusting camera view, issue a warning

etc.)

As anticipated in the previous section, the cognitive module is trained from real in-

tervention data. This allows the system to learn the structure of complex minimally

invasive procedures, to identify anomalies, to understand the surgeon's actions (situation

awareness), and his/her future needs (decision making).
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Planning and Motion

In the SOLO-SURGERY and LAPARO2.0-SURGERY platforms, SARAS's assistive

robotic arms move within the patient body, interact with anatomical structures and

cooperate with the main surgeon. Once the SARAS system has interpreted the scene,

made decisions and selected the actions to be performed to assist the surgeon, the Plan-

ning and Motion module translates these decisions into appropriate trajectories for the

surgical tools mounted on SARAS arms. This allows the system to cooperate with the

surgeon's surgical tools, teleoperated using da Vinci®'s slave arms (SOLOSURGERY)

or manually moved (LAPARO2.0-SURGERY).

1.2.3 Robotic Arms

To substitute the assistant surgeon, the SARAS architecture includes two assistive robotic

arms able to implement the tasks currently done by the assistant surgeon. They are

composed of two mechatronic sub-systems:

� the Surgical Base System.

� the Surgical Active System.

Figure 1.8: Concept of one of the SARAS arms.

The Surgical Base System is a seven Degrees of Freedoms (DOFs) passive holding arm

attached to the surgical table. Using an integrated clamp system, the arm can be attached

directly to the rail system of the OR table and can be aligned manually by the OR

personnel according to the speci�c surgical procedure. With a payload of 2.5 kilograms,

the goal of this �rst sub-system is holding in a speci�c position the second and most

important device, the Surgical Active System. This second device is the one that holds

the surgical instruments and takes care of their handling.

The development of the two assistive SARAS robotic arms start from the commercial

system developed by one of the project's partners and focus on the hardware development

of the dedicated active end-e�ector for the Surgical Base System, in order to make possible

the handling minimally invasive surgery instruments.

Figure 1.8 illustrate the Surgical Base System and an example of the Surgical Active

System.
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Particular attention is paid to the number of DOFs the active system provides to the

surgical tools. In fact, the insertion of the tools through the incision point on the patient

body causes the movement of the tools to be constrained: only rotations around the

three axes of the penetration point and a translation along the tool axis are permitted to

not damage the patient body. The resultant tools motion from these constraints is called

the Remote Center of Motion (RCM), and the Surgical Active System of the SARAS

assistive arms must take it into account.

1.2.4 Consortium

The SARAS team is composed of the following partners, with di�erent tasks and respon-

sibilities:

� University of Verona

Development of the Cognitive Control module, with particular focus on the au-

tonomous execution of the surgical actions.

� University of Modena and Reggio Emilia

Development of the Human-Robot Interface and Interaction module, with par-

ticular focus on Multi-Modal Human-Robot Interface and the MMMS Bilateral

Teleoperation system for the SARAS MULTIROBOTS platform.

� University of Ferrara

Development of the Planning and Navigation module, with particular focus on

robot Dynamic Motion Planning.

� Ospedale San Ra�aele

De�nition of the medical speci�cations, requirements, and risks analysis for the

Human-Robot Interface architecture, providing medical competence of all kinds

throughout the project. It is also responsible for the validation of all the Human-

Robot Interface platforms.

� Universitat Politècnica de Catalunya

Development of the Planning and Navigation module, with particular focus on

Multi-Robot Cooperation and Task Identi�cation and Planning.

� University of Dundee

Analysis of anatomical parts and developments of arti�cial and hybrid phantoms

used for the validation of the SARAS architecture.

� Oxford Brookes University

Development of the Perception and Cognitive Control modules, with particular

focus on surgeon verbal command recognition, tracking of deformable organs and

detection, segmentation, and labeling of scene elements.

� Medineering GmbH

Hardware and Software development of the SARAS arms Surgical Active System.

� ACMIT GmbH

Development of augmented phantoms used for the validation of the SARAS archi-

tecture.
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1.3 Contribution and Thesis Outline

This thesis focuses on the development of novel control strategies to address some of

the problems arising when moving from standard surgical systems, most of which are

teleoperation systems, to autonomous surgical systems.

The main contributions of this thesis are:

� a novel two-layer architecture for MMMS teleoperation systems based on the con-

cept of shared energy tank, that allows operations while guaranteeing high �delity

and transparent behavior.

� a novel trilateral teleoperation control architecture for surgical training purposes,

guaranteeing stability and high �exibility.

� a Model Predictive Controller (MPC) that computes collision-free trajectory of

multiple surgical tools, and a novel strategy to compute suitable waypoints able

of improving the convergence of the motions towards the target positions, while

avoiding obstacles.

� an innovative solution, based on an AR application combined with a robotic sys-

tem, that can assist both an expert surgeon in improving the performance of the

surgical operation and a novel surgeon in strongly reducing his/her learning curve,

performing the renal access during Percutaneous Nephrolithotomy (PCNL).

� a novel formulation of a dynamic-based torque controller for the implementation of

virtual RCM for RAMIS that guarantees the RCM constraint while allowing the

user to freely design the desired behavior.

� an experimental validation of all the proposed architectures.

The rest of the thesis is organized as follows.

Chapter 2 reports the development of the bilateral MMMS teleoperation system for

the SARAS MULTIROBOTS platform. Problems related to passivity and transparency

are addressed when communication takes place by means of a delayed communication

channel. Therefore, the two-layer approach is extended to the case of MMMS systems

by proposing the novel concept of shared energy tank. The results obtained after a

�rst development of the architecture are extended in order to improve the use of energy,

reducing the conservativeness of the system and allowing a more transparent behavior.

The overall architecture is then validated experimentally on the SARAS setup. Finally,

the presented strategy is extended and validated on a trilateral DMSS teleoperation

setup.

Chapter 3 reports the development of the Planning and Navigation module of the SARAS

cognitive layer. The motion planning of multiple surgical tools operating in the same

workspace is considered when constraints on the maximum velocity of the surgical tools

and on the collisions between the tools need to be guaranteed. The problem related to

the accuracy of the action recognition of the SARAS cognitive layer is also addressed

including a con�dence level in the constraints formulation. The results obtained after a

�rst validation of the controller are extended in order to improve the performance of the

system and to allow a real-time implementation. The controller is �nally validated on a

simulated setup and then experimentally on the SARAS setup.
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Chapter 4 reports the development of a robotic assistance architecture for the renal

access procedure during PCNL. In the pre-operative phase, the model of the anatomical

parts involved in the procedure are segmented and converted to a 3D model, with which

the insertion trajectory is planned. In the intra-operative phase, the surgeon visualizes

the 3D model and the planned trajectory by means of an AR headset and performs the

renal access with the assistance of the robot, on which the surgical tool is mounted. The

system is validated through experiments performed by a sample of multiple users.

Chapter 5 reports the development of a torque control strategy for the implementation of

virtual RCM on light-weight torque controlled manipulators. The dynamic model of the

manipulator subject to the RCM is formulated and exploited to synthesized the control

action, leaving the user the possibility to freely design the manipulator behavior. The

results obtained after a �rst validation of the controller are extended in order to improve

the capabilities of the controller to implement compliance motion control and make the

robot e�ectively interact with the environment. The controller is then validated on a

simulated setup and then experimentally on a real torque-controlled manipulator. Fi-

nally, the controller is extended to admittance controlled manipulator and experimentally

validated on a teleoperation setup.

Chapter 6 reports the conclusions of the entire work of thesis and the future direction on

which researches could be driven.
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Chapter 2

Passivity based Bilateral

Teleoperation Architecture

This Chapter reports the development of the bilateral MMMS teleoperation system for

the SARAS MULTIROBOTS platform. Problems related to passivity and transparency

are addressed when communication takes place by means of a delayed communication

channel. Therefore, the two-layer approach is extended to the case of MMMS systems by

proposing the novel concept of shared energy tank. The results obtained after a �rst de-

velopment of the architecture are extended in order to improve the use of energy, reducing

the conservativeness of the system and allowing a more transparent behavior. The overall

architecture is then validated experimentally on the SARAS setup. Finally, the presented

strategy is extended and validated on a trilateral DMSS teleoperation setup.

The work presented in this chapter is published in [10, 1, 2, 3].
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2.1 Multi-Master Multi-Slave Bilateral Teleoperation

Architecture

2.1.1 Introduction

Bilateral teleoperation systems allow to extend the reach of human beings allowing to

interact with a remote environment while locally feeling the interaction force.

The standard architecture of a teleoperation system includes a local device, the master,

and a remote device, the slave. The master device is located at the operator side and

is used to capture and send the operator movements to the slave device, in the form of

pose information. The slave device is located at the remote environment and replicates

the motion of the master device, performing the task.

In a bilateral teleoperation architecture, the interaction between the slave device and the

environment is measured or estimated and sent back to the master device, in the form

of force feedback. The master device is then able to replicate the interaction with the

environment, providing the user with the feeling of being directly interacting with the

remote environment. Bilateral teleoperation has been used for many applications like

manipulation of chemical and nuclear material substances [33], for bomb disposal [34], or

surgical procedures [35]. An example of a teleoperation system for military applications

is reported in Figure 2.1.

Figure 2.1: Example of teleoperation system for military applications

When dealing with complex tasks, a teleoperation architecture composed of a single

master device and a single slave device (SMSS) may not provide the necessary dexterity

and �exibility for accomplishing a task on the remote environment. In these cases, a

MMMS teleoperation architecture can provide the desired level of remote mobility and

interaction capabilities. A well-known example of application of this kind of teleoperation

architecture is the da Vinci®Surgical System. The surgeon uses two hand-held haptic

interfaces to teleoperate three or four arms of the surgical robot for performing complex

tasks.
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Stability and transparency are the main issues when controlling a bilateral teleoperation

system. Due to the distance between the devices, the exchange of information between

the local and the remote sides typically happens over a delayed communication channel.

The communication delays and the interaction with a poorly known environment are the

main sources of instability in any teleoperation architecture. Several control algorithms

have been proposed in the literature to solve the stability problem. However, these

algorithms typically decrease the transparency of the system, i.e. the measure of how

well the desired motion and force feedback are implemented at the remote and local sides,

respectively [36].

Starting from [37], the two-layer framework has been extended to MMMS teleoperation

architecture. A straightforward generalization would be to decompose the MMMS system

into pairs of master-slave robots and to implement the standard two-layer architecture

on each pair. This solution is conceptually very simple but it would imply the imple-

mentation of a coordination strategy among the transparency layers. Furthermore, the

presence of many energy tanks may lead to energetic inconsistencies that may cause an

excess of conservatism and degrade the performance of the MMMS teleoperation system.

Finally, in general, the number of master robots may be di�erent from the number of

slaves and, therefore, a pairwise decomposition may not be possible.

To avoid these problems and to keep the simplicity of the two-layer architecture, the

use of only two shared energy tanks is proposed, one for the masters and the other for

the slaves. One passivity layer will manage the passive exchange of energy between the

tanks and between each tank and the robots. One transparency layer will compute the

desired behavior for the whole multi-master side and for the multi-slave side. This control

architecture will minimize the conservatism of the teleoperation system while allowing

to consider the multi-arms system as a whole.

2.1.2 Related works

Several control architectures have been proposed for implementing a bilateral teleopera-

tion system [38]. This section focus on the works that speci�cally address the problems

arising in the considered architecture: the design of a stable and transparent MMMS

teleoperation architecture with respect to time delays and to the interaction with poorly

known environments.

Passivity-based control strategies have been proven to be very successful since they allow

to robustly handle the interaction with unstructured environments and to compensate

the destabilizing e�ects of the communication delay.

For example, the wave variables developed by Niemeyer et al. [39] are one of the main

tools used to achieve a stable teleoperation system and have been exploited for decades.

Based on a given scheme, the wave variables encrypt the power variables (velocities and

forces) exchanged between the local and the remote sides to turn the communication

channel into a passive element, regardless of the time delays. Moreover, if both sides are

passive, the overall teleoperation architecture is passive too and thus stable.
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An example of MMMS application of this concept has been developed by Huang et al.

[40]. Based on the forward wave compensation method [41], a backward wave compen-

sation method, and an energy regulator [42], they developed a dual-master dual-slave

(DMDS) teleoperation system. An asymmetric compensation method enhances the ve-

locity and force tracking performances while ensuring the passivity of the system.

The main drawback of wave variables is that the inherent dynamics of wave-based com-

munication channels is often deleterious for the transparency of the teleoperation system.

Starting from the Time Domain Passivity Control (TDPC) algorithm developed by Han-

naford et al. [43], Ryu et al. [44] proposed an application to bilateral telemanipulation.

In their approach, two elements are introduced: the Passivity Observer (PO) and the

Passivity Controller (PC). The PO monitors the energy �ow into the system and a

time-varying damping element, the PC, is activated to dissipate the excess energy when

necessary. An improved version of this kind of architecture, the Power-based Time Do-

main Passivity Control (PTDPC), has been proposed by Ye et al. [45], where the power

�ow, rather than the energy �ow, is monitored to achieve a smoother activation of the

PC.

An example of MMMS implementation of the PTDPC has been developed by Chen et

al. [46]. In particular, the SMSS PTDPC architecture is extended to solve the passivity

problem in an MMMS scenario and a novel communication structure allows the system

to deal with the complexity of the communication channel when multiple local and re-

mote devices are interconnected. The main drawback of these kinds of approaches is

related to the conservativeness of the resulting system, often too high and deleterious for

transparency.

Alternative approaches are based on the idea of predicting the non-delayed output of

the plant by exploiting a model of the system and compensating the problem introduced

by the delays. Smith et al. �rst proposed a linear predictive controller [47] known as

Smith predictor. In a teleoperation system, the master and the slave devices are haptic

interfaces or robotic manipulators, which model is typically non-linear and may also vary

with time (e.g. in case of user interaction or object picking). Huang et al. [48] introduced

a recurrent neural network to capture the remote robot's non-linearity and integrated it

with linear Smith predictor in order to improve the performance of the system.

With the use of a Slotine-Li adaptive control algorithm, Fite et al. [49] developed an

architecture that can also deal with time-varying environment dynamics. Smith et al.

[50] introduced the online training of the network, allowing the system to estimate and

map the remote device and environment dynamics at the local side. This increases the

usability of the system, especially in the presence of substantial delays in the communi-

cation channel. The online knowledge of the remote and environment dynamics allows

the system to work also if the environment dynamics is nonlinear and time-varying.

These techniques are very promising but, unfortunately, examples of applications can

be found only for trilateral scenarios, as proposed by Li et al.[51] and by Ji [52], with

particular focus on the Dual-Master Single-Slave (DMSS) teleoperation architecture.
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Franken et al. [37] developed a teleoperation control architecture based on a two-layer

framework. By exploiting the concept of energy tank, this kind of approach splits the

control architecture into two hierarchical layers. The higher layer is used to implement

a strategy that addresses the desired transparency while the lower layer ensures that

passivity is not violated.

An example of application of this kind of technique for a SMSS teleoperation architec-

ture has been developed by Ferraguti et al.[35], where the two-layer framework has been

exploited to passively implement the SMSS bilateral teleoperation architecture and to

compensate the position mismatch between the local and the remote device. Exten-

sions to Single-Master Multi-Slave (SMMS) teleoperation systems were also proposed,

for example by Secchi et al. [53].

2.1.3 Problem Statement

Consider a system composed by Nm masters and Ns slave robots, fully actuated and

locally gravity compensated. Each robot can be modeled as the following n-DOFs Euler-

Lagrange system:

Λwi (xwi(t)) ẍwi(t) + µwi (xwi(t), ẋwi(t)) ẋwi(t) = F τ
wi
(t) + F ext

wi
(t) (2.1)

where w ∈ {m, s}, where the subscripts m and s indicate the master and the slave side,

respectively, and i = 1, . . . , Nw, xwi(t) ∈ Rn are the coordinates of the con�guration of

the end-e�ector in the task space, Λwi (xwi(t)) ∈ Rn×n is the symmetric and positive-

de�nite inertia matrix and µwi (xwi(t), ẋwi(t)) ∈ Rn×n is the Coriolis/centrifugal matrix.

The term F τ
wi
(t) ∈ Rn represents the control inputs while F ext

wi (t) ∈ Rn is the vector of

generalized external forces, i.e. the force applied by the user or the force applied by the

environment.

For ease of notation all the robots are considered to have the same number of DOFs. All

the results can be easily generalized to the case where the robots have a di�erent number

of DOFs.

It is possible to build an Euler-Lagrangian model of the whole master and slave sides.

De�ning:

Λw (xw(t)) = diag(Λw1 , ...,ΛwNw
) (2.2)

µw (xw(t), ẋw(t)) = diag(µw1 , ..., µwNw
) (2.3)

xw(t) =


xw1(t)

...

xwNw
(t)

 (2.4)

F τ
w(t) =

[
F τ
w1
(t)

...

F τ
wNw

(t)

]
(2.5)
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F ext
w (t) =


F ext
w1

(t)
...

F ext
wNw

(t)

 (2.6)

and exploiting (2.1), each side of the teleoperation system can be modeled as the following

Euler-Lagrange system:

Λw(xw(t))ẍw(t) + µw(xw(t), ẋw(t))ẋw(t) = F τ
w(t) + F ext

w (t) (2.7)

The kinetic energy of the system described in (2.7) is given by the sum of the kinetic

energies of all the robots in the w side and, compactly, it is de�ned as:

Vw (ẋw(t)) =
1

2
ẋw(t)

TΛw (xw(t)) ẋw(t) (2.8)

With a slight abuse of notation, the terms Vw(t), Λw(t) and µw(t) will be hereafter used

to indicate, respectively, the value of Vw (ẋw( t)), Λw (xw(t)) and µw (ẋw(t), xw(t)) at

time t. Moreover, for clarity of presentation, the time-dependence of the variables will

be omitted when the context is clear.

The passivity of the multi-robot system, either at the master or at the slave sides, can

be easily shown. In fact, from (2.8) it follows that:

V̇w(t) = ẋw(t)
TΛw(t)ẍw(t) +

1

2
ẋw(t)

T Λ̇w(t)ẋw(t) (2.9)

Computing ẍw(t) from (2.7), replacing it in (2.9) and considering that Λ̇w(t)− 2µw(t) is

skew-symmetric one obtains:

V̇w(t) = ẋTw(t)
(
F τ
w(t) + F ext

w (t)
)

(2.10)

which implies that: ∫ t

0
ẋTw(τ)

(
F τ
w(τ) + F ext

w (τ)
)
dτ ≥ −Vw(0) (2.11)

which means that the system is passive.

The goal of the system is to implement the teleoperation architecture in a stable way,

guaranteeing to the user a transparent and safe interaction with a poorly known environ-

ment (i.e. the human body) and to be �exible, in order to change the kind of feedback

that should be provided to the user.

To passively implement the bilateral teleoperation architecture, an energy tank need to

be introduced at both master and slave sides. Firstly introduced in [54] and then used in

a wide range of applications like multi-robot systems [55] and surgical robotics [56], the

energy tank is used to store the energy dissipated by a system and then to re-use this

energy to implement the control action, without violating passivity.
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Even if, as reported in the previous section, each side of the teleoperation is passive, when

both sides of the teleoperation system are interconnected by means of the communication

channel, this condition is not su�cient to guarantee the passivity condition of the whole

system.

The introduction of the tank on each side of the teleoperation will allow, as will be

clear in the next sections, to keep the entire system passive even after the two sides are

interconnected.

2.1.4 Shared Energy Tanks

In order to be able to harvest some energy for �lling the energy tank when necessary, a

controlled dissipation is �rst implemented on each robot. Then, a shared energy tank is

connected to all the robots on the same side. This can be done by splitting the control

input of each robot into the sum of two terms:

F τ
wi

= ϕtwi
+ ϕdwi

(2.12)

The �rst term is exploited to implement a control action on the robot while the second

term is exploited for implementing a variable local damping by setting:

ϕdwi
= −Dwi(t)ẋwi(t) (2.13)

where Dwi(t) ∈ Rn×n is a time-varying positive semi-de�nite matrix. Embedding the

damping injection into (2.1) returns the following damped Euler-Lagrangian model for

each robot:

Λwi (xwi) ẍwi + µwi (xwi , ẋwi) ẋwi +Dwi ẋwi = ϕtwi
+ F ext

wi
(2.14)

A shared energy tank is then placed at each side of the MMMS teleoperation system.

The energy tank is an energy storing element that can be represented by:
ẋtw =

σw
xtw

Nw∑
i=1

ẋTwi
Dwi(t)ẋwi + utw

ytw =
∂Tw
∂xtw

(2.15)

where xtw ∈ R is the state of the tank, (utw , ytw) ∈ R × R is the power port through

which the tank can exchange energy with the rest of the world and:

Tw(xtw) =
1

2
x2tw (2.16)

is the energy stored in the tank.
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Using (2.16) with (2.15) it is easy to see that:

Ṫw(xtw) = σw

Nw∑
i=1

ẋTwi
Dwi(t)ẋwi + utwytw (2.17)

namely, the tank stores the energy dissipated by all the robots using the local damping

injection and that energy can be injected/extracted from the port (utw , ytw).

Each robot is interconnected to the energy tank in order to exploit the energy stored in

the tank for implementing the desired input. This can be done by the following power

preserving interconnection between all the robots and the shared energy tank:
ϕtwi

= ωwiytw

utw = −
Nw∑
i=1

ωT
wi
ẋwi

i = 1, . . . , Nw (2.18)

Since:
Nw∑
i=1

ẋTwi
ϕtwi

= −utwytw (2.19)

it means that each robot can extract/inject energy from/in the tank in order to implement

the desired input by properly choosing the modulation factor ωwi ∈ Rn. Since the tank

is shared, the energy in the tank by some robots can be re-used by other robots for

implementing non-dissipative actions. Thus, the multi-robot system manages the energy

available in the tank as a single entity.

By grouping (2.14) and by considering (2.15) and (2.18), it is possible to model each side

of the MMMS teleoperation system as:Λwẍw + µwẋw +Dwẋw = ωwxtw + F ext
w

ẋtw =
σw
xtw

ẋTwDwẋw − ωT
wẋw

(2.20)

where:

Dw(t) = diag(Dw1(t), . . . , DwNw
(t)) (2.21)

and:

ωw = diag(ωw1 , ..., ωwNw
) (2.22)

with the arguments of the functions have been omitted for ease of notation.

The term σw is a design parameter that is used to bound the energy stored into the tank:

σw =

1 if T (xtw) < Tmax
w

0 otherwise
(2.23)

where Tmax
w represents the energy upper bound. Indeed, it is necessary to avoid excessive

energy storing in the tank that may allow the implementation of practically unstable

behaviors [57].

If xtw(t) = 0, i.e. when no more energy is left in the tank, the (2.20) becomes singular.
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To avoid this problem the tank is initialized with some energy and the energy extraction

below a certain threshold is prevented, as described in [57]. Thus, xtw(0) is chosen such

that Tw(xtw(0)) ≥ Tmin
w , where Tmin

w > 0 is the minimum amount of energy that needs

to be stored in the tank.

As proposed in [37], designing the local damping of each robot as variable allows regulat-

ing the energy store into the tank more e�ectively, according to the working condition.

Following this principle, the local damping is designed as:

Dw =


Dmin

w , if Tw(xtw) > T bmax
w

ξ
(
Tw(xtw)

)
, if T bmin

w ≤ Tw(xtw) ≤ T bmax
w

Dmax
w , if Tw(xtw) < T bmin

w

(2.24)

If the energy in the tank exceeds the energy upper threshold T bmax
w the local damping

injection of the robot is set to a minimum level Dmin
w since harvesting energy is not

needed. If the energy in the tank is going below the energy lower threshold T bmin
w ,

the local damping injection of the robot is set to a maximum level Dmin
w , in order to

�ll energy into the tank as quickly as possible. Otherwise Dw = ξ(Tw(xtw)), where

ξ(T ) : R → R(Nwn)×(Nwn) is any smooth non-increasing function such that Dw = Dmin
w

if Tw(xtw) = T bmax
w and Dw = Dmax

w if Tw(xtw) = T bmin
w .

The choice of ξ(Tw(xtw)) guarantees a smooth transition between D
min
w and Dmax

w , with-

out discontinuities in the forces applied to the devices. The constants Tmin
w , Tmax

w ,

T bmax
w , T bmin

w , Dmin
w , Dmax

w are application-dependent design parameters. As de�ned in

(2.24) all the robots contribute in the same way to the energy harvesting. Nevertheless,

robot-speci�c damping strategies may be designed.

Finally, the desired input for the robots can be achieved by setting the modulating term

as:

ωwi =


F d
wi

xtw
if T (xtw) ≥ TR

w

Kw(T (xw))
F d
wi

xtw
otherwise

(2.25)

where:

Kw(T (xtw)) = max

(
0,
T (xtw)− Tmin

w

TR
w − Tmin

w

)
(2.26)

thus, if there is enough energy in the tank, the desired input F d
wi

is implemented otherwise

only a scaled version of the desired input is implemented. In the worst caseKw(T (xtw)) =

0 and, therefore, nothing will be implemented in order to preserve passivity. Nevertheless,

since the local damping is set to its maximum when T (xtw) < TR
w , its very unlikely that

Kw(T (xtw)) = 0 in practice.

Figure 2.2 shows the coupling of two generic master or slave devices with the energy

tank.

The augmented model in (2.20) consists of system (2.7) with the damping element

Dw(xtw) and the tank that is energetically coupled through the input ωwi . The ki-
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Figure 2.2: Coupling of two generic master or slave devices w1 and w2 with the energy tank.

netic energy is still given by (2.8). However, using the same procedure that leads from

(2.8) to (2.10), for the augmented model it follows that:

V̇w(t) = ẋTwωwxtw + ẋTwF
ext
w − ẋTwDwẋw (2.27)

Furthermore, by plugging (2.18) in (2.17) and by considering the de�nition of Dw in

(2.20), it follows that:

Ṫw(t) = σw(ẋ
T
wDwẋw)− xtwωT

wẋw (2.28)

Each side of the teleoperation system augmented with the shared energy tank continues

to remain a passive system, as proven in the following.

Proposition 1. The system in (2.20) is passive with respect to the pair ((F ext
w1

, . . . ,

F ext
wNw

), (ẋw1 , . . . , ẋwNw
))

Proof. Consider as a storage function the total energy of the teleoperation system (2.20):

V(t) = Vw(t) + Tw(t) (2.29)

where Vw(t) represents the energy associated to the master or slave device under consid-

eration and Tw the energy stored in the tank. From (2.29) it follows that:

V̇(t) = V̇w(t) + Ṫw(t) (2.30)

Substituting (2.27) and (2.28) in (2.30) returns:

V̇(t) = ẋTwF
ext
w − (1− σw)ẋTwDwẋw (2.31)

Since σw ∈ {0, 1}, it follows that:

V̇(t) ≤
Nw∑
i=1

ẋTwi
F ext
wi

(2.32)

which implies the following passivity condition:

V(t)− V(0) ≤
∫ t

0

Nw∑
i=1

ẋTwi
(τ)F ext

wi
(τ)dτ (2.33)
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2.1.5 The Bilateral Control Architecture

The overall architecture for the bilateral teleoperation of a multi-master-multi-slave sys-

tem is shown in Figure 2.3 and it can be decomposed into two layers: a Transparency

Layer and a Passivity Layer. In the �gure, the example of two master devices (Nm = 2)

and two slave devices (Ns = 2) is provided. In order to keep Figure 2.3 simple, the forces

exchange is not shown in the picture.

Figure 2.3: Coupling of two generic master devices m1 and m2 with two slave devices s1 and
s2, and one tank per side by means of the communication channel

In the Transparency Layer, master and slave devices exchange position, velocity and

force information that are used for computing the desired inputs (F d
m1
, F d

m2
, F d

s1 , F
d
s2).

These forces are sent to the Passivity Layer, whose role is to passively implement them

using the energy stored in the tanks.

In order to interconnect master and slave sides by means of a delayed communication

channel, each tank is endowed with two power inputs, as proposed in [56]. Master and

slave energy tanks can then exchange power for balancing the amount of energy stored

at master and slave sides.

Formally, the overall architecture with Nm master devices, Ns slave devices and one tank

per side can be modeled as:

Λmẍm + µmẋm +Dmẋm = ωmxtm + F ext
m

ẋtm =
σm
xtm

ẋTmDmẋm +
1

xtm
(σmP

in
m − P out

m )− ωT
mẋm

Λsẍs + µsẋs +Dsẋs = ωsxts + F ext
s

ẋts =
σs
xts

ẋTsDsẋs +
1

xts
(σsP

in
s − P out

s )− ωT
s ẋs

(2.34)

where P in
m , P in

s ≥ 0 and P out
m , P out

s ≥ 0 are incoming and outgoing power �ows that the

tanks can exchange with each other by means of the communication channel.
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The policy used to de�ne P out
m and P out

s in (2.34) is the same reported in [35] and is:P out
m (t) = (1− σm)(ẋTmDmẋm − xtmωT

mẋm) + Ereq
s (t− δ)βmP̄

P out
s (t) = (1− σs)(ẋTsDsẋs − xtsωT

s ẋs) + Ereq
m (t− δ)βsP̄

(2.35)

where P̄ ∈ R+
0 is a design parameter that represents a rate of energy �owing from one

tank to the other, and the �ags Ereq
m , Ereq

s are used to implement an energy request

process, and are de�ned as:

Ereq
w =

1, ifTw(xtw) ≤ T
req
w

0, otherwise
(2.36)

If the energy stored in the tank is under the user-de�ned threshold T req
w ∈ R then the

tank send an energy request signal Ereq
w to the other tank, which can provide energy to

the other side under the following condition:

βw =

1, if Tw(xtw) ≥ T ava
w

0, otherwise
(2.37)

namely, each tank can provide energy to the other side if the energy stored is over the

user-de�ned threshold T ava
w ∈ R.

In presence of time delay ∆t between the two sides:{
P in
s (t) = P out

m (t−∆t)

P in
m (t) = P out

s (t−∆t)
(2.38)

While the power is traveling from one side to the other, it is stored in the communi-

cation channel that becomes an energy storing element in the teleoperation system. In

particular, as shown in [35]:

Hch(t) =

∫ t

t−∆t
P out
m (τ) + P out

s (τ)dτ (2.39)

where Hch(t) is the energy stored in the communication channel.

The strategy illustrated so far guarantees the passivity of the teleoperation system as

proven in the following.

Proposition 2. The system in (2.34) is passive with respect to the pair ((F ext
m1

, . . . ,

F ext
mNm

, F ext
s1 , . . . , F ext

sNs
), (ẋm1, . . . , ẋmNm

, ẋs1 , . . . , ẋsNs
)).

Proof. Consider as a storage function the total energy of the teleoperation system:

W (t) = Vm(t) + Vs(t) + Tm(t) + Ts(t) +Hch(t) (2.40)
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Using (2.34) it follows that:

Ẇ (t) = ẋTmF
ext
m − ẋTmDmẋm + ẋTs F

ext
s − ẋTsDsẋs + σm(ẋTmDmẋm) + σmP

in
m (t)+

− P out
m (t) + σs(ẋ

T
sDsẋs) + σsP

in
s (t)− P out

s (t) + Ḣch

(2.41)

From (2.39):

Ḣch(t) = P out
m (t)− P out

m (t−∆t) + P out
s (t)− P out

s (t−∆t) (2.42)

Considering (2.38) and replacing (2.39) in (2.41) it follows that:

Ẇ (t) = ẋTmF
ext
m + ẋTs F

ext
s − (1− σm)ẋTmDmẋm − (1− σs)ẋTsDsẋs+

− (1− σm)P out
s (t−∆t)− (1− σs)P out

m (t−∆t)
(2.43)

Since σm, σs ∈ {0, 1} and P out
m (t−∆t), P out

s (t−∆t) ≥ 0:

Ẇ (t) ≤ ẋTmF ext
m + ẋTs F

ext
s (2.44)

whence:

Ẇ (t) ≤
Nm∑
j=1

ẋTmj
F ext
mj

+

Ns∑
z=1

ẋTszF
ext
sz (2.45)

which implies the following passivity condition:

W (t)−W (0) ≤
∫ t

0

Nm∑
j=1

ẋTmj
(τ)F ext

mj
(τ) +

Ns∑
z=1

ẋTsz(τ)F
ext
sz (τ)

 dτ (2.46)

2.1.6 Validation

This section reports the validation of the architecture presented so far and is organized

into two di�erent experiments:

� experiment 1: the �rst experiment is performed by simulating a standard teleoper-

ation session. This experiment shows the performances of the teleoperation system

and prove the e�fectiveness of the proposed architecture.

� experiment 2: the second experiment is performed by pushing manually one of the

arm while moving the arm in the same direction. This experiment highlights the

main advantages the proposed architecture reports with respect to the standard

two-layer approach.

All the experiments are performed introducing a time delay δt = 300ms between the

master and the slave side in order to show the robustness of the control architecture.

A picture of the set-up used for this validation is reported in Figure 2.4: a KUKA LWR

4+ 7-DOF and a Universal Robots UR5 6-DOF endowed with 3D printed laparoscopic

tools. At the master side, a prototype of the SARAS master console was used.
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Figure 2.4: The �rst validation set-up.

The transparency layer has been modeled as follow:F d
mj

= Fcaj + F ext
sj

F d
sz = −Kp(xmz − xsz)−Kd(ẋmz − ẋsz)

(2.47)

where Fcaj (t) ∈ Rn represents a force introduced for providing a feedback to avoid

collisions between the slave devices, F ext
sj (t) ∈ Rn is the external force applied to the

slave arm j that can be measured by using a force/torque sensor, Kp and Kd are the

position error gain and the velocity error gain, respectively, and j = 1, ..., Nm while

z = 1, ..., Ns.

The collision avoidance forces Fcaj (t) have been introduced as virtual �xtures [58] to avoid

collisions between the arms, which hare the same workspace. In the surgical scenario,

the pivoting movement of the laparoscopic tools need to be always guaranteed. For this

reason, collision avoidance is achieved by providing force feedback only at the master

side, so that the motion of each slave arm remains constrained to the pivoting point by

the mechanics of the master device. Collisions are avoided following three di�erent steps:

� the tool of each slave arm, including the end-e�ector, is divided into c points around

which a sphere of radius ri, with i = 1, ..., c, is virtually built.

� the force generated by the contact of each sphere of the i-th slave arm and the j-th

slave arm, with j ̸= i, is computed.

� the overall force to feedback to the user is then computed considering all the forces

and the application points and the levers e�ect on both master and slave sides.

The variable damping function was set as:

ξ(Tw(t)) = Dmin
w + (Dmax

w −Dmin
w )

(
6(1− λ)5 − 15(1− λ)4 + 10(1− λ)3

)
(2.48)

with:

λ =
Tw(t)− T bmin

w

T bmax
w − T bmin

w

(2.49)

for both the w ∈ {m, s} sides, in order to implement a smooth transition between Dmin
w

and Dmax
w , avoiding discontinuities in the forces applied to the devices.
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Table 2.1 shows the main controller parameters used for the experimental evaluation.

Parameter Master side Slave side Unit

Tmax
w 2.0 2.0 J
Tmin
w 0.01 0.01 J

T bmax
w 1.0 1.0 J
T bmin
w 0.5 0.5 J
TR
w 0.7 0.7 J

T ava
w 1.0 1.0 J
T req
w 0.7 0.7 J
P̄ 0.05 0.05 J

Table 2.1: Controller parameters used for the experimental evaluation.

Experiment 1

In the �rst part of the experiment, the laparoscopic tools on the slave robots were teleop-

erated in order to interact with a soft material, replicating a simpli�ed interaction with

human tissue. Then, the slave arms were moved trying to cause collisions, showing the

action of the collision avoidance algorithm. For the sake of clarity and since the DOFs

are usually chosen to be decoupled, all the plots report only one translational DOFs.

Figure 2.5-a reports the overall desired force and the real one. The desired force is given

by the sum of the measured force at the slave side and the collision avoidance action,

properly translated to �t with the master device. The mismatch between the desired

force and the real one is due to the fact that the real force depends on the energy stored

into the tank and to the damping counterpart introduced by the tank.

Figure 2.5: Experiment 1 - Forces exchanged on the master-left side.
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Figure 2.5-b shows the interaction forces measured by the force/torque sensor, which

reports a visible variation during the interaction, and the e�ect of the collision avoidance,

which acts in the ending part of the experiment to guide the user to move the robots

away, in order to avoid the collision.

Figure 2.6: Experiment 1 - Cartesian position of the master and of the slave devices. (a) Right
channel. (b) Left channel.

Figure 2.6 shows the Cartesian position of the master and of the slave devices. The

communication delay introduced in the control architecture causes an evolution of the

tracking error characterized by a maximum absolute value of 0.032m for the left side and

of 0.014m for the right side. However, the average value turns out to be 0.0092m for the

left side and 0.0046m for the right side, highlights a good behavior of the overall system.

Figure 2.7 shows the dissipated energy stored in the master and slave tanks. The evolu-

tion of the energy shows how the tanks are able to supervise the energy in the system,

managing crucial conditions where unstable behaviors can occur, such as the interaction

with the environment and the collision avoidance movement observable at time 45s and

time 62s, referable to the energy extraction of the tanks.

Figure 2.7: Experimet 1 - Energy stored in the master and slave tanks.
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Experiment 2

In the second experiment, the teleoperation architecture was modi�ed splitting the master

shared energy tank and the slave shared energy tank into two independent master and

slave energy tanks. The value of the initial energy and the damping coe�cient introduced

by the tank were also reduced.

During the experiment, an external force was applied to the right slave arm causing the

emptying of the tank and stopping the robot, as can be seen in Figure 2.8-b, where the

evolution of the energy stored in the tanks and the cartesian position of the master and

slave devices are shown.

Figure 2.8: Experimet 2 - (a) Cartesian position of the master and of the slave right devices.
(b) Energy stored in the master and slave right tanks.

Figure 2.9: Experimet 2 - (a) Cartesian position of the master and of the slave left devices.
(b) Energy stored in the master and slave left tanks.
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At time 47s the energy stored in the right tank goes to its lower bound, inhibiting the

movement of the robot, as highlighted by the shadowed red area in Figure 2.8-a. Looking

at the cartesian position of the robot compared to the one commanded by the master

side it is possible to notice that the arm stills in the same position while the master

device moves, increasing the tracking error.

This behavior does not a�ect the left side, reported in Figure 2.9 which continues to work

without issues. In such a case using the shared energy approach would have made the

energy of the left robot available to the right robot, avoiding this kind of situation.

2.2 The SARAS Case Study

The teleoperation system for the SARAS MULTIROBOTS-SURGERY Platform de-

scribed so far reported excellent results in terms of performance, but the �rst valida-

tion also highlighted some problems. Among these, in particular, inconsistencies and

limitations related to how energy is used.

With the previous formulation of the shared energy tank (2.34) provided in Section 2.1.5,

the upper bound of the energy stored in the tank generates some inconsistencies on how

energy is used. In a single side system, this would not be a problem since the excess

energy cannot be reused in order to practically maintain the passivity of the system,

and the only way to bounding the energy is to waste it. Nevertheless, in a teleoperation

scenario, the energy can be exchanged between the two sides without losing passivity.

Therefore, a consistent management of the energy between the two sides is needed to

reach the best performances.

This section reports all the improvements developed to address the aforementioned prob-

lem. In particular, the work focuses on the development of a new consistent formulation

of the energy upper bounding strategy of the shared energy tank where the whole excess

of energy can be reused decreasing the conservativeness of the overall system is developed.

2.2.1 Shared Energy Tanks

Consider the formulation of the shared energy tank in the teleoperations system as in

(2.34):

ẋtw =
σw
xtw

ẋTwDwẋw +
1

xtw
(σwP

in
w − P out

w )− ωT
wẋw (2.50)

where w ∈ {m, s}, where the subscripts m and s indicate the master and the slave side,

respectively. The value of σw is de�ne accordingly to (2.23) as:

σw =

1 if T (xtw) < Tmax
w

0 otherwise
(2.51)

with, neglecting the energy request protocol:

P out
w (t) = (1− σw)(ẋTwDwẋw − xtwωT

wẋw) (2.52)
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This means that when T (xtw) = Tmax
w , namely the energy into the tank need to be

bounded:

σw = 0 (2.53)

hence:

P out
w (t) = ẋTwDwẋw − xtwωT

wẋw (2.54)

and, therefore:

ẋtw = − ẋ
T
wDwẋw
xtw

(2.55)

It is possible to observe that:

� the tank energy is decreased by an amount of energy proportional to the local

damping, when this amount of energy should be sent to the other side of the

teleoperation architecture.

� the energy related to the control action is sent to the other side of the teleoperation

architecture regardless of its sign, i.e. a �ow of energy from the environment to the

tank (a dissipative action) or a �ow of energy from the tank to the outside (active

action).

These observations underline an inconsistency in the use of energy in this formulation of

the tank.

To solve these problems, the new formulation of the shared energy tank is proposed as

follow:

ẋtw =
ẋTwDwẋw + σwP

in
w

xtw
− ωT

wẋw −
P out
w

xtw
(2.56)

with:

σw =

0, if Tw(xtw) = Tmax
w ∧ ẋ

T
wDwẋw
xtw

− ωT
wẋm > 0

1, otherwise

(2.57)

With this formulation, when T (xtw) = Tmax
w , two scenarios arise:

1. the energy dissipated by the local damping is greater than the one requested by

the control action. The overall �ow of energy is positive and directed from the

environment to the tank (dissipative action). The tank can no longer store energy,

and this energy �ow can be sent to the other side of the teleoperation architecture.

Formally:
ẋTwDwẋw
xtw

− ωT
wẋm > 0 (2.58)

it follows that:

σw = 0 (2.59)

and:

P out
w (t) = ẋTwDwẋw − xtwωT

wẋw (2.60)

Therefore:

ẋtw = 0 (2.61)

33



namely, the tank energy is kept constant at its maximum value and all the excess

energy is sent to the other side of the teleoperation system by means of the port

P out
w .

2. the energy dissipated by the local damping is lower than the one requested by the

control action. The overall �ow of energy is negative and directed from the tank to

the environment (active action). The tank is full and this energy must be extracted

from it. Formally:
ẋTwDwẋw
xtw

− ωT
wẋm < 0 (2.62)

it follows that:

σw = 1 (2.63)

and:

P out
w (t) = 0 (2.64)

Therefore:

ẋtw =
ẋTwDwẋw
xtw

− ωT
wẋw (2.65)

namely, the energy extracted from the tank is equal to the balance of the energy

dissipated by the local damping and the one requested by the control action.

This means that with this new formulation it is possible to have a consistent �ow of energy

between both sides of the teleoperation system, providing also the correct bounding of

the maximum energy stored into the tank. The following proves the stability of the

overall system, with this new formulation.

2.2.2 The Bilateral Control Architecture

Formally, the overall architecture with Nm master devices, Ns slave devices, and one

tank per side can be modeled, with the new formulation of the shared energy tank, as:

Λmẍm + µmẋm +Dmẋm = ωmxtm + F ext
m

ẋtm =
ẋTmDmẋm + σmP

in
m

xtm
− ωT

mẋm −
P out
m

xtm

Λsẍs + µsẋs +Dsẋs = ωsxts + F ext
s

ẋts =
ẋTsDsẋs + σsP

in
s

xts
− ωT

s ẋs −
P out
s

xts

(2.66)

All the considerations made in Section 2.1.5 regarding bilateral control architecture still

hold.

Since the formulation of the tank changed, passivity need to be checked in order to

guaranteeing the passivity of the system.
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Lemma 1. P out
w (t) ≥ 0 with w ∈ {m, s}.

Proof. Since σw, E
req
w , βw ∈ {0, 1} and P̄ ≥ 0, then:

Ereq
w (t− δ)βwP̄ ≥ 0 (2.67)

Thus, from (2.35) it follows that P out
w (t) is positive if and only if:

(1− σw)(ẋTwDwẋw − xtwωT
wẋw) ≥ −Ereq

w (t− δ)βwP̄ (2.68)

If σw = 1, (2.68) becomes:

−Ereq
w (t− δ)βwP̄ ≤ 0 (2.69)

that is always true thanks to (2.67). If σw = 0, from ((2.57)) it follows that:

(ẋTwDwẋw − xtwωT
wẋw) ≥ 0 (2.70)

which satisfy (2.68). This is the only case where the input term contributes to P out
w (t).

As a consequence, P out
w ≥ 0 and this proves the lemma.

Proposition 3. The MLMR teleoperation system in (2.66) is passive with respect to the

pair ((F ext
m1

, . . . , F ext
mNm

, F ext
s1 , . . . , F ext

sNs
), (ẋm1 , . . . , ẋmNm

, ẋs1, . . . , ẋsNs
)).

Proof. Consider as storage function the total energy of the teleoperation system:

W (t) = Vm(t) + Vs(t) + Tm(t) + Ts(t) +Hch(t) (2.71)

Using (2.66) it follows that:

Ẇ (t) = ẋTmF
ext
m − ẋTl Dmẋm + ẋTmωmxtm + ẋTs F

ext
s − ẋTr Dsẋs + ẋTs ωsxts+

+ ẋTl Dmẋm − xtmωT
mẋm + σmP

in
m (t)− P out

m (t) + ẋTr Dsẋs − xtsωT
s ẋs+

+ σsP
in
s (t)− P out

s (t) + Ḣch(t)

(2.72)

While the power is traveling from one side to the other, it is stored in the communi-

cation channel that becomes an energy storing element in the teleoperation system. In

particular:

Hch(t) =

∫ t

t−δ
P out
m (τ) + P out

s (τ)dτ (2.73)

From (2.73):

Ḣch(t) = P out
m (t)− P out

m (t− δ) + P out
s (t)− P out

s (t− δ) (2.74)

and considering (2.38) and replacing (2.74) in (2.72) it follows that:

Ẇ (t) = ẋTl F
ext
l + ẋTr F

ext
r − (1− σm)P in

m (t)− (1− σs)P in
s (t) (2.75)

Since σw ∈ {0, 1} and from Lemma 1 P in
w ≥ 0, it follows that:

Ẇ (t) ≤ ẋTl F ext
l + ẋTr F

ext
r (2.76)
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whence:

Ẇ (t) ≤
Nm∑
i=1

ẋTliF
ext
li

+

Ns∑
j=1

ẋTrjF
ext
rj (2.77)

which implies the passivity condition:

W (t)−W (0) ≤
∫ t

0

Nm∑
i=1

ẋTli (τ)F
ext
li

(τ) +

Ns∑
j=1

ẋTrj (τ)F
ext
rj (τ)dτ (2.78)

2.2.3 SARAS MULTIROBOTS Platform

The bilateral MMMS teleoperation architecture was developed for the SARASMULTIROBOTS-

SURGERY platform. With this platform has been also developed the SARAS Surgical

Active System (which will hereafter be referred to as SARAS arm), and the SARAS

master console.

In this platform, the da Vinci®surgical robot is used by the main surgeon, who performs

the main procedure, while the assistant surgeon teleoperates the SARAS arms through

the SARAS master console, helping the main surgeon during the entire procedure. This

architecture allows performing the prostatectomy procedure on realistic phantoms, which

faithfully reproduce the anatomy of the organs in the human pelvis.

In the particular case of SARAS, the teleoperation system is a bilateral DMDS architec-

ture. However, the approach presented in the following is general and can be applied to

any teleoperation system independently from the number of master and slave devices.

The SARAS Master Console

As shown in Figure 2.10, the SARAS master console is composed of four haptic devices:

a pair of Simball joysticks (G-coder Systems AB, Britta, Sweden )[59] connected to a

pair of Geomagic Touch 3D (3D Systems, Rock Hill, CA, USA)[60].

The use of the Simball joysticks as master devices for the SARAS master console allows

to faithfully replicate the surgical scenario, giving the assistant surgeon the same tools

used during real surgery. This allows the console to be extremely intuitive.

Since the Simball joysticks are not able to provide any kind of force feedback, the two

Geomagic Touch 3D have been added to make the teleoperation system bilateral. Indeed,

in this set-up, the two Simball joysticks faithfully return the position and orientation of

the tip of the instrument, while the two Geomagic Touch 3D return the desired force

feedback to the user.

The master console is also equipped with a 3D HMD, through which the assistant surgeon

is provided with the view of the working area, augmented with useful information like,

for example, forbidden regions.
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Figure 2.10: SARAS Master devices

Figure 2.11 reports a user using the SARAS master console during the preliminary de-

velopments.

Figure 2.11: SARAS Master Console

37



The SARAS Arms

Figure 2.12 reports the CAD of one of the two SARAS Surgical Active System (see Section

1.2.3), developed speci�cally for the SARAS project: a mechatronic device holding and

guiding a laparoscopic tool.

Figure 2.12: The CAD of the SARAS Surgical Active System

The kinematics and the linear axis provide 5 DOFs, which are reduced to 3 DOFs by the

RCM constraints imposed by the software kinematic solver.

Three strain gauges are mounted 120 degrees apart on the shaft of the laparoscopic tools,

as reported in Figure 2.13. The strain gauges measure deformations of the laparoscopic

tool, which are directly converted into the directional forces. In this way, it is possible

to feedback the interaction forces and supply them to the teleoperation system.

(a) a single strain gauge applied on the laparo-

scopic tool before being covered with a protec-

tive material.

(b) three strain gauges applied on the SARAS

laparoscopic tool after being covered with a

protective material.

Figure 2.13: The force sensor applied onto the shaft of the laparoscopic tool
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2.2.4 Validation

This section reports the validation of the improved architecture, and is organized into

three di�erent experiments:

� experiment 1: the �rst experiment is performed moving freely the two SARAS arms,

without colliding with obstacles. This experiment evaluates the transparency of the

teleoperation architecture under the most favorable condition.

� experiment 2: the second experiment is performed moving the SARAS arms forward

to the bladder in the manikin and starting to push it down several times. This

experiment is intended to evaluate the stability of the system during interaction

with the environment.

� experiment 3: the third experiment is performed keeping the SARAS arms stopped,

and moving one of the da Vinci®arms to push one of the SARAS arms. This

experiment tests the behavior of the platform when interacting with a non-passive

system.

All the experiments are performed introducing a time delay δt = 300ms between the

master and the slave side in order to show the robustness of the control architecture.

A picture of the set-up used for this validation is reported in Figure 2.14: the two SARAS

arms and the da Vinci®arms share the same workspace and operate together during a

prostatectomy emulation. At the master side, the SARAS master console was used.

Figure 2.14: The SARAS set-up for prostatectomy emulation.

The SARAS arms robots controller provides information only about its position, and

therefore it can be controlled only with position references. Since the passivity condition

reported in Section 2.2.2 takes into account both the velocity and force of the robotics

system, the proposed method can be used either with admittance or impedance causality.
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This allows the architecture to provide a velocity reference, which integrated return

the position reference for the SARAS arms. Consequently, the transparency layer is

implemented as a force-velocity controller as:F d
mi

(t) = F ext
si (t− δ)

ẋdsi(t) = ẋmi(t− δ)
i ∈ {l, r} (2.79)

where the subscripts l and r are used to indicate the left and right channel, i.e. the left

master and left slave, and the right master and right slave respectively.

Due to the limited workspace of the SARAS arms and to their relative positioning on

the set-up, the collision avoidance force designed for the previous validation has been

omitted, since the robots cannot physically collide except near to the tool-tip. Moreover,

some operations performed by the surgeon require very low distances between the tools,

for which it is not necessary to introduce repulsive forces.

The variable damping function has not been changed.

Table 2.2 shows the main controller parameters used for the experimental evaluation.

Parameter Master side Slave side Unit

Tmax
w 2.0 2.0 J
Tmin
w 0.01 0.01 J

T bmax
w 1.0 - J
T bmin
w 0.5 - J
TR
w 0.7 0.7 J

T ava
w 1.0 1.0 J
T req
w 0.7 0.7 J
P̄ 0.05 0.05 J

Table 2.2: Controller parameters used for the experimental evaluation.
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Experiment 1

The results of the �rst experiment are reported in Figures 2.15, 2.16, 2.17, and 2.18.

Figure 2.15: Experiment 1: Desired and commanded Cartesian force at the master device. (a)
Left channel. (b) Right channel.

As visible in Figure 2.15, in this �rst experiment the interaction force measured at the

slave side F ext
si (t) is equal to zero, as no interactions are carried out by the user. However,

the forces applied at the master side F τ
mi

(t) are not zero since the local damping is acting

and modifying the applied forces F τ
mi

(t) to dampen the master movements in relation to

the velocities ẋmi .

Figure 2.16: Experiment 1: Energy stored in the master and slave tanks.

As mentioned before, the SARAS arms can be controlled only with reference positions.

This means that the local damping can be applied only at the master side, which harvests

the energy for both sides of the teleoperation architecture. This behavior is notable in

Figure 2.16 where the harvested energy makes the master energy Tm increase.

Since the energy threshold under which the damping value is set to its maximum value

T bmin
m has been set equal to 0.7J , and the initial energy stored in the master tank Tm(0)
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Figure 2.17: Experiment 1: Desired, commanded and real Cartesian velocity of the slave device.
(a) Left channel. (b) Right channel.

is less than this value, it is possible to see the passifying e�ect of the passive layer on the

velocities of the slave devices, reported in Figure 2.17. Indeed, the velocity of both the

slave robots ẋsi(t) is always less, in module, than the desired value ẋτmi
(t).

Figure 2.18: Experiment 1: Cartesian position of the master and of the slave device. (a) Left
channel. (b) Right channel.

Figure 2.18 reports the Cartesian position of the master and of the slave devices. Con-

sidering: 1. the communication delay with round-trip-time of 0.6s, 2. the computation of

the desired position with the passifying action which decreases the nominal velocity, and

3. a maximum control frequency of 20Hz for the SARAS arms, the tracking performance

can be considered good.
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Experiment 2

The results of the second experiment are presented in Figures 2.19, 2.20, 2.21, and 2.22.

In this experiment, remarkable forces are measured at the slave side, as visible in Figure

2.19. The soft contact between the slave robots and the environment has a remarkable

e�ect also on the energy dynamics. Indeed, the contact happens between t ≃ 2s and

t ≃ 6s, where the force measured at the left slave F ext
sl

is visibly greater than zero.

Figure 2.19: Experiment 2: Desired and commanded Cartesian force at the master device. (a)
Left channel. (b) Right channel.

Figure 2.20: Experiment 2: Desired, commanded and real Cartesian velocity of the slave device.
(a) Left channel. (b) Right channel.
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In the same time interval, looking at Figure 2.20, the speed of the left slave ẋsl returns

from a positive value, when the instrument moves from the rest position to the contact

position, to a negative value, when the instrument moves towards the rest position after

the contact.

This causes a �rst energy extraction from the slave tank when force and speed have the

same sign, and a subsequent energy injection, when force and speed have opposite signs.

This is visible in Figure 2.21.

Figure 2.21: Experiment 2: Energy stored in the master and slave tanks.

Figure 2.22: Experiment 2: Cartesian position of the master and of the slave device. (a) Left
channel. (b) Right channel.

As in the previous experiment, T bmin
m = 0.7J and thus it is possible in Figure 2.20 to

appreciate the passifying action of the passivity layer. The same consideration holds for

the position tracking reported in Figure 2.22
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Experiment 3

The experimental results of the third experiment are presented in Figures 2.23, 2.24,

2.25, and 2.26.

Figure 2.23: Experiment 3: Cartesian position of the master and of the slave device. (a) Left
channel. (b) Right channel.

Figure 2.24: Experiment 3: Desired, commanded and real Cartesian velocity of the slave device.
(a) Left channel. (b) Right channel.

In this experiment, the da Vinci®arm and the right slave robot get in contact at t ≃ 10s.

This behavior can be observed looking at the positions of the right salve xsr in Figure

2.23, which are �xed, while the measured interaction forces F ext
sr reported in Figure 2.25

are increasing.
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When the interaction forces are at their maximum, the surgeon, which was handling the

haptic tool with a relaxed grasping, loses the �xed position and follows the same direction

of the interaction force. This behavior causes a substantial decrease in the energy level

within the tanks, as visible in Figure 2.26. The action of the non-passive environment is

well re�ected in the energy dynamics of the proposed teleoperation system.

Figure 2.25: Experiment 3: Desired and commanded Cartesian force at the master device. (a)
Left channel. (b) Right channel.

Figure 2.26: Experiment 3: Energy stored in the master and slave tanks.
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2.3 Trilateral Teleoperation Architecture

2.3.1 Introduction

One of the main problems related to RAMIS is the training of novice surgeons [61].

Nowadays, the typical method by which a novice surgeon learns a new procedure is

based on the traditional "see one, do one, teach one" method, and implies that the

novice surgeon: a) attends a training course, b) watches the procedure performed by

expert surgeons, c) performs his/her �rst operations with the guidance of a mentoring

surgeon, and then d) performs the operations on his/her own. This mode of training is

clearly ine�cient and time-consuming.

Novel training systems and techniques that allow novice surgeons to learn while doing

on the job can lead the way for more prevalent and e�ective use of teleoperation systems

in surgical scenarios [62].

Teleoperation systems allow the user to remotely perform tasks that require high dexter-

ity or movement scaling, feeling the interaction forces with the environment [38]. Several

applications, including surgical training, require the presence of multiple users instead

of a single operator to cooperatively control the slave movements. In that scenario,

multilateral teleoperation systems provide the necessary level of �exibility and interac-

tion capabilities. Examples of these applications in surgical training are [63] and [64].

The dual-console da Vinci Si Surgical System® (Intuitive Surgical, Inc., Sunnyvale, CA)

released in 2009, represents another concrete example of Dual-Master-Single-Slave mul-

tilateral teleoperated system used for training purposes.

This work addresses the problem of controlling a trilateral teleoperation system in order

to be able to implement a �exible, yet stable, interaction between the novice surgeon,

the mentor and the surgical robot.

Figure 2.27 shows a schematic of that architecture. A surgical robot is placed in the

operating room to perform the surgical procedure. A novice surgeon is seated on a

remote console to teleoperate the robot. A mentor surgeon is seated on another remote

console and he/she can take the control of the surgical procedure in order to show the

novice surgeon how the procedure needs to be executed or to help him/her in critical

situations.

Di�erent control architectures have been developed for trilateral teleoperation systems.

A common characteristic of these architectures is the presence of a dominance factor that

gives authority over the execution of a task to one user rather than the other (see e.g.

[64] [65]). The use of a dominance factor in a trilateral teleoperation system allows all

the users to perceive all the actors in the network at the same time, making it di�cult

to understand if the feedback is coming from the user or from the environment.

The problem of stability has been addressed by exploiting the impedance model of the

teleoperators and the environment [66] [67] or adaptive controllers [68] [69]. The main

disadvantage of this kind of approaches is the lack of �exibility of the system. Indeed,
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Figure 2.27: Schematic architecture of a trilateral teleoperation control system.

stability is guaranteed only when a speci�c interconnection between all the actors of

the trilateral teleoperation system is speci�ed. This prevents from changing online the

relationship between the masters and slaves. In a mentoring scenario, this would mean

having a constant mentoring relation, even when the novice surgeon is operating correctly.

Passivity-based approaches have been exploited for controlling MMMS teleoperation sys-

tems (see e.g. [70], [71],[55],[72]). While passivity is a more conservative property than

stability, recent advances in passivity-based control (see e.g.[37],[73],[57]) allow reproduc-

ing �exible behaviors while ensuring passivity and, therefore, stability.

This work proposes a novel passivity-based trilateral teleoperation control architecture

for the training of novice surgeons in a RAMIS surgical procedure. The training of the

novice surgeon will be assisted by the remote guidance of a mentor. All the actors are

communicating over a delayed communication channel. The control architecture has to

ensure a stable and �exible behavior, namely the relations between the robotic systems

can be time-varying, independently of the communication delay.

The two-layer approach [37, 35] is extended to a trilateral setting. At each side, the

control architecture is split into two separate layers: the hierarchically higher layer is

used to implement a strategy that addresses the desired transparency while the lower

layer ensures that passivity is not violated, exploiting the concept of energy tank [74].

The proposed architecture allows extreme �exibility: a training strategy can be freely

designed on the transparency layers and a stable implementation of the desired strategy

is always guaranteed by the passivity layers.

This work proposes also a novel training strategy. The system can switch between two

di�erent states: the manual state and the assisted state. In the manual state, the novice

surgeon teleoperates the robot executing the surgical task. In the assisted state is the

mentor that teleoperates the robot executing the surgical task. In order to avoid confusing

information, the force feedback due to the interaction of the robot with the environment
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and the force feedback due to the interaction between the two masters are kept separated.

The forces due to the interaction between the robot and the environment can be perceived

only by the user who is teleoperating the robot. The user who does not teleoperate the

robot feels a mismatch force, i.e. an elastic force that attracts her/his master position to

the other user's master position. The switch between the two states can be managed only

by the mentor. This choice allows the expert user, namely the mentor, to have greater

authority over the execution of the task and to take control whenever a critical situation

is detected.

The mismatch force allows a) the alignment between the masters to be maintained, b) the

novice surgeon to understand and feel the mentor movements in order to learn how the

task needs to be executed and c) the mentor to feel the novice surgeon movements in

order to understand if it is necessary to take the lead of the operation.

The two-layer approach has been exploited in Section2 but, nevertheless, the considered

scenario was made up of two sides exchanging energy, at each side, the robots were locally

coupled through the tanks. Here three robotic systems and two users are interconnected

over a communication channel and this complicates the stabilization and the de�nitions

of the desired behavior of the robotic systems.

2.3.2 System Modeling

Consider a system composed of N = 3 robots, fully actuated and locally gravity compen-

sated. Each robot, with n DOFs, can be modeled as (2.1) by considering w ∈ {s,m, r}
and the subscripts s, m, and r indicate the novice surgeon device, the mentor device,

and the robot, respectively.

All the robots can exchange information over a delayed communication channel. For

ease of presentation, the communication delay δ > 0 is assumed to be constant. All the

results can be easily extended to variable delays exploiting, e.g., the results of [75].

Each side of the teleoperation system is augmented with the tank (2.15) described in

Section 2.1.4, which allows to model each side of the teleoperation system as (2.20).

As already demonstrated in Section 2.1.4, both the system in (2.1) and the augmented

system (2.20) are passive with respect to the pair (F ext
w , ẋw).

2.3.3 The Trilateral Control Framework

The overall control architecture of the trilateral teleoperation system is reported in Figure

2.28.

For each component of the trilateral teleoperation system (novice surgeon, mentor and

robot), two control layers can be recognized: a Transparency Layer and a Passivity Layer.

As described in the previous section, each agent of the trilateral teleoperation system is

augmented with a tank (Tank surgeon, Tank mentor, and Tank robot in Figure 2.28).
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Figure 2.28: Coupling of the surgeon haptic device, the mentor haptic device and the robot by
means of the communication channel.

In the Transparency Layer, each device exchanges position, velocity, and force infor-

mation through the communication channel. This information is used to compute the

desired inputs (F d
s , F

d
m, F

d
r ).

These forces are sent to the Passivity Layer, whose role is to passively implement them

using the energy stored in the tanks.

As shown in (2.25), if the energy of a tank reaches a lower threshold, only a scaled

version of the desired input can be implemented. The three tanks in the trilateral control

architecture may store di�erent levels of energy and, therefore, it may happen that one of

the desired inputs has to be scaled while other tanks have more energy than the required

one. Thus, in order to balance the energy in the tanks, the idea proposed in [35] is

extended by allowing the three tanks to directly exchange energy. To this aim, each

energy tank is endowed with a power input and a power output.

The overall system comprising the novice surgeon device, the mentor device and the

robot can be thus modeled as:

Λsẍs + µsẋs +Dsẋs = ωsxts + F ext
s

ẋts =
σs
xts

ẋTsDsẋs +
1

xts
(σsP

in
s − P out

s )− ωT
s ẋs

Λmẍm + µmẋm +Dmẋm = ωmxtm + F ext
m

ẋtm =
σm
xtm

ẋTmDmẋm +
1

xtm
(σmP

in
m − P out

m )− ωT
mẋm

Λrẍr + µrẋr +Drẋr = ωrxtr + F ext
r

ẋtr =
σr
xtr

ẋTr Drẋr +
1

xtr
(σrP

in
r − P out

r )− ωT
r ẋr

(2.80)
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where the tanks exchange power over the delayed communication channel according to:

P in
w (t) =

∑
i∈{s,m,r},i ̸=w

P out
iw (t− δ) (2.81)

namely the total input power P in
w (t) is equal to the sum of the output power coming

from the other two tanks P out
iw

(t).

Following the approach proposed in [35], the outgoing power �ows are designed as:

P out
sm (t) = ρ(1− σs)Ds/2 + Ereq

m βsP̄

P out
sr (t) = (1− ρ/2)(1− σs)Ds + Ereq

r βsP̄

P out
ms

(t) = (1− ρ)(1− σm)Dm/2 + Ereq
s βmP̄

P out
mr

(t) = (1 + ρ)/2(1− σm)Dm + Ereq
r βmP̄

P out
rs (t) = (1− ρ)(1− σr)Dr + Ereq

s βrP̄

P out
rm (t) = ρ(1− σr)Dr + Ereq

m βrP̄ = P in
mr

(t)

(2.82)

where Dw = ẋTwDwẋw denotes the power dissipated by the wth agent in the team and the

parameter ρ ∈ {0, 1} switches the behavior of the system from the manual state (ρ = 0)

to the assisted state (ρ = 1) and it is set by the mentor.

The outgoing power P out
wi

is composed of the sum of two terms. The �rst term is given

by the extra amount of dissipated power that cannot be stored in the wth tank because

the upper energy limit has been reached. The second term is given by a constant power

�ow that can be extracted by the tank.

The extra dissipated power is distributed among the agents according to their role. In

fact, due to the di�erent scale between the master devices and the robot, the tanks of

the robot and of the user that is teleoperating it are the ones that need the biggest

amount of energy for implementing the desired behavior [76]. Thus, using the strategy in

(2.82), the tanks involved in the teleoperation of the robot exchange their extra amount

of dissipated power while the third tank distributes equally its extra dissipated power to

the other tanks.

If the energy stored is lower than TR
w , the w

th tank sends an energy request signal Ereq
w

to the other tanks that enable the transmission of P̄ to the wth tank.

Considering the de�nition of the energy stored into the tank (2.16) with the coupling

(2.18) with (2.80), returns:

Ṫw = σwẋ
T
wDwẋw + σwP

in
w − P out

w + utwytw (2.83)

that shows that the tank stores the dissipated power, the incoming power and it releases

the outgoing power. The power exchanged through the power port (utw , ytw) can be

either stored in or released from the tank.
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The overall trilateral control architecture is passive independently of the communication

delay δ, as shown in the following:

Proposition 4. The system composed of (2.80), for w ∈ {s,m, r}, coupled according to

(2.81) and (2.82) is passive with respect to the pair ((F ext
s ,F ext

m ,F ext
r ), (ẋs,ẋm,ẋr)).

Proof. The power exchanged among the tanks, while traveling from one side to the other,

is stored in the communication channel which, therefore, becomes an energy storing

element. As evident from Figure 2.28, the power �owing in the communication channel

is given by:

Pch(t) = P out(t)− P in(t) (2.84)

where P out is the total power sent by the tanks. Denoting with ν the set {s,m, r}, the
total power sent by the tanks P out is given by:

P out(t) =
∑
w∈ν

P out
w (t) =

∑
w∈ν

∑
i∈ν,i ̸=w

P out
wi

(t) (2.85)

and P in is the total power received by the tanks that, according to (2.81), is given by:

P in(t) =
∑
w∈ν

P in
w (t) =

∑
w∈ν

∑
i∈ν,i ̸=w

P out
iw (t− δ) (2.86)

By simple computations, starting from (2.85) and (2.86) it follows that P in(t) = P out(t−
δ). Thus, the variation of the energy stored in the communication channel is given by:

Ḣch(t) = P out(t)− P out(t− δ) (2.87)

and, therefore, the energy stored in the communication channel is:

Hch(t) =

∫ t

t−δ
P out(τ)dτ (2.88)

From (2.82) it follows that P out ≥ 0 and that, therefore, Hch(t) is lower bounded.

Consider as a storage function the total energy of the teleoperation system:

W (t) =
∑
w∈ν

(
Vw(t) + Tw(t)

)
+Hch(t) (2.89)

Considering (2.8),(2.80), and (2.83), following simple computations holds that:

Ẇ (t) =
∑
w∈ν

(
ẋTwF

ext
w − ẋTwDwẋw + σw(ẋ

T
wDwẋw) + σwP

in
w (t)− P out

w (t)
)
+ Ḣch (2.90)

Considering (2.86), (2.85), and (2.87) in (2.90) it follow that:

Ẇ (t) =
∑
w∈ν

(
ẋTwF

ext
w + (1− σw)ẋTwDwẋw + σwP

in
w (t)− P out

w (t− δ)
)

(2.91)
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Exploiting (2.81) and (2.82):

Ẇ (t) =
∑
w∈ν

(
ẋTwF

ext
w + (1− σw)ẋTwDwẋw

)
−
[(
1− σs

)(
P out
ms

(t− δ) + P out
rs (t− δ)

)]
+

−
[(
1− σm

)(
P out
sm (t− δ) + P out

rm (t− δ)
)]
−
[(
1− σr

)(
P out
sr (t− δ) + P out

mr
(t− δ)

)]
(2.92)

Since σs, σm, σr ∈ {0, 1} and P out
ij

(t− δ) ≥ 0 it follows that:

Ẇ (t) ≤
∑
w∈ν

ẋTwF
ext
w (2.93)

which implies the following passivity condition:

W (t)−W (0) ≤
∫ t

0

(∑
w∈ν

ẋTw(τ)F
ext
w (τ)

)
dτ (2.94)

The previous result formally shows that the passivity of the trilateral teleoperation system

which, therefore, is characterized by a stable behavior regardless of the implemented

training strategy.

2.3.4 Validation

In order to evaluate the e�ective validity of the proposed architecture a single experiment

in which a puncturing procedure needs to be executed is performed. In order to emulate

a surgical training scenario, a beginner user and an expert user are placed at the two

master consoles as if they were the novice surgeon and the mentor respectively. The

experiment is performed forcing a time delay δ of 200ms between the three main actors

in the architecture (namely the novice surgeon, the mentor, and the robot) in order to

show the robustness of the proposed control architecture.

A pair of custom teleoperation devices composed of a 6 DOF Geomagic Touch haptic

device coupled with a joystick with mechanical RCM are used as masters. At the slave

side, a KUKA LWR 4+ 7-DOF robot endowed with 3D-printed laparoscopic tool is used

to physically interact with the environment. To replicate the interaction with human

tissues, the environment is composed of a rounded object made up of a soft material.

The transparency layer is set as:
F d
s =(1− ρ)F ext

r + ρ
(
Ks

pe
sm +Ks

d ė
sm

)
F d
m =ρF ext

r + (1− ρ)
(
Km

p e
ms +Km

d ė
ms

)
F d
r =(1− ρ)

(
Kr

pe
rs +Krs

d ė
rs
)
+ ρ

(
Kr

pe
rm +Krm

d ėrm
) (2.95)

where Kg
p and Kg

d are the position error gains and the velocity error gains, with g ∈
{s,m, r}, and eij = xi(t) − xj(t − δ) with i, j ∈ {s,m, r} are the position mismatch

between the i-th device and the j-th device.

53



As said in Subsection 2.1.5, ρ ∈ {0, 1} switches the behavior of the system from the man-

ual state (ρ = 0) to the assisted state (ρ = 1). In the manual state, the novice surgeon

teleoperates the robot and feels the environment while the mentor feels the mismatch

force with the novice surgeon. In the assisted state is the mentor that teleoperates the

robot feeling the environment while the novice surgeon feels the mismatch force with the

mentor. The robot implements a simple PD controller exploiting the position error and

the velocity error with the master of the user who is teleoperating the robot.

Table 2.3 reports the controller parameters used for the experimental evaluation.

Parameter Value Unit

Tmax
w 5.0 J
T ava
w 3.0 J
TR
w 2.0 J

T bmax
w 3.0 J
T bmin
w 2.0 J
P̄ 0.05 J

Table 2.3: Controller parameters used for the experimental evaluation.

For hereafter, the user who teleoperates the robot will be referred to as the active user

and the user who does not teleoperate the robot as the passive user.

Figure 2.29: Cartesian position of the novice surgeon master device, of the mentor master
device, and of the slave device (yellow line) along the x-axis.

Figure 2.30: The force of the novice surgeon master device, of the mentor master device, and
of the slave device along the x-axis.
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Figure 2.29 reports the masters Cartesian position and the slave Cartesian position along

the x-axis during the evolution of the experiment. For the sake of clarity and since the

DOFs are usually chosen to be decoupled, the plots of only one translational DOF are

reported. The blue and the green shadowed areas show when the active user is the novice

surgeon or the mentor respectively. It can be clearly observed that the slave tracks the

master position of the active user, namely, the novice surgeon in the blue shadowed area

and the mentor in the green shadowed area. Furthermore, the position of the passive user

is continuously attracted to the other. This can be stated by observing that the positions

of the masters chase each other. This behavior is guaranteed by the implemented training

strategy described in Section 2.3.1: the mismatch forces provided to the passive user try

to maintain the alignment of the masters.

The forces returned to the masters and the force perceived at the slave side are depicted

in Figure 2.30. As for the Cartesian positions, the forces perceived at the slave side are

re�ected to the active user while the passive user feels the mismatch forces. This allows

to state the correct behavior of the system.

Figure 2.31 shows the evolution of the main quantities related to the energy tanks. The

energy in the tanks evolves following the interaction with the environment, the damping

injection, and the power exchange. In particular, can observed that the evolution over

time of the active user energy is basically increasing while the evolution over time of the

passive user energy is basically decreasing. For the active user, this is mainly due to

the power �owing from the slave to the masters: the slave quickly reaches the maximum

energy and sends excess power to the active user. In fact, P out
rs is di�erent from zero on

the blue shadowed area and zero otherwise while P out
rm is di�erent from zero on the green

shadowed area and zero otherwise. Exceptions occur only when an energy request is sent

by one of the tanks, as observable at t = 52s when the mentor requires energy. In that

situation both the other tanks start to send energy as clear in the P out
sm plot. For the

passive user the energy evolution is basically decreasing since the e�ect of the mismatch

forces is active, i.e. the movements and the forces have the same direction, causing an

energy extraction.

2.4 Conclusions

This chapter deals with the development of bilateral teleoperation architectures capable

of combining the use of multiple devices on both sides of the teleoperation system. The

discussion of the proposed architecture is general, i.e. independent of the number of

master and slave devices, and has been optimized to make energy management consistent

and performant.

The �rst validation was necessary to highlight the weak points of the developed archi-

tecture, which were addressed in the second architecture. This second architecture was

integrated within the SARAS MULTIROBOTS-SURGERY platform, making it possible

to progress the project and to acquire the data necessary for the development of the next

platform, the autonomous SARAS SOLO-SURGERY platform.
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Figure 2.31: Main quantities related to the energy tanks. From above: energy store in the
tank, output power �ow, input power �ow and energy request.

The �nal validation, as can be seen in Figure 2.14, was performed using realistic manikins

and having real surgeons using the system by performing a prostatectomy procedure.

Using the same strategy, the teleoperation architecture has been extended and validated

on a trilateral DMSS teleoperation architecture, proving the extreme �exibility of the

proposed method.

In order to improve the capabilities of the system and quality of the surgical procedure

during teleoperation, future work will aim at validating di�erent types of controllers and

multi-modal feedback.
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Chapter 3

Model Predictive Control based

Motion Planning for Surgical

Scenario

This Chapter 3 reports the development of the Planning and Navigation module of the

SARAS cognitive layer. The motion planning of multiple surgical tools operating in the

same workspace is considered when constraints on the maximum velocity of the surgical

tools and on the collisions between the tools need to be guaranteed. The problem related

to the accuracy of the action recognition of the SARAS cognitive layer is also addressed

including a con�dence level in the constraints formulation. The results obtained after a

�rst validation of the controller are extended in order to improve the performance of the

system and to allow a real-time implementation. The controller is �nally validated on a

simulated setup and then experimentally on the SARAS setup.

The work presented in this chapter is published in [11, 12, 13, 4].
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3.1 Introduction

Nowadays, developments in this �eld are increasingly aimed at introducing autonomy,

and the medical community has high expectations in this direction. In [77] the image

provided by the endoscope and a projected laser grid is used to identify the instruments

and autonomously guide them towards the desired position. Autonomous suction of

blood for hemostasis is proposed in [78] exploiting image-based blood �ow detection.

The system in [78] allows keeping clear the surgical �eld, which can be particularly

occluded by the presence of blood.

Several techniques have also been developed for implementing automated suturing [79,

80, 81], while [82] reports a survey on robotized needle insertion.

Other works in terms of autonomy in surgical robotics are, for example, [83], where the

authors proposed a cognitive control architecture designed to operate a surgical robot

for needle insertion and suturing tasks in either teleoperated [35] and autonomous mode

[84], guaranteeing a stable switch between the two and an adaptive interaction with the

environment in both modes [35].

As already described in Section 1.1, during RAMIS the surgical tools are inserted into

the patient's body through a small incision on his/her abdominal wall, which impose

the RCM constraint to the surgical tools. Developing autonomous robots for RAMIS

operations is further complicated, not only because of the motion constraint given by

RCM, but also because such operations require the cooperation and coordination of

several human actors.

To address this problem, a reactive approach to motion planning for a multi-arms laparo-

scopic surgical robot in a dynamic environment, based on MPC, is proposed. MPC-based

approaches are considered a good choice in this scenario because they rapidly converge

towards optimal solutions and allow to account for di�erent types of constraints such as

velocity limits and distance to obstacles [85]. Moreover, the presence of obstacles (e.g.

tools and patient's organs) whose motion is predictable only within a short time horizon

encourages the use of reactive methods like [86], and discourages the use of geometry-

based and sampling-based planning algorithms.

Nevertheless, embedding the kinematic constraints of RAMIS in a MPC problem can be

cumbersome. Therefore, a strategy for the computation of suitable waypoints is devel-

oped to guide the obstacle avoidance maneuver towards favorable directions, reducing

the risk of being trapped into local minima.

The development of the overall architecture was split into two phases:

� a �rst architecture was developed with a non-linear MPC controller, through which

it was possible to validate the e�ectiveness of the proposed control strategy.

� an improved and optimized architecture was later developed and validated, ad-

dressing the main problems arose with the previous architecture.

Both architectures were validated �rst in a simulated environment and, subsequently,

experimentally on the SARAS set-up.
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3.2 SARAS Case Study

The development of the Planning and Navigation module of the SARAS cognitive layer

was built starting from the schematic architecture of the SARAS SOLO-SURGERY plat-

form and of the SARAS LAPARO2.0-SURGERY platform reported in Figure 3.1 and

Figure 3.2 respectively.

Figure 3.1: SARAS SOLO-SURGERY platform schematic architecture

In the SARAS SOLO-SURGERY platform, the main surgeon is teleoperating the da Vinci®tools

while the assistant surgeon is substituted by the autonomous SARAS arms.

Figure 3.2: SARAS LAPARO2.0-SURGERY platform schematic architecture

In the SARAS LAPARO2.0-SURGERY platform, the main surgeon is operating using

manual surgical tools while the assistant surgeon is still substituted by the autonomous

SARAS arms.

Both architectures can be split into two sub-modules:

� the Intelligence module, that determines the desired behavior of the overall system.

� the Control module, that controls the robots in order to implement the desired

behavior.

In particular, the Action Recognition sub-module exploits the endoscopic images to detect

actions executed during the surgical procedure. The most likely action is then provided

to the Supervisory Control sub-model, together with a con�dence level associated with

that detection. The progress of the surgical procedure is monitored by the Supervisory

Control that computes the targets where the robots have to move, and sends them to

the Control module, together with the con�dence level. A Model Predictive Controller

(MPC) is used to translate such targets into feasible trajectories for the arms.
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From the Control module point of view, both platforms work in the same way: two

laparoscopic tools are used by the main surgeon and two laparoscopic tools are controlled

by the autonomous system. The main di�erence between the two platforms is that in the

SARAS SOLO-SURGERY platform the main surgeon moves his/her instrument by the

da Vinci®while in the SARAS LAPARO2.0-SURGERY platform he/she moves the tools

manually. In both cases, the workspace of interest for collision avoidance is the internal

part of the patient's abdomen.

From now on, the laparoscopic tools controlled by the autonomous system will be referred

to as the controlled tools, and to the laparoscopic tools used by the main surgeonas as

the obstacle tools. In the particular case of SARAS, the instrument involved are four.

However, the approach presented in the following is general and can be applied to any

system for laparoscopic surgery where tools guided by robotic arms are used.

The control system moves autonomously the controlled tools in order to reach the target

con�gurations while dynamically avoiding collisions with the obstacles and between the

controlled tools. The main control system is based on an MPC where the mathematical

model of the two controlled tools is used to predict their future behavior and to compute

the optimal input with which the robots can be controlled.

Based on an optimization process, the MPC can be a�ected by local minima, due to the

presence of the obstacle tools in the workspace. To overcome this problem, the MPC is

driven by computing intermediate waypoints on the basis of the current position of the

controlled tools, the position of the obstacle tools, and the target position provided by

the Intelligence module.

Compared to other solutions like [87, 88], this approach has the advantage of being

speci�cally optimized for the guidance of laparoscopic tools in a shared environment with

dynamical constraints. Therefore, operations can be performed in a tight environment

by continuously searching for optimized solutions given both collision-free geometrical

constraints over moving obstacles and varying velocities to respond to uncertainties.

3.3 Problem Statement

Consider a scenario in which the controlled tools are 4-DOFs velocity-controlled surgical

robots holding laparoscopic tools. Velocity controlled robots are considered since this

kind of robot is now widely used in many applications like the surgical one. Each robot

can be modeled in the discrete-time domain as:

x̄j(k + 1) = x̄j(k) + B̄j ūj(k) (3.1)

where x̄j ∈ R3 is the Cartesian linear position of the end-e�ector of each controlled tool,

with j ∈ {r, l} and the subscripts r and l used to represent the right and the left tool,

respectively. The term ūj ∈ R3 is the control input, i.e. the Cartesian linear velocity of

the end-e�ector of each controlled tool, and the matrix B̄j = diag{∆tc} ∈ R3×3 is the

input matrix, with ∆tc the sampling time (t = k∆tc, k ∈ Z).
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The overall system considering both the controlled tools can be modeled as a single

integrator in the discrete-time domain as:

x(k + 1) = x(k) +Bu(k) (3.2)

where x = [x̄r, x̄l] ∈ R6 is the state vector comprising the two tools, B = diag{∆tc} ∈
R6×6 is the input matrix, and u = [ūr, ūl] ∈ R6 represents the control input.

The 4th degree of freedom of each controlled tool, i.e. the rotation along its main axis, is

not included in the overall model (3.2) since it does not a�ect appreciably the obstacle

avoidance, e.g. movements are performed with the tools tips closed or the tool is a needle.

The goal of the system is to move the controlled tools to the desired con�guration avoiding

collision with all the instruments in the workspace.

3.4 Robot-Obstacle Distance Computation

Since a safe interaction between the robotic systems and the patient needs always to

be guaranteed, collisions between all the tools in the workspace have necessarily to be

avoided.

Each tool in the workspace is modeled using virtual capsules, in order to enclose them

into the �ttest and simplest shape. This allows making the computation of the relative

distance among the objects very simple and fast [89]. Given a pair of Cartesian points,

a capsule is an object composed of two hemispheres, centered in these points, and a

cylinder, with longitudinal axis linking the two points.

Let i and j be two generic tools into the workspace. The distance between the two

capsules that enclose the i-th and j-th tool can be de�ned as:

dji = d
axj
axi − ri − rj (3.3)

where d
axj
axi is the distance between the axes of the capsules, computed as the distance

between segments shown in [89], while ri and rj are the radii of the i-th and j-th tool

virtual capsule.

Figure 3.3 shows the procedure used to build a capsule around a laparoscopic tool.

Exploiting (3.3) the distances between the tools can be easily computed and embedded

into the MPC to avoid collisions.

3.5 Design of the Model Predictive Controller

Safety-critical scenarios, of which surgical theaters are a prime example, require to enforce

constraints on velocity limits and collision avoidance, that are taken into account to

design this MPC-based control system.
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(a) The CAD model of the robotic laparoscopic

tool and, in red, a capsule.

(b) The capsule wrapping the robotic laparo-

scopic tool.

Figure 3.3: Procedure used to enclose a tool into a capsule.

At the same time, the control system has to deal with the uncertainty in the recognition

of the action that comes from the Intelligence module. This uncertainty is the residual of

the con�dence level α ∈ [0, 1] paired to each action identi�ed by the Action Recognition

system within the Intelligence module.

The con�dence level is used to modulate the Cartesian velocity of the robots while the

control system is planning the motion of the robot towards the goal position. The intent

is to avoid abrupt movements towards possibly incorrect goal positions, which are, on

average, associated with low con�dence levels, while avoiding stalling the system and

impeding the motion of the teleoperated tools. As the con�dence increases for correct

predictions, the modulated tool velocity will consequently increase as well.

3.5.1 Constraints

Two types of constraints are considered in the MPC formulation:

� the velocity limit constraint.

� the collision avoidance constraint.

Velocity Limit Constraint

The velocities of the robots are physically limited. This can be translated into a bound

on the control input:

||ūj(k)|| ≤ α(k) ūmaxj (3.4)

where ūmaxj ∈ R+ is the linear velocity limit and α(k) is the con�dence level used to mod-

ulate the velocity of the robots depending on the uncertainty in the action recognition.
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Collision Avoidance Constraint

As introduced in Section 3.4, collisions between the tools into the workspace need to be

avoided during the task execution. To this aim, the distances between capsules computed

as ((3.3)) are exploited and the collisions between the i-th tool and the j-th tool at time

instant k are avoided by setting the following constraint:

dji (k) ≥ ds (3.5)

where ds ∈ R is a user-de�ned positive parameter representing the safety distance.

3.5.2 Cost Function

The cost function of the MPC is de�ned as:

J(xMPC, x) =

p−1∑
i=0

||xMPC(k)− x̂(k + i)|| (3.6)

where p = N/∆tc is the number of time steps in the prediction horizon N for the MPC

sampling time ∆tc, x
MPC(k) ∈ R6 is the desired state at the time step k driven to the

MPC, and x̂(k + i) ∈ R6 is the predicted state with initial condition x̂(k + 0) = x(k).

This cost function allows the controlled tools to reach the desired position with a straight

trajectory if no obstacle tools are detected toward the goal. The desired state of the MPC

xMPC(k) will be provided by the planner illustrated in Section 3.6.

The rotation and the velocity of the tool along its axis are controlled by an external

proportional controller. This separation between linear and rotational control is possible

by the nature of the 4-DOFs standard laparoscopy tools and the policy of moving the

robots keeping the instruments closed.

3.5.3 MPC Formulation

The solution of the following constrained �nite-horizon optimal control problem:

min
u

p−1∑
i=0
||xMPC(k)− x̂(k + i)||

s.t. x̂(k + i+ 1) = x̂(k + i) +Bu(k + i)

||uj(k)|| ≤ α(k) umaxj

drlrr(k + i) ≥ ds
dohrj (k + i) ≥ ds
i = 0, ..., p− 1

h = 0, ..., No

j ∈ {r, l}

(3.7)

returns the optimal control input sequence u = [u(k), ..., u(k + p− 1)].
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In the optimization problem, x̂(k + i+ 1) represents the estimation of the state at time

k + i + 1 computed using the model ((3.2)), u(k + i) is the linear control input at time

k+ i and drlrr(k+ i) is the distance between the virtual capsule built around the controlled

tools at time k + 1. dohrj (k + i) is the distance between the virtual capsules built around

the j-th controlled tools and the h-th obstacle tools at time k+1 with No the number of

obstacle tools in the workspace.

The position of each one of the No obstacle tools in the prediction horizon is computed

considering its velocity to be constant over the entire horizon. The same holds for the

desired position xMPC(k) and the con�dence level α(k).

Finally, the �rst component u(k) is used to compute the desired motion position xd(k+

1) ≜ x(k) +Bu(k) to be actually reached by the robots.

3.6 Waypoints Generation

If the target con�guration, denoted as xg ∈ R3, selected by the Intelligence module shown

in Section 3.3 is directly provided as the MPC desired position x̄mpc, the presence of the

obstacle tools inside the workspace does not guarantee that the use of the MPC alone may

not be able to bring the tools to their desired position, even if all the MPC constraints

are satis�es.

This problem is mainly caused to the RCM constraint. Consider the case of two generic

tools as depicted in Figure 3.4a: a tool, represented by the blue capsule, has to reach

its goal position, the light blue capsule, but an obstacle represented by the red capsule

(the second tool), comes between them. In this con�guration, if the goal position xg

is commanded directly as the MPC desired position x̄mpc, the tool would try to move

directly towards the goal, stopping in a con�guration with zero velocity and at a safe

distance from the obstacle, that is the one depicted in Figure 3.4b.

(a) The tool before the insertion movement. (b) The tool after the insertion movement.

Figure 3.4: Wrong tool movement which cause the obstacle to be not overtaken.

A possible solution to this problem consists in properly planning a set of waypoints

towards the �nal target con�guration to be provided as intermediate goals to the MPC.

In this way, as shown in [90], it is possible to lead the robot along preferential directions
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to avoid the obstacle while taking into account the RCM constraint. Starting from the

same con�guration described previously, reported now in Figure 3.5a, the tools can be

�rst driven to reach the waypoint avoiding the obstacle (Figure 3.5b), and then driven

to the goal position (Figure 3.5c).

(a) The tool before the

movement.

(b) The tool after the

movement towards the

waypoint.

(c) The tool at the sesired
position.

Figure 3.5: Correct tool movement which cause the obstacle to be overtaken.

The proposed planning strategy is based on simple geometric considerations and it can be

executed in real-time with reduced computational overhead when compared to potential

energy-based methods like [87], which is crucial for having a reactive behavior of the

robotic system holding the laparoscopic tool.

The motion of each controlled tool is planned separately. When the motion of one of

the controlled tools is computed, all the other tools in the workspace are considered as

obstacles. All tools are wrapped into capsules and, therefore, the planning problem can

be seen as the problem of planning the motion of one capsule constrained to a RCM

point from an initial to a �nal con�guration while avoiding other capsules.

In the following, C(C1, C2) denote a generic capsule, where

C1 = (xC1(t), yC1(t), zC1(t)) and C2 = (xC2(t), yC2(t), zC2(t)) are the two end-points

of the capsule that identify the pose of the capsule. The term C1C2 denotes the axis

passing through C1 and C2. The end-points will be omitted when clear from the context.

Let R(R1, R2), G(G1, G2) and Oi(O1,i, O2,i), with i = 0, . . . , No be the capsules identi-

fying the tool whose motion needs to be planned, the goal con�guration of R, and the

obstacles, respectively. The planning algorithm is reported in Algorithm 1.

The necessary data are the capsules modeling the tool at the actual con�guration R, the
tool at goal con�guration G, and all the obstacles Oi, i = 1, . . . , No.

For each obstacle, a local waypoint is generated according to the following procedure.

The motion plane M , i.e. the plane on which the tool can reach the goal con�guration

in case of no obstacles, is generated (Line 3). Formally, this is the plane orthogonal to

the normal vector:

n =
R1 −R2

∥R1 −R2∥
× G1 −G2

∥G1 −G2∥
(3.8)
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Algorithm 1 Waypoint strategy computation

1: procedure getWaypoint(R, G, Oi)
2: Q = ∅
3: M=computeMotionPlane(R1R2, G1G2)
4: for i← 1, No do

5: Si = sample(O1,i, O2,i)
6: Zi=getClosest(Si, T )
7: if isFree(Oi,1, Oi,2, R1,M ) then
8: Wi=∅
9: else

10: Wi=project(Zi,M , Oi,1Oi,2)
11: end if

12: addWayPoint(Wi, Q)
13: end for

14: W=computeFinalWayPoint(Q)
15: end procedure

and containing R1R2 and G1G2.

Then a set Si of possible escape points from the obstacle is generated by uniformly

sampling the space around the endpoints of the obstacle capsule Oi (Line 5). Among

these points, Zi, the closest to the RCM, is chosen (Line 6) in order to give a preference

to the retraction of the tool, which is often a feasible option.

If the capsule of the obstacle is parallel to the motion plane, i.e. (Oi,1−Oi,2) ·n = 0, but

not contained in it, or if the capsule is not intersecting the plane, i.e. ((Oi,1 + σ(Oi,2 −
Oi,1)) − R1) · n = 0 for all σ ∈ [0, 1], then the motion plane is free and the robot can

reach the desired con�guration. Thus, no local waypoints are generated (Line 8).

If the obstacle intersects the motion plane, a local waypointWi is generated by projecting

Zi on the motion plane along the obstacle axis (Line 10), as depicted in Figure 3.6. In this

way, Wi is reachable by the robot and it does not intersect the obstacle by construction.

Figure 3.6: Procedure for choosing the position of the waypoint.

The set containing the local waypoints is updated (Line 12), and the global waypoint is

computed as the centroid of the waypoints associated to each obstacle. Using as weight of

66



each waypoint βi the inverse of the distance di between the tool and the related obstacle

(Line 14), this can be done as:

W =

∑N
i=1 βiWi∑N
i=1 βi

(3.9)

where N represents the cardinality of Q and βi = 1/di.

Despite the fact that each local waypoint is external to the related obstacle, it is possible

(though unlikely) that their centroid, computed as ((3.9)), could lie inside one of the

obstacles: in this case, the waypoint W is set equal to the trocar, thus the MPC will

compute an extraction movement, which is always collision-free.

3.7 Validation

The validation of the proposed architecture has been performed with the SARAS SOLO-

SURGERY Platform. On this setup, the controlled tools, i.e. the tools controlled by the

autonomous system, are those of the SARAS arms, while the obstacle tools are those of

the da Vinci®.

3.7.1 Simulations

At �rst, a simulation environment has been developed to perform preliminary tests. In

order to simulate the real movement of the robot and faithfully reproduce the real setup,

a visual model and a kinematic simulator of the SARAS arms were created. The arms

were simulated introducing in the simulation environment the position of the RCM and

the position of the end-e�ector of two arms, with the relative virtual capsules.

Figure 3.7 shows the simulation environment. A SARAS arm is placed on the right side

and on the left side. In red, the virtual capsules wrapping each arm's tool, and, in green,

the virtual capsules wrapping the obstacles. The frames at the end of each arm represent

the pose of the end-e�ector while the other two frames represent the goal positions.

Figure 3.7: Simulation environment.
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Simulations are performed providing to the system the goal con�guration xg, the initial

con�guration of the two arms x̄r, x̄l, and the initial con�guration of the two obstacles.

The SARAS arms and the da Vinci®capsules' radii were set to 7.5mm, with the addi-

tional safety distance between capsules ds = 5mm. The maximum tool velocities were

set conservatively to umaxj = 10 mm
s .

Figure 3.8 shows the results achieved using the simulation environment. The norm of the

Cartesian velocity (Figure 3.8-a) of the two controlled arms clearly shows the modulation

introduced by the con�dence level, reported in Figure 3.8-b, underlining the capability of

the controller of scaling the velocities if an uncertain situation is detected (e.g. at time

t = 13s).

Figure 3.8: Simulation results with �xed obstacles. (a) Goal, Actual and Waypoint Cartesian
positions. (b) Distances between the tools. (c) Control velocity norm. (d) Con�dence.
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Figure 3.8-c shows the evolution of the Cartesian positions. For the sake of clarity, only

movements along one of the axis are reported (here and in all the subsequent plots). The

position of the waypoint switches during the simulation in order to allow the SARAS

arms to overtake the obstacles. This happens only if an obstacle needs to be overtaken,

as for the left robot in the time interval t ∈ [0, 25]. If no obstacle needs to be overtaken,

the waypoint is set to the target position, as for the right robot, where the waypoint and

the target position overlap for the entire simulation.

Since the waypoint position is used as the reference for the MPC controller and the

waypoint position converges to the target position, the overall controller allows the system

to reach the target position. The real Cartesian position of the arms is not reported in

the plots since the implemented simulator is purely kinematic, namely, there are no

di�erences between the commanded position and the real position.

Thanks to the MPC controller and the waypoint motion strategy, the controller is able

to perform all the movements avoiding collision between tools, as clearly visible in Figure

3.8-d where the distances between the tools are reported.

A particular behavior of the controller can be also observed in Figure 3.8. Indeed, in

the �rst 30 seconds of the simulation, the right robot reaches the target position and

starts to track it, as visible in Figure 3.8-c. At that time, the right robot moves in order

to allow the left robot to reach its goal position. Indeed, the distance between the two

arms goes to the minimum allowed distance, as visible in Figure 3.8-d. Finally, a new

con�guration is computed for both the robots in order to minimize the distance from the

target position.

Simulation tests have been performed also with moving obstacles (Figure 3.9) to validate

the local waypoint algorithm and the response of the MPC optimization. The obstacles

pivot at a constant tool-tip linear velocity of 2 mm
s to interfere with the initially planned

waypoint. The di�erent geometrical alignment of the tools forces the re-evaluation of a

new waypoint.

A direct comparison of Figure 3.8 and Figure 3.9, sub�gures (c) and (d), illustrates the

adapted control strategy to the moving obstacles: as the obstacle closes to the moving

tools, a di�erent trajectory is forced.
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Figure 3.9: Simulation results with moving obstacles. (a) Goal, Actual and Waypoint Cartesian
positions. (b) Distances between the tools. (c) Control velocity norm. (d) Con�dence.
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3.7.2 Experiments

As for the simulations, the experiments on the real SARAS set-up have been performed

providing to the system the goal con�guration xg. The con�guration of the two arms

x̄r, x̄l and the con�guration of the two obstacles, in this case, are continuously updating

using the robots readings. The two controlled arms and the two obstacles arms are

initialized in such a way that each controlled arm needs to overcome an obstacle, in

order to highlight the capabilities of the controller to avoid obstacles.

The radius of the capsules is set to 5.0mm for the da Vinci®tools and to 4mm for the

SARAS tools to �t their dimensions with a little safety margin. The safety distance ds is

set to 10mm, higher than the one used in the simulated environment to take into account

possible calibration inaccuracies.

Figure 3.10 shows the results achieved using the real setup and con�rms the results

obtained in simulation. Figure 3.10-a reports the Cartesian velocities of the two controlled

arms while Figure 3.10-c reports their Cartesian positions. It is worth highlighting that

the noise in the velocities in Figure 3.10-a is due both to the numerical derivation of

positions measured by potentiometers (and not encoders) and by the fact that the RCMs

are virtually (via software) but not physically present. With real trocars, the shaking of

such slender (and not collocated) tools would be drastically reduced.

Good tracking performances can be appreciated looking at the small di�erence between

the commanded Cartesian position and the real Cartesian position (red lines and orange

lines in Figure 3.10-c). This shows that the robots implementing the MPC commands

reach their target positions while avoiding the obstacles, thanks to the waypoint motion

strategy described in Section 3.6.

All the movements are performed avoiding collisions, as clearly appreciable in Figure

3.10-d, and modulating the velocities with respect to the con�dence level provided to the

Control module.

The same position was commanded as goal con�guration for the two controlled tools.

Referring to Figure 3.10, the position of the waypoints is computed as an intermediate

point for both the controlled arms. The controlled tools move to the waypoints. Then,

the waypoints switch to the target positions, driving the robots towards the goal con-

�gurations since obstacles are assumed to have been already overcome. Since the goal

con�guration is the same for both the tools, neither of them reach the target position

since a collision would occur. The system converges to a con�guration where the distance

between the actual position and the desired one is minimized but collisions are avoided,

as observed also in simulation.

71



Figure 3.10: Experiment results. (a) Goal, Actual and Waypoint Cartesian positions. (b)
Distances between the tools. (c) Control velocity norm. (d) Con�dence.
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3.8 Model Predictive Controller Improvements

The nature with which the constraints were modeled so far led to the design of a non-

linear MPC. It is well known that non-linearities are di�cult to treat, especially in

the case of optimization-based systems. Moreover, the complexity introduced by the

prediction of the model over time led to the following problems:

� the optimization process was computationally demanding so that the controller

was able to execute online at a maximum frequency of only 10Hz, unsuitable for

reaching the required reactivity.

� the quality of the optimization process was low as it was necessary to decrease

the number of iterations in the optimization process to make the controller usable

online. This led to non-smooth trajectories and jerky movements.

This section reports all the improvements to address the aforementioned problems. In

particular, the work focuses on the development of a linear form of the speed and collision

constraints. In fact, a linear form of the constraints allows a linear formulation of the

MPC problem, which is much easier and faster to solve. Moreover, the con�dence level

α(k) is omitted in the following since it does not a�ect the performance and can be easily

integrated.

Since the model (3.2) is already linear, the model embedded MPC does not need to be

modi�ed.

3.8.1 Constraints

Velocity Limit Constraint

Equation (3.4), which describes the velocity limit constraint implemented so far, is clearly

non-linear since the norm is a non-linear function. This means that this type of constraint

cannot be used in a linear MPC.

However, it can be noticed that Equation (3.4) indicates that ūj lies within a sphere S

of radius umax
j centered in 0̄ ∈ R3. Therefore, a linear description of the encompassed

spherical region also summarizes the constraint in (3.4): this can be achieved by following

Algorithm 2.

Algorithm 2 Velocity limit constraint linear approximation

1: procedure getSpeedConstraint(Np)
2: P ← sample(S , Np)
3: T ← triangulate(S ,P)
4: for i← 1, size(T ) do
5: plns(i)← computeP lanes(t)
6: end for

7: (Āu
j , b̄

u
j )← groupP lanes(plns)

8: return Āu
j , b̄

u
j

9: end procedure
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Start by sampling the sphere S with Np ∈ N point, obtaining the set of points P lying

on S (Line 2).

Then, compute the triangulation T of the convex hull of P (Line 3). Each triangle i in

the triangulation T identi�es a plane with equation:

λij
xūj + βij

yūj + ζij
zūj + ρij = 0 (3.10)

where λij , β
i
j , ζ

i
j , and ρ

i
j ∈ R are the plane coe�cients and xūj ,

yūj and
zūj ∈ R are the

Cartesian components of ūj .

Grouping up all the planes identi�ed by each triangle in the triangulation T (Line 7)

leads to:

Āu
j ūj = b̄uj (3.11)

where:

Āu
j =


λ1j β1j ζ1j
...

...
...

λ
Np

j β
Np

j ζ
Np

j

 b̄uj =


−ρ1j
...

−ρNp

j

 (3.12)

It is worth noting that the set of planes described in Equation (3.11) can be used to

describe a polygonal approximation of the velocity constraint by setting:

Āu
j ūj ≤ b̄uj (3.13)

It is necessary to underline that the approximation with which the constraint is described

increases in accuracy the higher the value of Np, i.e. the number of points with which the

sphere S is sampled. The value of Np also coincides with the number of equations with

which the constraint is approximated, as in Equation (3.13). This constraint will also

be projected along the prediction horizon of the MPC, meaning that too many points

cannot be used with the aim of preserving performances.

A uniform sampling with a small number of points can lead to a computationally feasible

set of constraints but to a rough approximation of the velocity constraint. In order to

have a more accurate approximation around the direction of motion, a non-homogeneous

sampling of the sphere can be adopted. This will lead to a higher number of points, i.e. a

better approximation of the velocity constraint, around the direction the tool is moving

and, at the same time, a limited global number of points, i.e. a limited computational

cost. This procedure is reported in Algorithm 3.

Start by choosing a small number of points Np and by selecting a sample velocity, being

equal to ū⋆j = [0, 0, ūmaxj ], i.e. the input velocity aligned to the positive z-axis with the

maximum value (Line 2).

Distribute the set of points P in order to be more concentrated in the region of the

sphere S closer to ū⋆j , while paying particular attention to position a point in −ū⋆j (Line
3). Indeed, the introduction of this point allows the system to reverse its speed whenever

an obstacle is encountered.
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Algorithm 3 Velocity limit constraint simpli�ed

1: procedure getSpeedConstraintS(Np, ūj(t−∆tc))
2: ū⋆j ← [0, 0, ūmaxj ]
3: P ← sampleMod(S , Np, ū

⋆
j )

4: T ← triangulate(S ,P)
5: T ← rotate(T , ūj(t−∆tc))
6: for i← 1, size(T ) do
7: plns(i)← computeP lanes(t)
8: end for

9: (Āu
j , b̄

u
j )← groupP lane(plns)

10: return Āu
j , b̄

u
j

11: end procedure

(a) Original constraint, coincident with a

sphere.

(b) Approximated constraint, coincident with

a polygonal shape.

Figure 3.11: Illustration of the velocity limit constraint.

Next, compute the triangulation T 4 and apply a rigid rotation to the triangulation to

align the sample velocity ū⋆j to the most likely one, i.e. the solution at the second step

of the prediction horizon of the optimal solution at time t−∆tc (Line 4). This generates

the constraint (3.13).

Finally, end the procedure as the previous one by grouping up all planes (Line 9).

Figure 3.11 shows an illustration of the procedure described above, which can be simply

implemented to both the controlled tools. The blue shape represents the constraint while

the set of points used for the linear approximation is reported in red.

Collision Avoidance Constraint

In order to set the minimum distance between the instruments, Equation (3.5) exploits

the distances between capsules. As for the constraint on the maximum speed, this con-

straint is also non-linear since the distance between capsules is a non-linear function of

the position of the instruments. Therefore, it is necessary to �nd a linear formulation

that approximates this constraint.
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Consider now the problem of moving the j-th controlled tool in such a way collisions

with the w-th obstacle tool are avoided. Build a capsule model around each of them to

identify the following remarkable quantities:

� pwj : the segment representing the capsule distance between the j-th controlled tool

and the w-th obstacle tool.

� Pawj ∈ R3: the point on the axis of the w-th obstacle tool capsule which intersects

pwj .

� Pcwj ∈ R3: the point on the capsule of the w-th obstacle tool capsule which inter-

sects pwj .

� p̂wj ∈ R3: the unit vector lying on pwj and pointing from the w-th obstacle tool to

the j-th controlled tool, which is:

p̂wj =
Pcwj − Pawj
||Pcwj − Pawj ||

(3.14)

Consider now the plane π with normal coincident with p̂wj and passing through a point

P ⋆ ∈ R3 de�ned as:

P ⋆ = Pcwj + dsft p̂
w
j (3.15)

where dsft ∈ R+ is a positive de�nite safety distance which takes into account the size

of the capsules and the distance to keep between the tools.

The plane π will have an equation like:

αw
j

xx̄j + γwj
yx̄j + ηwj

zx̄j + ϕwj = 0 (3.16)

where αw
j , γ

w
j , η

w
j , and ϕ

w
j ∈ R are the plane coe�cients and xx̄j ,

yx̄j , and
zx̄j ∈ R are

the x, y, and z Cartesian coordinates of the position of the j-th controlled tool.

Since the laparoscopic tools have one of the extremes �xed, which is the RCM, and it is

basically a straight rod, one way to set that the controlled tool will always remain at a

minimum safe distance from the obstacle tool is to impose that the end-e�ector of the

controlled tool lies in the region of space identi�ed by the plane π in which there is not

the obstacle tool. This can be done by setting:

αw
j

xx̄j + γwj
yx̄j + ηwj

zx̄j + ϕwj ≤ 0 (3.17)

Let No ∈ N be the number of obstacle tools in the workspace, the collision avoidance

constraint for the j-th controlled tool with all the obstacle tools can be obtained by

extending what said before to every obstacle. Hence, by de�ning:

Āx
j =


α1
j γ1j η1j
...

...
...

αNo
j γN0

j ηN0
j

 b̄xj =


−ϕ1j
...

−ϕNo
j

 (3.18)

Finally, the collision avoidance constraint can be formulated as a linear inequality as:

Āx
j x̄j ≤ b̄xj (3.19)
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Figure 3.12: Illustration of the collision avoidance constraint.

As for the velocity limit constraint presented in the previous subsection, this procedure

can be simply extended to both the controlled tools too.

It is worth noting that among the set of tools that each controlled tool considers as an

obstacle, the other controlled tool must also be considered, e.g. the right controlled tool

must consider the left controlled tool as an obstacle.

Figure 3.12 reports an illustration of the plane used to describe the collision avoidance

constraint for a controlled tool and an obstacle tool. The blue and the yellow capsules

are built around the controlled tool and the obstacle tool respectively, with the RCMs

highlighted in dark red. Each capsule reports also its axis. The points Pawj , Pc
w
j , and

P ⋆ are reported in green, red, and blue, respectively.

3.8.2 Cost Function

The cost function of the MPC as in (3.6) is a quadratic formulation that can be easily

implemented in a linear QP problem. With respect to (3.6), a slack variable is added

for softening some of the constraints. The softening of the constraints is a well-known

technique to handle constraints (see for example [91]) and, in this case, is necessary to

allow the correct operation of the linear solver.

The new cost function is de�ned as:

J(xMPC, x) =

p−1∑
i=0

||xMPC(k)− x̂(k + i)||2 +
p−1∑
i=0

ϵ(k + i)2 (3.20)

where ϵ(k+ i) ∈ R2No+2 is the slack variable for soft constraining at the time step k+ i.
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The size of the slack variable ϵ(k+ i) is due to the fact that the constraint softening will

be applied only to collision avoidance constraints, as will be clearer in the next section.

This choice is given by the nature of the collision avoidance constraint, which reports

the safety distance parameter dsft. This means that a small variation of the constraint

introduced by the slack variable ϵ can be easily compensated by increasing dsft without

compromising the performances. This does not hold for the speed limit constraint.

3.8.3 MPC formulation

The following linear constrained �nite-horizon optimal control problem can be now set:

min
u

p−1∑
i=0

||xMPC(k)− x̂(k + i)||2 +
p−1∑
i=0

||ϵ(k + i)||2

s.t. x̂(k + i+ 1) = x̂(k + i) +Bu(k + i)

Au(k + i)û(k + i) < bu(k + i)

Ax(k + i)x̂(k + i)− ϵ(k + i) < bx(k + i)

i = 0, ..., p− 1

(3.21)

where:

Au(k + i) =

[
Āu

r (k + i) 0

0 Āu
l (k + i)

]
bu =

[
b̄ur (k + i)

b̄ul (k + i)

]
(3.22)

and:

Ax(k + i) =

[
Āx

r (k + i) 0

0 Āx
l (k + i)

]
bx =

[
b̄xr (k + i)

b̄xl (k + i)

]
(3.23)

As for the non-linear MPC provided in Section 3.5, the solution of (3.21) provides the

optimal control input sequence u = [u(k), ..., u(k + p− 1)]. The �rst component u(k) of

u is then used to compute the desired motion position xd(k + 1) ≜ x(k) + Bu(k) to be

commanded to the robots.

The speed limit constraint (3.22) is projected along the prediction horizon by considering

the same velocity limit constraint approximation on the entire prediction horizon:

Au(k + i) = Au(k) ∀i = 0, ..., p− 1 (3.24)

The collision avoidance constraint (3.23) is projected along the prediction horizon by

calculating the position of the obstacles as if they were moving at a constant speed and

using the position obtained in the previous optimization step as the position for the

controlled tools.

Both choices were made to preserve the linearity of all constraints in the optimization

problem.
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3.9 Validation

The validation of the proposed architecture has been performed with the SARAS LAPARO2.0-

SURGERY Platform. On this setup, the controlled tools, i.e. the tools controlled by the

autonomous system, are those of the SARAS arms, while the obstacle tools are two

manual tools.

3.9.1 Simulations

Before moving on the real set-up, several simulations were performed to test the e�ec-

tiveness of the proposed architecture, and to compare the performance achieved with the

new controller with respect to the previous one. The main parameters observed for the

comparison were the average optimization time per cycle, which evaluates the real-time

applicability, and the quality of the solution in terms of smoothness.

Both parameters were evaluated on a total of 60 simulations, 30 of those with the new

controller (which will be referred to from now on as linear MPC ), and 30with the previous

controller (which will be referred to from now on as non-linear MPC ). For both the MPCs,

the simulations were divided into blocks of 10 , each with a di�erent prediction horizon

p, for a total of 3 prediction horizons.

The 10 simulations of each block were performed providing 10 di�erent starting positions

for both the controlled tools and the same goal. All positions have been chosen in such

a way that they are all realistically plausible with the real set-up. The movement of the

obstacle tools was acquired once through the real set-up and faithfully reproduced in all

simulations. Finally, to ensure that the prediction horizon was the same regardless of

the optimization time, all the simulations were performed with the same cycle time, set

equal to ∆tc = 10ms.

Figure 3.13 reports the mean and standard deviation of the optimization times recorded

for each prediction horizon, for the linear mpc and for the non-linear mpc.

Figure 3.13: Comparison of the optimization times. a) linear mpc. b) non-linear mpc.

As visible from Figure 3.13, the optimization times obtained with the linear mpc are dras-

tically lower than those obtained with the non-linear mpc. Furthermore, observing the

degree with which the slope of the optimization time rises, the linear MPC results more
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scalable than the non-linear MPC, reporting a lower slope and lower cycle times for each

prediction horizon. Both these results state a signi�cant improvement in performance

with respect to the previous controller.

Figure 3.14 shows the results obtained in terms of smoothness of the trajectory, reporting

the mean and the standard deviation of Spectral Arc Length (SAL) [92] of the trajectory,

for each prediction horizon, and for the linear mpc and the non-linear mpc. The SAL

is chosen as the smoothness measure since it is proven to be an e�ective metric for the

smoothness of a trajectory, with respect to, for example, the normalized mean absolute

jerk, the number of peaks in the speed pro�le or the normalized mean speed. It is also

more robust to noise.

Figure 3.14: Comparison of the trajectory smoothness. a) linear mpc. b) non-linear mpc.

As shown in Figure 3.14, there are no appreciable di�erences in the SAL changing the

prediction horizon and the type of MPC used. This means that the quality of the tra-

jectory has not been degraded using the linear mpc, which uses the linear approximation

of the constraints. This further states the e�ectiveness of the proposed system since

the trajectory returned by the non-linear MPC provides the best ground truth for the

smoothness of the trajectory, considering the constraint as they really work.

It is important to underline that these results are not in contrast with what is reported in

Section 3.8, i.e. the non-linear MPC provides non-smooth trajectory. Indeed, the prob-

lems related to the quality of the trajectory is related to the practical implementation,

where the cycle time must be set, at least, to the optimization time.

3.9.2 Experiments

This section reports the results related to the practical implementation of the two types

of MPCs. Three di�erent experiments are reported:

1. The non-linear MPC with prediction horizon p = 3 and cycle time ∆tc = 0.066ms

(15Hz). This experiment implements the non-linear MPC with the best settings.

2. The linear MPC with prediction horizon p = 3 and cycle time ∆tc = 0.008ms

(120Hz). This experiment implements the linear MPC with the same settings as

the previous experiment.
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3. The linear MPC with prediction horizon p = 7 and cycle time ∆tc = 0.04ms

(25Hz). This experiment implements the linear MPC with the best settings.

All the experiments are performed with di�erent starting positions for both the controlled

tools and the obstacle tools. The obstacle tools are moved during the experiment in such

a way to hinder the movement of the controlled tools towards the goal. Once the goal

was reached the obstacle tool is used to disturb the equilibrium position and test the

reactivity of the system. All the cycle times are set according to the optimization times

obtained in the simulations and shown in Figure 3.13.

Figure 3.15 reports the results of the experiments in terms of smoothness. Comparing

the results of experiments 1 and 2, which refer to the two types of MPCs with the same

settings, a signi�cant increase in the smoothness of the trajectory when passing from the

non-linear MPC to the linear MPC can be noted. This improvement is mainly related

to the shorter cycle time with which the linear MPC is able to solve the optimization

problem and control the robots.

Figure 3.15: Comparison of the trajectory smoothness.

The linear MPC with the best settings (i.e. experiment 3) reports a lower value of

smoothness than in experiment 2 but evidently higher with respect to experiment 1.

Once again, the increased cycle time decreases the overall quality of the trajectory. In

fact, the cycle time in experiment 1 and experiment 3 become comparable. However, the

greater number of samples in the prediction horizon p with the linear MPC of experiment

3 allows reaching a higher level of smoothness with respect to the non-linear MPC,

underlining the e�ectiveness of the proposed method.

Furthermore, this result allows to state that, as already observed in the simulations,

the linear approximation of the constraints does not introduce degradation in terms of

quality of the trajectory.
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Figure 3.16 reports the results of experiment 3 in terms of motion. All the following

considerations hold for all the experiments. For clarity of presentation, the movement of

only one axis of each controlled tool is reported.

Figure 3.16: Experiment results. (a) Goal, Actual and Waypoint Cartesian positions. (b)
Distances between the tools. (c) Control velocity norm.

Figure 3.16 shows that the system works correctly. Both the controlled tools start from

their initial positions and move to the waypoint. This behavior is particularly visible at

6 s ≤ t ≤ 9 s and 43 s ≤ t ≤ 57 s for the right controlled tool, where the actual position

coincides with the waypoint position for about 3 s and 4 s. The waypoint tends to coincide

with the goal when the geometric conditions allow the controlled tools to reach the goal

without collisions, bringing the system to the required position.

Figure 3.16 shows also that the movements of the tools are always collision-free: the safety

distance dsft = 0.01m computed as the distance between capsules is always guaranteed.

The commanded speed also respects the conditions of correct system operation. in fact,

the current speed norm never exceeds the limit ūmax
j = 0.02m/s.
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3.10 Conclusions

This chapter deals with the development of the Planning and Navigation module of the

SARAS cognitive layer, which allows the real-time coordination of multiple laparoscopic

tools toward their target positions guaranteeing collision-free trajectory. Also in this case,

the discussion of the proposed architecture is general, i.e. independent of the number of

laparoscopic tools involved in the surgical procedure, and has been optimized to improve

the overall performance and to make it work in real-time.

The �rst validation con�rmed the e�ectiveness of the proposed architecture but also

showed high computation times and incompatibility for real-time implementation. These

problems were addressed by proposing a linear formulation of the constraints, which

allowed the implementation of a linear MPC. The ease with which the linear problem

can be solved with standard optimizers has made it possible to achieve compatibility for

real-time implementation.

Moreover, The results show that there is no loss of quality of the solution when moving

from the non-linear formulation, which considers the constraints as they really act, to

the linear one, which exploits an approximation of the same constraints.
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Chapter 4

PCNL

This Chapter 4 reports the development of a robotic assistance architecture for the renal

access procedure during PCNL. In the pre-operative phase, the model of the anatomical

parts involved in the procedure are segmented and converted to a 3D model, with which

the insertion trajectory is planned. In the intra-operative phase, the surgeon visualizes

the 3D model and the planned trajectory by means of an AR headset and performs the

renal access with the assistance of the robot, on which the surgical tool is mounted. The

system is validated through experiments performed by a sample of multiple users.

The work presented in this chapter is published in [5, 6, 7].
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4.1 Introduction

According to the European Urology Association and the American Urological Associ-

ation, PCNL is considered the gold standard for the treatment of patients with renal

stones larger than 20 mm in diameter[93]. Its popularity and acceptance among urolo-

gists and patients is largely due to the fact that it is minimally invasive and is associated

with low morbidity [94].

The procedure consists of inserting a speci�c tool (the nephroscope) into the kidney

through a percutaneous track created in the patient's lower �ank or abdomen. PCNL

was �rst performed in Sweden in 1973 as a less invasive alternative to open surgery on

the kidneys. Using �uoroscopy and ultrasonic imagery the urologist inserts a hollow

needle into one of the renal calyxes of the kidney. This passage is then dilated, and a

percutaneous sheath is inserted to accommodate the nephroscope.

The success and treatment outcomes of the surgery are very well known to be highly

dependent on the precision and accuracy of the puncturing step since it must allow

reaching the stone with a precise and direct path [95]. Thus, performing the renal

access during PCNL is the most crucial and challenging step of the procedure with the

steepest learning curve. Indeed, it has been shown that a fellow in endourology, with no

previous experience in performing solo PCNL, requires 45 and 105 operations to achieve

competence and excellence, respectively, in performing the procedure [96].

One reason why it is challenging for urologists to achieve good pro�ciency is the fact

that not all training programs during the residency necessarily have faculty who perform

this procedure. Indeed, in 2011 fewer than half (47%) of graduating U.S. chief residents

indicated that PCNL access was routinely obtained by urologists at their institution and

this limits the opportunity to pick up the required skills in practice. A 2014 review of

case logs from certifying and recertifying urologists found that only 6% performed more

than 10 PCNLs during the prior six months and urologist-obtained access only occurred

in 20% of these cases, while in the remaining cases the renal access was performed by

the radiologist [97].

Urologists have introduced various simulation models to help trainees achieve competency

level in a shorter length of time. Simulators used for the assessment of PCNL skills

include human cadavers, animal tissues [98], and Virtual Reality (VR) simulators to

simulate human patients [99][100][101]. A recent review of the current training method

has been presented in [102], before introducing The Marion K181 PCNL VR simulator.

Virtual reality-based simulators have been shown to improve the performance of the

trainee but they often lack realistic haptic feedback, which is key in improving the skills

of the trainee [103].

On the other side, the availability of preoperative information (CT or MRI) of the

anatomical parts has been exploited for implementing AR solutions for augmenting the

capabilities of the surgeon during the procedure. In particular, in [104] and [105] AR

systems are used to support the percutaneous access in percutaneous nephrolithotomy

by overlaying a 3D model onto the image from a tablet camera.
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In [106] the challenge of obtaining an appropriate access to the renal stones in the case

of complex anatomical or pathological conditions is addressed. A 3D model generated

from MRI is used for trajectory planning and intra-operative augmentation of real-time

intraoperative ultrasonography. A recent review on augmented reality systems in surgery

is presented in [107]. For experienced surgeons, augmented reality visualization of renal

anatomy has been proved to be su�cient to estimate correct needle angles to reach the

target. However, several doubts persist whether urologists in training still need additional

technical assistance apart from AR support [104].

A di�erent solution for precise percutaneous access in PCNL is represented by robotic-

assisted systems. PAKY (Percutaneous Access to the Kidney) is a robotic system de-

veloped for PCNL to accurately position and insert a needle percutaneously into the

kidney [108]. Lately, several works have been presented concerning the development of

US-guided robotic systems [109]. The common approach consists of a surgical needle

attached to a robotic arm that is driven, automatically or teleoperated, by the surgeon,

in a 3D or 2D imaging volume [95].

More recently, in [106], a collaborative robotic-assisted system is proposed to help the

surgeon correctly locate the ultrasound probe during the intervention, while the respi-

ratory motion of the patient is compensated. Once the probe is located, the needle

insertion is performed. However, a completely autonomous, semi-autonomous or teleop-

erated robotic system would not help residents or novel surgeons during their training,

since the manual surgical intervention would be quite di�erent from the one performed

with the robot assistance.

In this work, the potentialities of AR support are blend with the technical assistance

that can be provided through robotic systems, proposing an innovative solution that can

assist: (i) an expert surgeon in improving the performance of the surgical intervention, by

augmenting his/her capabilities (ii) a novel surgeon in strongly reducing his/her learning

curve, since the system can provide assistance during the most critical phases of the

intervention, especially at the early end of the learning curve when mistakes are certainly

more likely.

The proposed system will allow to plan the surgical intervention in a pre-operative phase

and to assist the surgeon in the intra-operative phase. In particular, the surgeon, wearing

an AR headset, will directly see on the body of the patient a reconstructed 3D model of

the anatomical parts of interest and the planned trajectory to be followed. Then, he/she

will manually guide a robot that holds the nephroscope and will be assisted by feeling

virtual forces (virtual �xtures [58]) that will keep him/her on the right renal access. The

proposed system is validated on a robotic setup and with 11 users performing a task that

emulates the renal access in PCNL.
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4.2 System Architecture

The proposed system architecture, summarized in Figure 4.1, consists of an AR appli-

cation to provide the surgeon with interactive 3D visualizations in all the phases of the

operation, and a robotic system to assist and guide the surgeon towards the optimal

execution of the intervention. In particular, for each surgical operation, two di�erent

phases can be distinguished: a pre-operative phase, where the 3D model that will be

used for the visualization is built and the pre-operative planning of the desired trajec-

tory is performed, and an intra-operative phase, where the surgeon performs the surgical

intervention by wearing the AR device and with the assistance of the robotic system.

Figure 4.1: Conceptual scheme of the proposed architecture.

4.2.1 Pre-Operative Phase

The planning of a surgical intervention is typically done on the basis of pre-operative

images acquired as CT or MRI of the interesting area. Starting from the CT of the area

(Figure 4.1(a)), the 3D model of the interested area and the organs that are involved in

the procedure is reconstructed, both as target or forbidden regions, namely anatomical

parts that need to be avoided during the puncturing. The same approach could be easily

adopted if the input is MRI.

Since in the proposed paper the PCNL procedure is addressed, the 3D model of the

following parts are reconstructed: skin, ribs, kidney, calices, stones, ureter, aorta, inferior

vena cava and all the neighboring structures (Figure 4.1(b)). The 3D reconstruction is

performed starting from the DICOM images of the CT/MRI and segmenting the di�erent

parts on the basis of their Houns�eld Unit, which is the unit to measure the radiodensity

into a CT/MRI.

Then, on the basis of the 3D reconstruction, a trajectory that reaches the target (i.e. the

renal calix or the kidney stone) while avoiding the forbidden regions (green trajectory

in Figure 4.1(c)) is generated and shown to the surgeon. Then, He/She can validate the

trajectory or modify it simply by moving the inserted point: the trajectory will update

accordingly.
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Since the system will require reference points to perform a real-time localization of the

3D model on the body of the patient, three electrocardiogram (ECG) electrode patches

following a L-shape directly on the back of the patient are applied before the execution

of the initial CT scan. In the 3D reconstruction phase the contours of the ECG electrode

patches are segmented and included in the 3D model and will be used as markers for the

real-time registration (see Section 4.2.2).

4.2.2 Intra-Operative Phase

Once the pre-operative planning of the intervention is concluded, the 3D reconstruction

is saved, and it will be used in an Augmented Reality (AR) application developed for an

AR headset for visualizing the reconstruction directly on the body of the patient.

Since the CT/MRI scan is performed few days before the e�ective execution of the

surgical intervention, a real-time registration is required to intra-operatively align the

reconstructed model in the right position and orientation on the body of the patient.

The real-time registration is performed on the basis of the three ECG electrode patches

(Figure 4.1(d)). Details on the registration process will be provided in Section 4.2.2.

The surgeon, wearing the augmented reality headset (e.g. Microsoft HoloLens), will

directly visualize the reconstructed model that, thanks to the previous registration, will

be correctly located on the body of the patient (Figure 4.1(e)). Since the insertion

trajectory is computed on the basis of the pre-operative CT/MRI scan, it may happen

that the trajectory needs to be adjusted depending on the real location of the organs in

the intra-operative phase. Thus, thanks to the AR application, the surgeon can directly

adjust the insertion point in order to obtain a collision-free trajectory (i.e. a trajectory

that still reaches the target while avoiding neighboring organs or ribs).

Once the optimal trajectory has been de�ned, the surgeon manually guides the robot

from an initial position towards the desired trajectory for the percutaneous access. The

robot is then used to gently assist the surgeon towards the trajectory. To this aim, the

generation of virtual �xtures is included in the robot control scheme (Figure 4.1(f)).

Virtual �xtures are typically used in haptics and teleoperation architectures and they

are generally de�ned as assistive forces applied to the haptic device that is used as the

teleoperation master [58]. These virtual �xtures can be designed to restrict the motion

of the master to desired subspaces or volumes in its operational space or to guide the

user towards the desired target, that can be either a speci�c operating point or a more

complex geometric path. In this control architecture, the surgeon manually guides the

robot through its end-e�ector. However, the concept of virtual �xtures can still be

applied in order to generate virtual forces on the robot end-e�ector that can guide the

needle (attached at the robot end-e�ector but handled by the surgeon's hand) towards

the desired trajectory.

Since the proposed system have to assist a novel surgeon in reducing his/her learning

curve, virtual �xtures are designed to intervene only when the surgeon is near to the

desired trajectory, and thus for the �nal re�nement of the position and the orientation
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of the needle. The reason behind this choice is to have the surgeon trying to gain the

right percutaneous access by himself/herself and performing the surgical intervention

in autonomy but with the assistance of the proposed system that guarantees that the

surgical operation is performed successfully without complications, especially at the early

end of the learning curve.

Once the surgeon has moved the needle in the right position for the percutaneous access,

with the right orientation, then he/she can perform the insertion. The surgeon is assisted

by the virtual �xtures even during the needle insertion, in order to keep the needle along

the right trajectory towards the target, while avoiding other anatomical structures.

The remaining part of this section provides the details on the three technical parts of

the system: the real-time registration, the application for AR visualization, and the

generation of assistive virtual �xtures.

Real-Time Registration

The reconstruction and the segmentation of the 3D patient model allow to de�ne the

reference system of the model itself on the basis of the L-shaped positioned triad of ECG

electrode patches (Figure 4.1(d)). Indeed, the point corresponding to the center of the

�rst patch is used to identify the origin of such reference system, while the line connecting

the centers of the �rst and second patches determines the x-axis unit vector. Finally, the

centers of the three patches de�ne the xy-plane. Therefore, the origin and xyz-axis unit

vectors of the 3D model reference system can be computed as follows:

Ob = P0

vb,x =
(P1 −P0)

||(P1 −P0)||
vb,z = vb,x ×

(P2 −P0)

||(P2 −P0)||
vb,y = vb,z × vb,x

(4.1)

where P0,P1,P2 ∈ R3 are the position of the centers of the patches, Ob ∈ R3 and

vb,x,vb,y,vb,z ∈ R3 (as column-vectors) are the origin and the unit vectors of the 3D

model reference system. The symbol × indicates the cross product.

Once the 3D model reference system has been de�ned, the pose of each segmented

anatomical part and the desired insertion trajectory, represented by an insertion point on

the skin PI ∈ R3 and a target point on the kidney stone PT ∈ R3, can be mapped into

to such a coordinate system (i.e. bPI ,
bPT , where the left apex indicates the reference

system). It is worth noting that this procedure can be easily generalized to de�ne a

reference system by means of any triad of identi�ed model points.

The real-time alignment of the reconstructed 3D model on the body of the patient is

performed by localizing the three patches in the current spatial map of the environment,

elaborated by the AR device. In particular, one Aruco marker [110] is placed on each

patch, so that the centers of the patches coincide with the centers of the markers. By

accessing the data coming from the stereo cameras available on the AR headset, the
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Figure 4.2: The reference systems and the transformation matrices among them.

unique id-code of the Aruco markers can be recognized, allowing the computation of the

position of the pixels that contain the corners of the detected markers.

Assuming the knowledge of intrinsic and extrinsic camera parameters, each marker corner

detected in the left camera frame can be triangulated with the same corner detected in the

right camera frame, so that their 3D coordinates in the headset world reference system

can be estimated. To improve the stability of the registration, a moving average �lter on

a window of 30 samples has been introduced on the spatial coordinates of all the marker

corners detected by the AR device.

Then, the center of gravity (COG) of the four corners of each marker is kept to determine

the central point of the three patches. Therefore, (4.1) can be used to compute the

transformation matrix wTb of the patient body in the world reference system of the AR

device:

wTb =

[
vb,x vb,y vb,z Ob

0 0 0 1

]
(4.2)

Once the pose of the patient's body has been reconstructed, a further transformation has

to be computed to express such pose in the robot coordinate system. For this purpose,

a registration box (shown in the top-left of Figure 4.2) has been prepared, consisting of

an open cube in which the three orthogonal internal faces contain an Aruco marker.

The box has to be �xed at a known pose with respect to the robot kinematics reference

system and its faces have to be detected by the AR device so that a common reference

system can be �nally determined. Indeed, the corners of each marker are detected and

triangulated, and the COG of the �rst marker corners is considered as the origin Oc of

the cube reference system. Moreover, in this case, being the markers orthogonal to each

other, each axis of the cube reference system (with unit vectors vc,x,vc,y,vc,z) can be

estimated as the normal to the plane that best �ts a set of marker corners [111].
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Therefore, the transformation matrix wTc from the registration cube to the headset world

reference system can be computed as:

wTc =

[
vc,x vc,y vc,z Oc

0 0 0 1

]
(4.3)

Figure 4.2 shows the AR headset world, the patient's body, and the cube reference

systems.

Moreover, assuming the knowledge of rTc, i.e. the matrix representing the transformation

from the robot to the cube reference system, the insertion point and the target point can

be transformed to the robot kinematics coordinates (rPI ,
rPT ) as follows:

rPI = rTc ·w T−1
c ·w Tb ·b PI

rPT = rTc ·w T−1
c ·w Tb ·b PT

(4.4)

Finally, the whole computational process of the AR device is summarized by Procedure

4.

Algorithm 4 Registration

1: procedure computeRegistration(bPT ,
bPI ,

rTc)
2: Detect markers in the AR device and estimate their 3D position
3: Apply a moving average �lter on the marker corners position
4: When all the registration cube markers are detected, compute wTc

5: When all the markers are detected, compute their COG and wTb from (4.2)
6: Compute rPT ,

rPI from (4.4)
7: end procedure

Augmented Reality Visualization

The visualization of the AR scene is performed on the basis of the real-time detection

of the Aruco markers and the resulting registration matrix wTb. Indeed, as depicted

in Figure 4.1(e), the hologram of the segmented 3D models representing the anatomical

parts (ribs and organs) can be rendered overlapping the patient body. Moreover, the

hologram of the insertion trajectory can be visualized in order to assist the surgeon in

obtaining the right renal access.

Assistive Virtual Fixtures

The goal of the virtual �xtures is to assist the surgeon during the alignment and the

insertion of the needle towards the desired trajectory for the right percutaneous access.

In order to correctly perform the insertion of the needle, the instrument needs to be �rst

aligned along the insertion direction and with a con�guration such that it lies between

the patient and the robot, outside the body. Once the instrument is aligned, the insertion

can be executed.
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Consider the insertion point on the skin rPI and the target point on the kidney stone
rPT

de�ned in Section 4.2.2, with respect to the robot base. The two points are computed

in the pre-operative phase according to the 3D reconstruction and lie along the desired

trajectory, selected as the one allowing to reach the kidney stone while avoiding other

anatomical structures such as, e.g., the ribs. Consider now the insertion plane π, de�ned

as the plane that passes through the insertion point PI and that is normal to the insertion

direction PT −PI :

π : ax+ by + cz+ d = 0 (4.5)

where the parameters a,b, and c are the components of the insertion direction unit

vector, while d can be easily computed by substituting the components of the insertion

point PI into the plane Equation (4.5).

Considering the plane π, as de�ned in (4.5) and the insertion direction PT − PI the

insertion frame rTI , i.e. the pose the instrument should have when the needle starts

perforating the skin, where r is the robot base reference frame and I is the insertion

point, can be computed as follows: 1. the z-axis is given by the insertion direction unit

vector, 2. the x-axis can be computed considering the unit vector pointing to an arbitrary

point on the insertion plane and, 3. the y-axis can be computed as the cross product of

the z-axis and the x-axis.

Once computed the insertion frame rTI , the target frame on the kidney stone rTT and

the alignment frame rTA can be calculated. The target frame of the puncturing rTT

represents the pose of the kidney stone, and it can be computed exploiting the distance

between the target point PT and the insertion point PI . The alignment frame rTA

represents the desired instrument pose at the beginning of the insertion. This frame is

computed applying a safety distance ds to the insertion frame rTI and it is computed

such that it lies between the patient and the robot, outside the body.

Figure 4.3 shows an example of computation of the three main frames starting from the

target point PT and the insertion point PI .

Figure 4.3: The computation of the main Cartesian coordinate system starting from the target
point on the kidney stone (purple sphere) and the insertion point on the skin (pink sphere).
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The procedure 5 summarizes the processing steps that allow to obtain the frames rTT ,
rTI ,

rTA.

Algorithm 5 Frame Computation

1: procedure computeFrames(rPT ,
rPI ,

rTc)
2: Compute the parameters a,b,c,d of the insertion plane π from (4.5)
3: Fix the orientation of the frames considering the z-axis normal to π
4: Set the insertion frame rTI

5: Set the target frame on kidney stone rTT

6: Set the alignment frame rTA applying the safety distance ds
7: end procedure

In order to generate the virtual �xtures, the execution of the percutaneous renal access

for PCNL is split into three di�erent phases:

� Alignment : the robot is in the initial con�guration and must guide the surgeon

towards the alignment frame rTA.

� Sti�ening : the alignment frame rTA is reached. The robot has to change its

sti�ness in order to allow the surgeon to move the instrument along the insertion

direction and not outside the desired trajectory.

� Guidance: the desired sti�ness is reached. The surgeon can now move the instru-

ment along the insertion direction to perform the needle insertion.

The virtual �xtures are computed in all the three phases as follows:

Fe = kF∆xe − bFẋe

τ r = kT∆θb − bTθ̇b
(4.6)

where Fe ∈ R3 is the commanded force with respect to the robot end-e�ector, kF,bF ∈
R3 are linear spring-damper coe�cients, ∆xe ∈ R3 is the position error between the

desired frame and the robot frame with respect to robot end-e�ector and ẋe ∈ R3 is

the linear velocity of the robot end-e�ector with respect to robot end-e�ector. τ r ∈ R3

is the commanded torque with respect to the robot base, kT,bT ∈ R3 are rotational

spring-damper coe�cients, ∆θb ∈ R3 is the rotational error between the desired frame

and the robot frame with respect to the robot base, and θ̇b ∈ R3 is the angular velocity

of the robot end-e�ector with respect to the robot base.

During the alignment phase, the desired frame is imposed to be the alignment frame rTA.

In this phase, if the initial con�guration of the robot is far from the alignment frame,

the position errors ∆xe and the rotational errors ∆θb could be very high. In order to

avoid excessive forces and torques, the linear spring coe�cients kF and rotational spring

coe�cients kT are set as follow:

kF = kmin
F +

(
1− e

||∆xe||
τF

)(
kmax
F − kmin

F

)
kT = kmin

T +

(
1− e

||∆θb||
τT

)(
kmax
T − kmin

T

) (4.7)

where kmin
F ,kmax

F ,kmin
T ,kmax

T are the minimum and the maximum value of the linear

spring coe�cients and the rotational spring coe�cients, respectively, and τF , τT are user-

94



de�ned parameter used to de�ne the transition of the coe�cient between the limit values.

The idea is that for high errors the forces and the torques should be low, in order to allow

the surgeon to freely move the robot. As the error decrease, the surgeon is increasingly

being attracted to the desired con�guration. Thanks to this solution, virtual �xtures

intervene only when the surgeon is near to the desired trajectory, and thus for the �nal

re�nement of the position and the orientation of the needle. The surgeon can try to gain

the right percutaneous access by himself/herself in autonomy but the assistance of the

proposed system guarantees that the surgical operation is performed successfully without

complications.

Once the alignment frame is reached, the robot changes its sti�ness to the desired value

kg
F,k

g
T in the desired time ts. This sti�ening allows the robot to increase the accuracy

with which the insertion trajectory is followed and allows the surgeon to start the as-

sisted insertion of the needle. In particular, the sti�ness will be low along the trajectory

direction, while it will be high in the other components, in order to prevent the user from

exiting the desired trajectory.

In the guidance state, the desired frame is set to be the target frame rTT and the spring

coe�cients are kept constant to the values of the sti�ening phase kg
F,k

g
T. In order to

allow the surgeon to move the instrument along the insertion trajectory, the value of the

linear spring coe�cient along the z-axis is set equal to 0.

4.3 Validation

The experimental validation is described in the following and it is organized into three

main phases:

� Registration: the accuracy of the location of the 3D reconstruction of the anatomical

model of the patient with respect to the real body is evaluated.

� Performances: a comparison between the performances of the system with and

without the use of the virtual �xtures is reported.

� Usability : a validation on a sample of 11 users is performed and a statistical analysis

of the usability of the system is reported.

The experimental setup included a KUKA LWR 4+ 7-DOF robot able to return the

virtual �xtures to the user. The surgical scenario is reproduced using a 3D printed handle

with a needle, mounted on the end-e�ector of the robot. The AR headset being used is

the Microsoft HoloLens that is worn by the user to display the 3D reconstruction of the

body of the patient and to perform the real-time registration. The 3D reconstruction

is visualized on a manikin lying down on the table where the robot is �xed. Once the

registration is accomplished, the user is free to handle the surgical tool and perform the

procedure, following the phases described in Section 4.2.2: alignment, sti�ening, and

insertion.
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In the experiments in which the virtual �xtures are turned o�, the procedure is executed

manually, with the robot gravity-compensated and using as feedback the only visual

information provided by the HoloLens. These experiments will be hereafter referred to

as manual experiments. In the experiments in which the virtual �xtures are turned on,

the user still has the visual information but the movements are assisted by the virtual

�xtures generated through the robot, following the description reported in 4.2.2. These

experiments will be hereafter referred to as assisted experiments.

In the manual experiments, the sti�ening phase is skipped. The experiments were con-

ducted by 11 users (4 female, 7 male, from 24 to 32 years old) performing both the

manual experiment and the assisted experiment. Moreover, the users were asked to �ll a

questionnaire, in order to obtain a qualitative evaluation of the user's perspective.

4.3.1 Registration

In order to evaluate the quality of the registration, the transformation matrix rTb of

the patient body in the robot reference system provided by the HoloLens is compared

with the one computed executing the same registration algorithm but starting from the

position of the centers of the patches measured using the robot. The linear and angular

error norm between the two transformation matrices resulted to be 15.80 mm and 4.12

deg, respectively.

The angular error is computed as the absolute value of the angle in the axis-angle repre-

sentation of the following rotation matrix:

rRb(h)
T rRb(r) (4.8)

where rRb(h) is the transformation matrix of the patient body in the robot reference

system provided by the HoloLens while rRb(r) is the transformation matrix of the patient

body in the robot reference system computed using the robot.

The resulting angular error is quite contained while the linear error is more relevant.

This is due to the fact that the orientation estimation is mediated by the use of all the

markers, while the linear strongly depends on the ability of the HoloLens camera to

recognize the position of the single marker. As will be described in Section 4.4, this error

can be strongly mitigated by considering additional information, such as merging the

HoloLens data with the information acquired in real-time through an ultrasound probe

or through an external tracking system.

4.3.2 Performances

The performances of the system are evaluated by comparing the results of the manual

experiments and the ones from the assisted experiments. Figures 4.4 and 4.4 reports the

evolution over time of the linear and angular error norms between the desired position

of the instrument and its real position. In particular, Figure 4.4 shows the values of

the errors during the alignment phase, where the target is the alignment frame rTA,
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Figures 4.5 shows the values of the errors during the insertion phase, where the target

is the target frame rTT . The sti�ening phase is omitted since it takes place only for the

assisted experiment. The plots refer to the experiments of one random user.

Figure 4.4: Linear and angular error norms during the alignment phase.

Figure 4.5: Linear and angular error norms during the insertion phase.

The angular error norm is computed considering the angle between the desired direction

and the real one, and it can be calculated as:

|| arccos(z̄m · z̄d)|| (4.9)

where z̄m and z̄d denotes the measured and the desired z-axis unit vector of the robot

end-e�ector, and the symbol · it is used to indicate the dot product.
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From the results shown in Figures 4.4 and 4.5, it can be observed that the execution time

for the assisted experiment is smaller or, at least, comparable to the execution time of

the manual experiment. However, the errors for the assisted experiment are clearly less

than the ones of the manual experiment.

Figure 4.6: Forces and trajectory during the alignment phase

Figure 4.7: Forces and trajectory during the insertion phase

Figures 4.6 and 4.7 reports the trajectory and the forces of/on the instrument during

the assisted experiment. During the alignment phase, reported in Figure 4.6, the forces
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attract the robot towards the alignment position. However, the user can still correct

the robot trajectory. This can be seen looking at the forces that push to the alignment

position but the movement follows another trajectory. This behavior is due to the user,

that moves the instrument along a di�erent trajectory to avoid a collision with the patient

body. During the insertion phase, reported in Figure 4.7, the virtual �xtures keep the

robot along the insertion direction and do not allow the tip of the instrument to go

beyond the target. This behavior can be observed 1. near the target position, where the

forces push the instrument to go back, and 2. outside the insertion position, where the

user intentionally tried to take the robot out of the insertion direction but the �xtures

take the instrument on the right trajectory.

In order to evaluate the improvements in the performances when the procedure is exe-

cuted using the virtual �xtures, a statistical analysis over the following metrics is con-

ducted: 1. the execution time, 2. the linear error at the target, and 3. the angular error

at the target.

Table 4.1 reports the mean values and the standard deviation values of the described

metrics for both the manual experiments and the assisted experiments. These results

con�rm what observed in Figures 4.4 and 4.5 and allows to state the positive contribution

of the virtual �xtures when performing the procedure.

Manual exp. Assisted exp.
mean std. dev. mean std. dev.

Execution time [s] 25.89 14.90 19.56 4.59
Linear error [mm] 37.93 24.15 15.18 12.75
Angular error [deg] 30.12 31.43 1.50 0.61

Table 4.1: Performance statistical results comparing the use of virtual �xtures with respect to
the manual execution of the procedure.

4.3.3 Usability

The e�ort required to use a system or a device de�nes its usability. In order to state that

the use of the virtual �xtures makes the system more usable with respect to the execution

of the procedure with only the AR support, a statistical analysis over the NASA Task

Load Index (NASA-TLX) [112] is also conducted.

The NASA-TLX rates the perceived workload when assessing a task and it is calculated

on the basis of a questionnaire which is �lled in by the users after having performed the

task. In particular, the raw TLX value is computed since it has been shown that it might

increase the experimental validity. Table 4.2 reports the mean values and the standard

deviation values of the NASA-TLX for both the manual experiments and the assisted

experiments.

It can be observed that both the mean value and the standard deviation of the NASA-

TLX for the assisted experiments are less than the ones obtained for the manual ex-

periments. This allows to state that the virtual �xtures return a positive contribution
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in terms of usability of the system and not only from the performance point of view if

compared to the application of a sole AR support.

Manual experiments Assisted experiments
mean std. dev. mean std. dev.

NASA-TLX 55.30 14.04 28.64 14.53

Table 4.2: NASA Task Load Index statistical results comparing the use of virtual �xtures with
respect to the manul execution of the procedure.

4.4 Conclusions

In this work, an innovative solution, based on an AR application combined with a robotic

system, that can assist both an expert surgeon in improving the performance of the

surgical operation and a novel surgeon in strongly reducing his/her learning curve is

developed.

The work addressed percutaneous nephrolithotomy (PCNL) as a use case, since it is con-

sidered to be the gold standard for the treatment of patients with renal stones. However,

the proposed system architecture can be easily adopted in all the surgical procedures that

require pre-operative planning and intra-operative navigation for gaining access to a spe-

ci�c target, especially in cases where the intervention learning curve for novel surgeons

is very steep.

Future works aim at improving the registration procedure by including information ac-

quired in real-time through an ultrasound probe. Moreover, the overall system will be

evaluated and validated with a larger sample of surgeons that will perform PCNL on

phantoms that emulate the human abdomen.
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Chapter 5

Dynamic based Remote Centre of

Motion Control

Chapter 5 reports the development of a torque control strategy for the implementation of

virtual RCM on light-weight torque controlled manipulators. The dynamic model of the

manipulator subject to the RCM is formulated and exploited to synthesized the control

action, leaving the user the possibility to freely design the manipulator behavior. The

results obtained after a �rst validation of the controller are extended in order to improve

the capabilities of the controller to implement compliance motion control and make the

robot e�ectively interact with the environment. The controller is then validated on a sim-

ulated setup and then experimentally on a real torque-controlled manipulator. Finally, the

controller is extended to admittance controlled manipulator and experimentally validated

on a teleoperation setup.

The work presented in this chapter is published in [14, 8].
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5.1 Introduction

In RAMIS procedures, the insertion of the surgical tools through the incision on the

patient's abdominal wall constrains the DOFs of the tools to be only rotations around

the penetration point and a translation along the tool axis. The resultant tool's motion

from these constraints is called the remote center of motion RCM.

With respect to standard Minimally Invasive Surgery, where the tools are moved manu-

ally by the surgeon, in RAMIS the tools are moved by the surgical robot which has to

guarantee the RCM constraint and the implementation of the desired motion.

Di�erent strategies for solving the RCM motion control problem have been proposed in

the literature: mechanically constrained RCM, passive joint, and programmable RCM

[113].

Mechanically constrained RCM consists of building a mechanical robotic structure such

that the system can move only compliantly with the RCM. These strategies have the

advantage of increasing safety since the RCM constraint is mechanically guaranteed.

Moreover, a simple controller is required. The da Vinci®[25], the RTW [114] and the

ARTEMIS [115] are just a few examples of robotic system for RAMIS that uses a me-

chanical constrained RCM. However, these systems typically require additional DOFs

for the manipulator base to accurately position the mechanical RCM to the penetration

point [116].

Passive joint strategies exploit a passive joint to make the surgical tool pivoting in two

DOFs allowing the tool to automatically align with respect to the RCM, guaranteeing

safety even if the patient moves during the operation. For example, the Zeus surgical

system was developed with this kind of strategy [117]. The main drawback of this strategy

is the low precision due to the backlash of the joints.

Programmable RCM strategies rely on a dedicated controller which takes care of im-

plementing the desired motion while guaranteeing the RCM constraint. This kind of

strategy is often designed for standard manipulators, typically redundant with respect

to the required 4 DOFs. Indeed, redundancy can be exploited to perform di�erent tasks

simultaneously [118], such as maintaining the RCM while completing the surgical proce-

dure. These strategies have the advantage of being less expensive and more �exible since

the position of the RCM can be recon�gured online. The DLR MIRO robot is a clear

example of a robot that implements a programmable RCM [119].

Di�erent strategies have been developed in the literature for implementing programmable

RCM control, both in the task space [120] and in the joint space [121].

Hierarchical control strategies [122, 123] have been proven to be very e�cient when

multiple tasks need to be executed at the same time. These strategies have also been

extended to programmable RCM control. In [124] a 3D path following problem is solved

together with RCM constraint. A similar approach has been developed in [125] for a

trajectory tracking problem.

102



A di�erent strategy combining hierarchical control and the de�nition of an RCM Jacobian

matrix is proposed in [126], where a PD control action enforce the RCM constraint while

executing secondary tasks. The RCM Jacobian matrix has been also exploited in [127]

where a closed-loop inverse kinematic controller is developed to guarantee the RCM

constraint while tracking the desired trajectory.

Other strategies like [128, 129] exploit optimization processes in order to compute RCM

compliant joint velocities in real-time. However, unfeasible solutions and unpredictable

computational time introduced by the optimization process can negatively a�ect the

control performance.

The strategies presented so far model the RCM constraint from a purely kinematic point

of view, disregarding the e�ects the constraint produces on the dynamics of the robot.

This is �ne as long as position or velocity controlled robots are considered for the surgical

tasks since the low-level controllers compensate the dynamics of the robot. Nevertheless,

lightweight torque-controlled robots allow achieving superior performance in terms of

achievable precision and of control of the interaction between the robot and the environ-

ment [130, 131]). These features are becoming more and more relevant in the surgical

scenario, where robots can autonomously execute some surgical tasks [83] or assist the

surgeon [132].

A torque controller was proposed in [126], but the dynamic of the overall constrained

system was not exploited, compensating the dynamic e�ect using feedback control ac-

tions.

This work stems from the experience acquired during the entire saras project and pro-

poses a controller that allows the use of any torque-controlled manipulator for RAMIS

procedures. In the speci�c case of the SARAS project, this controller proposes a low-cost

alternative to the SARAS arms. Indeed, all SARAS platforms require two robotic arms

holding laparoscopic tools and able to comply with the RCM constraint.

The development of the overall architecture was split into three phases:

� a �rst architecture was designed exploiting closed chain manipulators theory, and

synthesizing the controller considering the e�ects the RCM constraint produces at

a dynamic level. The overall system emulates a virtual dynamics that enforces

the RCM constraint, and, for which, any desired behavior can be designed and

reproduced by means of the torque controller.

� an improved and optimized architecture was later developed and validated, ad-

dressing the main problems arose during the development and validation of the

previous architecture.

� the improved controller was validated in a bilateral SMSS teleoperation set-up,

demonstrating its usefulness even for non-autonomous applications.
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5.2 Problem Statement

Consider a n-DOFs manipulator represented by the following Euler-Lagrange model:

M
(
q(t)

)
q̈(t) + C

(
q(t), q̇(t)

)
q̇(t) +G

(
q(t)

)
= τ(t) + τ ext(t) (5.1)

where q(t) ∈ Rn is the generalized coordinates vector, M
(
q(t)

)
∈ Rn×n is the inertia

matrix, C
(
q(t), q̇(t)

)
∈ Rn×n is the centrifugal force and Coriolis forces matrix and

G
(
q(t)

)
∈ Rn is the gravitational vector. The term τ(t) ∈ Rn is the joint torque vector

and τ ext(t) is the vector of generalized external torques, i.e. the torques applied by the

by the environment.

For sake of clarity, the time-dependence of the variables will be hereafter omitted when

the context is clear.

The end-e�ector of the manipulator is endowed with a laparoscopic tool that is inserted

inside the patient's abdominal wall. As already mentioned, this insertion constrains the

movement of the tool: three rotations about the insertion point and a translation along

the tool direction are allowed in order to guarantee the RCM.

The goal is to build a torque controller for (5.1), i.e. design τ in (5.1), that dynamically

constrains the motion of the tool according to the RCM constraints and that, at the

same time, allows to reproduce a desired dynamic behavior.

5.3 RCM Controller V1.0

Before moving to the description of the controller, it is necessary to show how the RCM

constraint is modeled.

In order to graphically convey the basic idea by which this modeling is performed, con-

sider a simple example with a 3 DOFs planar manipulator, as shown in Figure 5.1a. In

the planar scenario, the RCM constraint limits the number of DOFs of the surgical tool

from three to two: one rotation around the insertion point and a translation along the

tool direction. This implies that the constrained model can be obtained from the 3 DOFs

planar manipulator shown in Figure 5.1a by adding two additional virtual joints. Figure

5.1b shows the augmented model. In particular:

� the prismatic virtual joint q3 emulates the movement of the tool along its direction.

� the rotational virtual joint q4, �xed on the insertion point, emulates the presence

of the RCM, allowing only rotation of the tool around the insertion point.

The laparoscopic tool is �xed on the end-e�ector of the manipulator, and its direction is

always coincident with the �rst virtual joint, i.e. the linear guide. In this way, the tool

passes always through the RCM.

This procedure can be simply extended to the 6-DOFs case by replacing the joint q4 with

a spherical joint, and considering a manipulator with at least 6 DOFs.
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(a) (b)

Figure 5.1: RCM modeling example for a 3-DOFs planar manipulator. (TT) Tool tip. (ltool)
Tool length.

It is worth noting that modeling the system in this way leads to a virtually closed

chain manipulator since both the �rst and the last joints are �xed. From hereafter,

the manipulator (5.1) will be referred to as RM (real manipulator), and the virtually

closed chain manipulator as VM (virtual manipulator). In the planar example reported

in Figure 5.1, RM is the manipulator in Figure 5.1a and VM is the manipulator in Figure

5.1b.

The desired behavior is designed for VM at the torques level, accordingly with the task

to be performed. Given the desired behavior, the dynamics of VM is �rst emulated. The

emulation produces the accelerations of VM, which are used as the reference for RM,

which implements the real task. Based on this, the control problem can be split into two

main problems:

� emulate the dynamics of VM and compute the reference accelerations.

� track the acceleration reference with a torque controller.

For each problem, a dedicated controller is developed. The outer controller emulates

the dynamics of VM using the information collected from RM and applying the desired

torque. The emulation provides the desired accelerations, that are driven to the inner

controller, whose role is to make RM track the acceleration reference.

5.3.1 Outer Controller

From the joint positions and velocities of RM, the outer controller computes the joint

positions and velocities of VM by considering the virtual joints, as described in Section

5.2 (see Section 5.3.3 for more details).

VM is a dynamic system with m = n+ 4 joints, where n ≥ 6 is the number of DOFs of

RM. The dynamic model of VM can be obtained starting from its Euler-Lagrange model:

Mc(qc)q̈c + Cc(qc, q̇c)q̇c +Gc(qc) = τc (5.2)

where qc ∈ Rm is the generalized coordinates vector, Mc(qc) ∈ Rm×m is the inertia

matrix, Cc(qc, q̇c) ∈ Rm×m is the centrifugal force and Coriolis forces matrix, Gc(qc) ∈ Rm
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is the gravitational vector and τc ∈ Rm is the joint torque vector.

Since the outer controller is used as a dynamics emulator, the dynamic parameters that

characterize the model (e.g. the inertia properties of the links) can be freely chosen by

the user, while the kinematic quantities (e.g. links length) depend on RM.

The model in (5.2) is not subject to any constraint, namely, applying a generic set of

torques τc does not guarantee that the system will behave like a closed chain system since

the ending position of the chain is not �xed.

Assume that the system in (5.2) is subject to a certain general set of kinematic constraint,

e.g. the chain has to be closed. The constraint can be represented as:

ψi(qc) = 0 i = 1, ..., p (5.3)

where ψi(qc) represents the generic i-th constraint equation and p is the number of

constraints equations.

Di�erentiating Equation (5.3) with respect to time twice yields the following constraint

equations:

ψ̈i(qc, q̇c, q̈c) =
∂2ψi

∂2qc
q̇2c +

∂ψi

∂qc
q̈c = 0 i = 1, ..., p (5.4)

By setting:

Ai(qc) =
∂ψi

∂qc
bi(qc, q̇c) =

∂2ψi

∂2qc
q̇2c (5.5)

Equation (5.4) can be rewritten as:

Ai(qc)q̈c = bi(qc, q̇c) (5.6)

This means that by setting:

A =


A1

A2

...

Ap

 b =


b1

b2
...

bp

 (5.7)

the set of constraints (5.3) can be thus rewritten compactly, as:

A(qc)q̈c = b(qc, q̇c) (5.8)

Using (5.8) in (5.2), the dynamic model of the system in (5.2) subject to the set of

constraints (5.3) can be rewritten as:

Mc(qc)q̈c = Q(qc, q̇c) +Qconstr(qc, q̇c) (5.9)

where Q can be obtained from (5.2) as:

Q(qc, q̇c) = τc − Cc(qc, q̇c)q̇c −Gc(qc) (5.10)

and Qconstr is the additional joint torque vector that arises to ensure that the constraint
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requirements (5.3) are satis�ed, and it can be explicitly obtained using the Udwadia-

Kalaba Equation [133] as:

Qconstr(qc, q̇c) =Mc(qc)
1
2B+(qc)

(
b(qc, q̇c)−A(qc, q̇c)M(qc)

−1Q(qc, q̇c)
)

(5.11)

in which:

B(qc) = A(qc, q̇c)Mc(qc)
1
2 (5.12)

and the superscript + represents the Moore-Penrose generalized inverse.

Let xc(qc) ∈ R3 be the position of the last joint of the model in (5.2), i.e. the position

of the virtual spherical joint that emulates the presence of the RCM. From a kinematic

point of view, constraining the serial chain to be close can be achieved forcing that:

ψ(qc) = xc(qc)− xdesrcm = 0 (5.13)

where xrcmdes ∈ R3 is the desired position at which the chain has to close, i.e. the position

of the RCM.

This means that Ai(qc, q̇c) and bi(qc, q̇c) can be computed by di�erentiating each com-

ponent of (5.13) with respect to time twice. The overall constraint matrices can be then

computed by grouping Ai and bi as in (5.7). VM can be then modeled substituting them

in (5.9) using (5.10), (5.11), and (5.12).

The term τc in (5.2) can be chosen to implement any desired behavior of VM. Once τc

has been designed, the accelerations of VM can be simply computed by:

q̈c =Mc(qc)
−1

(
Q(qc, q̇c) +Qconstr(qc, q̇c)) (5.14)

As observable from (5.9), the maintenance of the constraint is independent of the choice

of τc. This, in association with the free choice of the dynamic parameters of the model,

gives an extreme �exibility to the system. In fact, it is possible to design the desired

behavior of (5.2) disregarding the RCM constraint and then, exploiting (5.14), achiev-

ing the acceleration corresponding to the RCM compliant (i.e. it satis�es the RCM

constraint) version of the desired behavior.

In order to make RM behave like VM, it is necessary to build a controller that enables

RM in (5.1) to track the acceleration (5.14). The design of the controller will be shown

in the next subsection.

Since the joints position and velocity of VM are computed starting from the joints position

and velocity of RM, VM and RM will be always synchronized in terms of positions and

velocities. This means that tracking the accelerations in (5.14) will allow RM to behave

like VM.
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5.3.2 Inner Controller

The goal of the inner controller is to guarantee that RM as in (5.1) follows the acceler-

ation set-point provided by the outer controller.

The acceleration computed by outer controller q̈c as in (5.14) lies in Rm while the acceler-

ation of RM q̈ lies in Rn with m = n+4. Let de�ne q̈ des ∈ Rn as the �rst n components

of q̈c, the ones that correspond to real controllable joints:

q̈ des =
[
In 0n×4

]
q̈c (5.15)

where In and 0n×4 are the identity matrix and the zero matrix of proper dimensions,

respectively.

The problem of following q̈ des can be achieved design a controller such that:

τ =Mq̈ des + C(q, q̇)q̇ +G(q)− τ ext + τ rcm (5.16)

where τ rcm ∈ Rn is a torque contribution introduced to improve the RCM position

tracking.

From a theoretical point of view, the term τ rcm is not needed since substituting (5.16)

into (5.1) setting τ rcm = 0 brings to:

q̈ = q̈ des (5.17)

which means perfect acceleration tracking.

The RCM constraint introduced with (5.13) in (5.8) and then in (5.9) for VM acts on the

acceleration level q̈c, and depends on the positions qc and velocities q̇c. Misalignment in

terms of qc and q̇c will occur when the integration time of the model is �nite (e.g. discrete

time controller). These misalignments cause errors in evaluating the constraint function

(5.8), consequently, in the evaluation of the model (5.9) and, �nally, in the evaluation of

the acceleration (5.14), rapidly degrading the overall performance.

As reported in the following, the term τ rcm enforces the tracking of the RCM position,

improving the evaluation of the constraint (5.13) and (5.8). This allows to increase the

performance of the emulation of VM and the �delity of the acceleration reference q̈c,

increasing the performance of the overall system.

A strategy to de�ne the term τ rcm is to design a feedback controller and monitor the

position and the speed of the RCM during the motion of the system. As proposed in

[126], the computation of the position and of the speed of the RCM can be performed as

in the following. First, the position of the RCM can be computed as:

xrcm(q) = xee(q) + λl(q)l̂(q) (5.18)

where xrcm(q) ∈ R3 is the Cartesian position of the RCM, xee(q) ∈ R3 is the Cartesian

position of the end-e�ector, l̂(q) ∈ R3 is the unit vector representing the tool direction
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(e.g. the z axis of the end-e�ector) and:

λl(q) = l̂T (q)(xdesrcm − xee(q)) (5.19)

where xdesrcm ∈ R3 is the desired Cartesian position of the RCM.

Once the end-e�ector of the robot is endowed with the laparoscopic tool and the tool axis

is de�ned with respect to the end-e�ecor, Equation (5.18) can be exploited to compute

the actual RCM position xrcm(q). Figure 5.2 reports a schematic representation of how

the RCM position is computed.

Figure 5.2: Schematic representation of how the RCM position is computed.

I can ba noticed that xrcm as in (5.18) depends only on the con�guration q and by

the desired position of the RCM xdesrcm. This means that, once xdesrcm has been de�ned,

di�erentiating (5.18) with respect to time leads to:

ẋrcm =
∂xrcm
∂q

q̇ (5.20)

Therefore, a mapping between the joint velocities and the RCM velocity can be de�ned

through the Jacobian matrix Jrcm ∈ R3×n as:

Jrcm =
∂xrcm
∂q

(5.21)

and the RCM velocity can be computed as:

ẋrcm = Jrcmq̇ (5.22)

Once the position and the velocity of the RCM has been computed, a feedback controller

for the improvement of the RCM tracking can be designed setting:

τ rcm = JT
rcm

(
Krcm

(
xdesrcm − xrcm

)
−Drcmẋrcm

)
(5.23)

where Krcm, Drcm ∈ R3×3 are the proportional and derivative gains of the RCM error.
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Figure 5.3 reports a schematic representation of the overall controller.

Figure 5.3: Schematic representation of the overall controller.

5.3.3 Virtual Joints Computation

Given the con�guration q of RM, the corresponding con�guration qc of VM can be

computed by setting:

qc =
[
q qn+1

c . . . qn+4
c

]T
(5.24)

The �rst n component of qc represents the con�guration of RM. The �rst virtual joint

qn+1
c consists of a linear guide, with the same axis of the tool and link position coincident

with the RCM position xrcm. For this reason, q
n+1
c can be computed as in (5.19) as:

qn+1
c = l̂T (q)(xdesrcm − xee(q)) (5.25)

where symbols are de�ned in Section 5.3.2. The remaining virtual joints qn+2
c ,qn+3

c ,qn+4
c

represents a virtual spherical joint with ending orientation equal to the orientation of the

base frame, and can be computed as:

qn+2
c = atan2(R2,3, R1,3) (5.26)

qn+3
c = atan2(

√
R2

1,3 +R2
2,3, R3,3) (5.27)

qn+4
c = atan2(R3,2,−R3,1) (5.28)

where R = R(q) ∈ R3×3 is the rotation matrix that represents the orientation of the

end-e�ector of RM with respect to the base frame, and Ri,j ∈ R represents the element

of R at the i-th rows and j-th column.

Once the con�guration of has been computed, the joint velocity of VM can be computed

starting from the velocity q̇ of RM, computing the end-e�ector twist and re-computing

the closed chain joints velocity q̇c of VM exploiting the closed chain Jacobian, as described

in [134]:

q̇c = Jc(qc)ẋ (5.29)

where Jc(qc) ∈ Rm×6 is the closed chain Jacobian matrix.
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5.4 Validation

This section reports the simulations and the experiments performed in order to test the

validity of the proposed method.

This validation aims to show that the user can freely choose a control action to perform

a task, independently of the RCM. Then, the user can implement the control action

directly to RM (hereafter referred to as the unconstrained scenario), or to VM with the

proposed framework to perform the same task but complying with the RCM (hereafter

referred as the constrained scenario).

For this validation, a trajectory tracking task using a computed torque control action is

performed.

Both simulations and experiments were performed using a KUKA LWR 4+ 7-DOFs

robot with a laparoscopic-like tool mounted at the end-e�ector, and by planning an

RCM compliant helical trajectory for the tool-tip movement in the Cartesian space, as

represented by the blue markers in Figure 5.4. The Cartesian trajectory was converted

into the joint space and used as the reference for both the unconstrained scenario (i.e.

RM) and the constrained scenario (i.e. VM).

As reported in Section 5.3, the main parameters of the model used for VM in the outer

controller can be freely chosen by the user. For this reason, consider a locally gravity

compensated manipulator and neglect the centrifugal and Coriolis term due to the low

speed requested by the planned trajectory. The mass matrix Mc was computed starting

from a desired mass matrix in the Cartesian space and then translated into the joint

space as:

Mc(qc) =
(
J(qc)

)+(
Bdes

c

)−1(
J(qc)

T
)+

(5.30)

where Bdes
c ∈ R6 is the desired mass matrix in the Cartesian space and J(qc) ∈ R6×m is

the Jacobian of VM.

For the constrained scenario, the computed torque controller can be implemented ex-

ploiting the inner controller and by setting:

τc =Mc(q)
(
q̈ des
c +Kc(q

des
c − qc) +Dc(q̇

des
c − q̇c)

)
(5.31)

in the outer controller, where q̈ des
c , q̇ des

c , qdesc ∈ Rm are the desired acceleration, velocities

and positions respectively, and Kc, Dc ∈ Rn×n are the controller sti�ness and damping

respectively.

For the unconstrained scenario, the same controller can be implemented by removing

both the outer controller and the inner controller and by directly setting:

τ =M(q)
(
q̈ des +K(qdes − q) +D(q̇ des − q̇)

)
+ C(q, q̇)q̇ +G(q) (5.32)

where:

qdes =
[
In On×4

]
qdesc
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and:

K =
[
In On×4

]
Kc

[
In

O4×n

]
, D =

[
In On×4

]
Dc

[
In

O4×n

]
The sti�ness values K ∈ Rn and the damping values D ∈ Rn were set equal to the �rst n

component of the sti�ness values Kc and the damping values Dc used in the constrained

scenario, to achieve a more truthful comparison.

The trajectory was composed of 500 points with a completion time of 25s. The same

trajectory was linearly interpolated in the joint space to provide to the controller the

correct reference. A low number of points and an interpolation on the joint space are

used in order to bother both the trajectory tracking and the RCM tracking.

Table 5.1 reports the controller gains used for both simulations and experiments while

Table 5.2 reports the proportional and derivative gains used in the RCM tracking im-

provement term (see Equation (5.23)).

Joint
Simulations Experiments

Sti�ness
[
Nm
rad

]
Damping

[
Nm·s
rad

]
Sti�ness

[
Nm
rad

]
Damping

[
Nm·s
rad

]
1 1000 100 1000 30
2 1000 100 1000 30
3 1000 100 100 1
4 1000 100 1000 30
5 1000 100 500 10
6 1000 100 300 10
7 1000 100 200 10
8 1000 100 10 1
9 1000 100 10 1
10 1000 100 40 1
11 1000 100 10 1

Table 5.1: Controller joints sti�ness and damping parameters used for the simulation and the
experiments.

Axis
Simulations Experiments

Sti�ness
[
Nm
rad

]
Damping

[
Nm·s
rad

]
Sti�ness

[
Nm
rad

]
Damping

[
Nm·s
rad

]
x 100 2 5000 200
y 100 2 5000 200
z 100 2 5000 200

Table 5.2: Controller RCM sti�ness and damping parameters used for the simulation and the
experiments.

Remark. In the unconstrained scenario the contribution τ rcm can not be simply added

to the controller action (5.32) since the control action due to (5.32) and the term τ rcm

are not compatible with each other, i.e. they are not both RCM compliant. In general,

it is not guaranteed that by adding two terms, which individually produce two e�ects, the

sum of the e�ects is obtained. Simulations and experiments show that this does not hold

when adding τ rcm in (5.16). Substituting (5.16) into (5.1) leads to:

M(q)q̈ =M(q)q̈ des + τ rcm (5.33)
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and the two terms M(q)q̈des and τ rcm are both RCM compliant for construction, and

then, compatible with each other.

5.4.1 Simulations

Simulations were initially performed tracking the original 500 points trajectory for both

the unconstrained scenario and the constrained scenario. Then, the number of points of

the commanded trajectory was decreased to 250, 125, and 63.

All the simulations are performed using MATLAB® and the Robotic Toolbox [111], with

a constant discrete time step of 1ms.

The results of the simulation are reported in Figures 5.4, 5.6, and 5.8 for the unconstrained

scenario and in Figures 5.5, 5.7, and 5.9 for the constrained scenario.

Figure 5.4 and Figure 5.5 report the tool-tip trajectory for the unconstrained scenario

and the constrained scenario respectively. As visible looking at both the �gures, the

quality of the tracking decreases as the number of points used to describe the desired

trajectory decreases, as expected.

Despite this, the worsening introduced by the low number of points is visibly more con-

tained when the trajectory is performed using the proposed controller (i.e. the constrained

scenario), as visible comparing Figures 5.6 and 5.7, which report the tool-tip trajectories

tracking error norms for both the unconstrained scenario and the constrained scenario.

Figure 5.4: Tool-tip trajectories for the unconstrained scenario.
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Figure 5.5: Tool-tip trajectories for the constrained scenario.

Figure 5.6: Tool-tip trajectories tracking error norms for the unconstrained scenario.

Figure 5.8 and Figure 5.9 reports the norm error between the desired RCM position and

the RCM real position for the same simulations. The same considerations of the tool-tip

hold for the RCM error. Decreasing the number of points used to describe the desired

trajectory increases the RCM error, in particular for the unconstrained scenario. The

error is drastically reduced in the constrained scenario where the proposed controller is

used, as expected. This highlights the e�ectiveness of the proposed strategy.
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Figure 5.7: Tool-tip trajectories tracking error norms for the constrained scenario.

Figure 5.8: RCM error norms for the unconstrained scenario.

Figure 5.9: RCM error norms for the constrained scenario.

In order to prove the e�ectiveness of the proposed architecture with respect to the state

of the art, a comparison with the strict priority method proposed in [126] is performed.
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The controller in [126] can be implemented by setting:

τ = τ1 +N2τ2 (5.34)

where τ1 ∈ Rn is the torque control vector of the primary task, N2 ∈ Rn×n is the null-

space projector of the secondary task and τ2 ∈ Rn is the torque control vector of the

secondary task.

The term τ1 is de�ned as:

τ1 = J̄T
rcm

(
−K1ζ −D1ζ̇

)
(5.35)

where ζ ∈ R describes the task and it is de�ned as:

ζ = −D = −D̂T (xdesrcm − xrcm) (5.36)

with D̂ representing the unit vector in the direction from xrcm toward xdesrcm.

The term J̄rcm ∈ R1×n can be computed as:

J̄rcm = D̂TJrcm (5.37)

By setting τ1 as reported above, the primary task takes care of maintaining the RCM

constraint. As a secondary task, the computed torque controller is projected by setting:

N2 = I − J̄T
rcm

(
J̄+
rcm

)T
(5.38)

and:

τ2 =M(q)
(
q̈ des +K(qdes − q) +D(q̇ des − q̇)

)
+ C(q, q̇)q̇ +G(q) (5.39)

Table 5.3 reports the maximum error norm between the RCM desired position and the

RCM real position for all the simulations conducted. In both the unconstrained scenario

and with the controller proposed in [126], the maximum RCM error increase easily, ex-

ceeding safe values. This does not hold for the constrained scenario, where the maximum

RCM error remains constant and below a safe value for all the simulations, emphasizing

the e�ectiveness of the proposed method to correctly maintain the RCM constraint while

performing a task. Moreover, the steadiness with which the RCM error is maintained

varying the trajectory points number underlines the robustness of the proposed method

with respect to [126].

Scenario
Trajectory points

Units
500 250 125 63

unconstrained 0.1306 0.5002 2.0889 9.0893 [mm]
constrained 0.0467 0.0457 0.0389 0.0398 [mm]

[126] 0.0324 0.4125 0.6761 1.5550 [mm]

Table 5.3: Comparison of the maximum RCM error norms varying the number of points with
which the trajectory is planned.
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Trajectories performed with the controller proposed in [126] are not reported since they

are very similar to those shown in Figure 5.5.

5.4.2 Experiments

Two di�erent experiments are performed. The �rst experiment replicates the simula-

tions, using the 500 points planned trajectory, to validate the practical e�ectiveness of

the proposed controller. For the second experiment, two di�erent RCM compliant con-

�gurations are chosen. Hence, a point-to-point trajectory that moves the robot from one

con�guration to the other was computed using a 5-th order polynomial for each joint.

This trajectory was then used as the reference for both the unconstrained scenario and

the constrained scenario. This trajectory clearly violates the position of the RCM. In-

deed, this second experiment aims to validate the behavior of the proposed controller

in extreme conditions, proving its real �exibility. Both the experiments were performed

with a controller step time of 1ms.

The results of the �rst experiment are depicted in Figures 5.10, 5.11, and 5.12, which

reports the tool-tip trajectory, the tool-tip trajectory tracking error norm, and the RCM

error norm, respectively. Results are reported for only the constrained scenario since the

comparison between the two scenarios has been largely covered in the previous subsection.

Figure 5.10: Tool-tip trajectory in the �rst experiment.

As expected, the robot tracks the desired trajectory with good tracking performance,

from both the trajectory and the RCM point of view. The controller allows to keep the

trajectory tracking error near the millimeter and to increase the RCM position accuracy

from 2.33mm to 0.79mm, with respect to the same trajectory tracked in the uncon-

strained scenario. The relevant improvement of the RCM position accuracy allows to

state the e�ectiveness of the proposed controller also for real experiments.
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Figure 5.11: Tool-tip trajectory tracking error norm in the �rst experiment.

Figure 5.12: RCM error norm in the �rst experiment.

The RCM error was computed using Equation (5.18) with the direct kinematic performed

using the measurements of the robot encoders.

The results of the second experiment are reported in Figures 5.13, 5.14, and 5.15.

As evident from Figure 5.13, the two controllers move the robot following di�erent tra-

jectories. In the unconstrained scenario, the commanded trajectory was tracked with

high �delity but reporting an expected unacceptable high maximum RCM error norm of

19.60mm. In the constrained scenario the original trajectory was modi�ed by the con-

troller degrading the trajectory tracking performance but allowing to register a maximum

RCM error norm of 0.69mm.

The di�erences between the commanded trajectory and the performed one, accompa-

nied by the signi�cant decrease in the registered maximum RCM error norm allows to

state that the controller is able to change the behavior of the robot such that the RCM

constraint is always guaranteed.

All the results allow to state the e�ectiveness of the proposed strategy.
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Figure 5.13: Tool-tip trajectory comparison between the unconstrained scenario and the con-

strained scenario in the second experiment.

Figure 5.14: Tool-tip trajectory tracking error norms comparison between the unconstrained

scenario and the constrained scenario in the second experiment.
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Figure 5.15: RCM error norms between the unconstrained scenario and the constrained scenario

in the second experiment.

5.5 RCM Controller V2.0

The torque controller presented so far was developed by formulating the RCM constraint

exploiting closed chain manipulator theory and by using virtual joints. The major issue

of this controller is that the system emulates the dynamic of a virtual system, making

di�cult to �nd a relationship between the emulated dynamics and the real one. This

did not allow the system to e�ectively interact with the environment and, therefore, to

implement a compliant motion control, e.g. impedance control.

To solve this problem and improve the capabilities of the system, the dynamic constraint

method used in Section 5.3.1 is used to directly constrain the dynamics of the manipulator

(5.1), allowing to remove the simulation of virtual joints and decrease the computational

load. Moreover, this allows to implement more e�ective controllers.

5.5.1 Controller

Constraining Method

To synthesize the controller, the same constraining method used in Section 5.3.1 is used

to constraint (5.1). This method can be summarized as in the following:

� consider a generic m-DOFs manipulator represented by the Euler-Lagrange model

(5.2).

� consider that the system in (5.2) is subject to a set of kinematic constraints modeled

as (5.8).

� the dynamic model of the manipulator (5.2) subject to the constraint (5.8) is rep-

resented by (5.9) with (5.10), (5.11) and (5.12).
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RCM Constraint

Since the RCM constraint reported in Section 5.3.1 was developed for the virtual manipu-

lator VM and not for the real manipulator RM, a new description of the RCM constraint

must be formulated for (5.1). This can be done by setting:

xrcm(q) = xdesrcm (5.40)

where xrcm(q) ∈ R3 and xdesrcm ∈ R3 are the real and the desired Cartesian position of the

RCM, respectively, and xrcm(q) can be computed using (5.18) and (5.19).

The term xrcm, already de�ned in (5.18), depends only on the con�guration q and by

the desired position of the RCM xdesrcm. This means that, once xdesrcm has been de�ned,

di�erentiating (5.40) with respect to time twice leads to:

Jrcmq̈ + J̇rcmq̇ = 0 (5.41)

Equation (5.41) can be rewritten as:

Jrcmq̈ = −J̇rcmq̇ (5.42)

that has the same form as (5.8). Indeed, setting:

Arcm = Jrcm, brcm = −J̇rcmq̇ (5.43)

lead to:

Arcmq̈ = brcm (5.44)

This means that using (5.44) and the constraining strategy reported in the previous

section on (5.1) allows to compute the dynamic model of (5.1) subject to the RCM

constraint.

Controller Synthesis

As already mentioned in Section 3.3, the control torque τ for (5.1) have to design such

that the motion of the system is always compliant with the RCM, leaving the user to

freely design the desired behavior.

In order to guarantee the RCM constraint, the e�ects of the external force need to be

compensated by the controller. In this way, an interaction with the environment will

never produce an RCM non-compliant behavior. This can be simply achieved by setting:

τ = τ̄ − τ ext (5.45)

where τ̄ ∈ Rn is the new control input vector.

121



Substituting (5.45) in (5.1) it follows that:

M(q)q̈ + C(q, q̇)q̇ +G(q) = τ̄ (5.46)

in which the external force e�ect has been compensated.

The model in (5.46) has the same form as the model in (5.2). Following the approach

reported in Section 5.3.1 and summarized in Section 5.5.1, (5.46) can be constrained

using (5.44) by setting:

τ̄ = Q(q, q̇) +Qconstr(q, q̇) + C(q, q̇)q̇ +G(q) (5.47)

where:

Q(q, q̇) = τ⋆ − C(q, q̇)q̇ −G(q) (5.48)

Qconstr(q, q̇) =M(q)
1
2B+(q)

(
brcm(q, q̇)−Arcm(q, q̇)M(q)−1Q(q, q̇)

)
(5.49)

B(q) = Arcm(q, q̇)M(q)
1
2 (5.50)

and τ⋆ is the new control input.

Substituting (5.47) in (5.46) leads to:

M(q)q̈ = Q(q, q̇) +Qconstr(q, q̇) (5.51)

that, with the same form of (5.9), is equivalent to the dynamic model of the manipulator

(5.46) subject to the RCM constraint (5.40). This means that setting τ̄ as in (5.47)

will make the system behave compliantly with the RCM, regardless of the choice of

τ⋆. This means that the desired control action term τ⋆ can be freely chosen by the user

disregarding the RCM constraint. The term τ⋆ can be then employed in (5.47) to achieve

the RCM compliant version of the desired control action. This confers extreme �exibility

to the system.

RCM Enforcement

As mentioned in Section 5.3.2 the RCM constraint (5.44) depends on the positions q

and velocities q̇ and works on the acceleration level q̈. This means that misalignment in

terms of the RCM position will occur when the integration time of the model is �nite (e.g.

discrete-time controller) and/or when the model of the system is not perfectly known.

These misalignments cause errors in evaluating the constraint function (5.44) and then in

the evaluation of constraining action (5.49), rapidly degrading the overall performance.

In order to enforce the tracking performance of the RCM position, the same term τ rcm as

(5.23) in Section 5.3.2 is added to the overall control action (5.47). This term implements

a feedback controller and monitors the position and the speed of the RCM during the

motion of the system. This enforces the tracking of the RCM position, improving the

evaluation of the constraint (5.44) and of the constraint torque (5.49). This allows to

increase the performance of the overall system.
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Overall Controller

The overall controller for the system in (5.1) can be synthesized considering (5.47), (5.45),

and (5.23) as:

τ = Q(q, q̇) +Qconstr(q, q̇) + C(q, q̇)q̇ +G(q)− τ ext+

+JT
rcm

(
Krcm

(
xdesrcm − xrcm

)
−Drcmẋrcm

) (5.52)

that makes the system in (5.1) behaves like:

M(q)q̈ = Q(q, q̇) +Qconstr(q, q̇) + JT
rcm

(
Krcm

(
xdesrcm − xrcm

)
−Drcmẋrcm

)
(5.53)

with τ⋆ in Q(q, q̇) as control input.

Exploiting τ⋆ the user can implement the desired control action. Consider a desired be-

havior for the manipulator (e.g. impedance control) and let u ∈ Rn be the corresponding

control input. There are two main options for the implementation:

1. Set τ̄ = u in (5.45), disregarding the RCM constraint.

2. Set τ⋆ = u in (5.52), in order to explicitly consider the RCM constraint.

As for the previous controller, the scenario in which the desired control action is im-

plemented using τ̄ in (5.45) will be hereafter referred to as the unconstrained scenario,

and scenario in which the desired control action is implemented using τ⋆ in (5.52) as the

constrained scenario.

5.6 Validation

5.6.1 Simulations

Several simulations were conducted before moving to the implementation on a real ma-

nipulator, with the aim of testing the e�ectiveness of the proposed controller.

As for the previous controller, all the simulations were performed considering a KUKA

LWR 4+ 7-DOF robot with a laparoscopic-like tool mounted at the end-e�ector, and by

planning a Cartesian RCM compliant helical trajectory with a completion time of 25s.

The simulations are performed using MATLAB® and the Robotic Toolbox [111], with a

constant discrete-time step of 1ms.

All simulations are performed setting:

Krcm = diag(10.0, 10.0, 10.0)

Drcm = diag(1.0, 1.0, 1.0)
(5.54)

123



Trajectory Following

The �rst simulation set is a comparison with the previous controller and aims at demon-

strating the e�ectiveness of the proposed controller in performing a trajectory following

task while guaranteeing the RCM constraint.

In these simulations, the desired control action is the computed torque control action.

This was achieved by setting:

τ̄ = C(q̇, q)q̇ +G(q) +M(q)
(
q̈ des +K(q des − q) +D(q̇ des − q̇)

)
(5.55)

for the unconstrained scenario, and:

τ⋆ = C(q̇, q)q̇ +G(q) +M(q)
(
q̈ des +K(q des − q) +D(q̇ des − q̇)

)
(5.56)

for the constrained scenario, where q̈ des, q̇ des, q des are the desired acceleration, velocities

and positions respectively, and K,D ∈ Rn×n are the controller sti�ness and damping

respectively.

As for the previous controller, the problem of tracking a helical trajectory represented

by a variable number of points, from 500 to 63 is considered.

In order to achieve a more truthful comparison, the parameters K and D are set as in

the previous controller (see Table 5.1) as:

K = diag(1000, 1000, 1000, 1000, 1000, 1000, 1000)

D = diag(100, 100, 100, 100, 100, 100, 100)
(5.57)

Simulations performed for the unconstrained scenario lead back exactly to those reported

in Section 5.4.1. For this reason, they are not reported in this section.

Figures 5.16 and 5.17 reports the trajectory and the trajectory tracking error norms

achieved in the constrained case, respectively. Both results allows to state that the

controller is able to correctly track the desired trajectory independently on the number

of points used to describe the trajectory. Figure 5.18 reports the RCM error norm.

Table 5.4 reports the maximum RCM error norm for all the simulations. In the uncon-

strained scenario, the error is higher with respect to the other scenarios and grows when

the point used to describe the trajectory decrease. This is an expected behavior as the

controller used in this scenario does not take into account the RCM constraint.

Scenario
Trajectory points

Units
500 250 125 63

unconstrained 0.1306 0.5002 2.0889 9.0893 [mm]
constrained 0.0470 0.0470 0.0467 0.0470 [mm]

previous controller 0.0467 0.0457 0.0389 0.0398 [mm]

Table 5.4: Comparison of the maximum RCM error norms varying the number of points with
which the trajectory is planned.
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Figure 5.16: Trajectory following - Tool-tip trajectories for the constrained scenario.

Figure 5.17: Trajectory following - Tool-tip trajectories tracking error norms for the constrained
scenario.

This does not happen when switching to the unconstrained scenario, where the proposed

controller is employed. In fact, explicitly considering the RCM constraint allows to

e�ectively maintain the RCM position regardless of the number of points with which the

trajectory is described. This allows to state the e�ectiveness of the proposed controller,

which reports a maximum RCM error norm an order of magnitude below the millimeter

for all the simulations.

Comparable performances are reported with respect to the previous controller. However,

the previous controller does not allow the system to interact e�ectively with the envi-
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Figure 5.18: Trajectory following - RCM error norms for the constrained scenario.

ronment, as it bases its behavior on an emulated dynamics. This does not hold for the

proposed controller as it will be shown in the next sections.

Impedance Control

The second simulation aims at demonstrating that the proposed controller can be em-

ployed with a compliant motion control and e�ectively interact with the environment.

Here, the desired control action is the impedance control, and is implemented by setting:

τ̄ = C(q, q̇)q̇ +G(q) + J(q)TΛ(q)
(
q̈ des+

−J̇(q)q̇ − (Λdes)−1(Π desė+ Γ dese+ F ext)
) (5.58)

for the unconstrained scenario, and:

τ⋆ = C(q, q̇)q̇ +G(q) + J(q)TΛ(q)
(
q̈ des+

−J̇(q)q̇ − (Λdes)−1(Π desė+ Γ dese+ F ext)
) (5.59)

for the constrained scenario, where Λ(q), Λdes ∈ R6×6 are the Cartesian inertia matrix

and the desired Cartesian inertia matrix respectively, J(q) ∈ R6×n is the Jacobian ma-

trix and Πdes, Γdes ∈ R6×6 are the controller desired Cartesian sti�ness and damping

respectively. The term e = x− xdes ∈ R6 is the Cartesian error between the actual pose

x ∈ R6 and the desired one xdes ∈ R6 while F ext ∈ R6 is the external Cartesian wrench

due to the interaction with the environment.

Substituting (5.58) in (5.45) and then in (5.1), is easy to show that the controller in

(5.58) makes the system in (5.1) behaves like a mass-spring-damper system:

Λdesẍ+Π desẋ+ Γ desx = F ext (5.60)

In order to simulate the interaction with the environment, a virtual external force F ext

in (5.59) of 60N is introduced along the y-axis, acting between t = 10s and t = 20s.
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For this simulation the following parameters were set:

Λdes = diag(1.0, 1.0, 1.0, 1.0, 1.0, 1.0)

Π des = diag(100, 100, 100, 10, 10, 10, 100)

Γ des = diag(5000, 5000, 5000, 500, 500, 500)

(5.61)

Figures 5.19 and 5.19 reports the tool-tip trajectory and tool-tip trajectory tracking error

norms, respectively. As observable, the trajectory is faithfully reproduced in the �rst part

of the simulation, where no external factors a�ect the execution of the task. Afterward,

the action of the external force deviates the behavior of the system in a sensitive way.

This behavior has to be attributed to the impedance control implemented, capable of

interacting in a compliant way with the external force. In the �nal section, the trajectory

returns to the original one and stops at the �nal point.

Figure 5.19: Impedance control - Tool-tip trajectory.

Figure 5.21 reports the evolution of the RCM error absolute value along the three axes

during the simulation. The error value always remains below 0.01mm along all three

axes, and has a maximum error norm of 0.009mm at t = 15.736s, clearly visible by the

peak in Figure 5.21. Indeed, in that instant is required a high angular velocity for one of

the joints, which leads the system to make a higher error. In any case, the error remains

very low.

The correct tracking of the trajectory, the compliance with respect to external forces,

and the low RCM error during the execution of the task allow to state that the proposed

controller is able to implement compliant motion control actions and interact with the

environment, always guaranteeing the RCM constraint satisfaction.
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Figure 5.20: Impedance control - Tool-tip trajectory tacking error norms.

Figure 5.21: Impedance control - RCM error norm.

Comparison with the State of the Art

This simulation reports a comparison between the simulation reported in Subsection 5.6.1

and the same simulation performed using the strict priority method proposed in [126]

(see Section 5.4.1) by setting:

τ1 = J̄T
rcm

(
−K1ζ −D1ζ̇

)
(5.62)

and:

τ2 = C(q, q̇)q̇+G(q)+J(q)TΛ(q)
(
q̈ des−J̇(q)q̇−(Λdes)−1(Π desė+Γ dese+F ext)

)
(5.63)

with K1 = 10.0, D1 = 1.0 and Λdes,Π des and Γ des as in (5.61), to have a more truthful

comparison.

Figures 5.22, 5.23, and 5.24 reports the results in terms of performed trajectory, trajectory

tracking error, and RCM error, respectively. As visible from Figure 5.22 the controller

correctly perform the trajectory when no external force is applied (i.e. for 0s < t <

10s and t > 20s) and, thanks to the impedance control action, is compliant when the
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external force acts (i.e. for 10s < t < 20s). However, this happens with a non-negligible

RCM error as visible in Figure 5.24 at 10s < t < 20s, where a maximum RCM error

of 24.2156mm is registered. As for the simulation reported in Section 5.6.1 with the

proposed controller, the peak error is registered near t = 15.7, where a high angular

velocity for one of the joints is required. In this scenario, considering the dynamic e�ect

the constraint produced on the dynamic the overall system as our controller does, allows

to clearly improve the performance.

Figure 5.22: Comparison with the state of the art - Tool-tip trajectory.

Figure 5.23: Comparison with the state of the art - Tool-tip trajectory tracking error norms.
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Figure 5.24: Comparison with the state of the art - RCM error norm.

5.6.2 Experiments

In order to prove the e�ectiveness of the proposed controller also for real manipulators,

the second simulation set is replicated experimentally, using the same KUKA LWR 4+

7-DOF robot with a laparoscopic-like tool mounted at the end-e�ector. In this case the

external force was directly measured using the torque sensors of the robot, and it is

introduced by the user interacting with the robot at the end of the trajectory, where the

robot track a �xed pose.

For the real experiments the following parameters were set:

Λdes = diag(2.5, 2.5, 2.5, 0.5, 0.5, 0.5)

Π des = diag(100, 100, 100, 50, 50, 50)

Γ des = diag(2000, 2000, 2000, 1000, 1000, 1000)

Krcm = diag(5000, 5000, 5000)

Drcm = diag(100, 100, 100)

(5.64)

Figure 5.25: Experiment - Tool-tip trajectory.
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Figure 5.26: Experiment - Tool-tip trajectory tracking error norms.

Figures 5.25 and 5.26 reports the tool-tip trajectory and the tool-tip trajectory error

norms of the experiment. An expected lack of accuracy in the tracking of the trajectory

with respect to simulations is reported. Indeed, this is associated with the non-idealities

of the real robot, the compliance control, and the inaccuracies of the model.

Figure 5.27 reports the RCM error absolute value along the three axes during the ex-

periment. In the �rst 25s, when the trajectory was performed without interaction, a

maximum error norm of 1.4085mm is reported at t = 15.692s. This small error and the

correct tracking of the trajectory prove the e�ectiveness of the proposed controller, and

its capability to perform trajectory tracking while guaranteeing the RCM constraint.

Figure 5.27: Experiment -RCM error norm.

Figure 5.28 reports the measured external forces and torques during the experiment. The

interaction occurs at the end of the trajectory tracking, for t > 25s, when especially the

forces notably increase. In the same time window, a notable deviation on the position

of tool-tip is reported, as visible in Figure 5.26 for t > 25s. This does not holds for

the RCM error. The movement of the tool-tip during the interaction and the associated

low RCM error allows to state that the proposed controller is able to perform compliant

motion control and e�ectively interact with the environment while guaranteeing the RCM

constraint.
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Figure 5.28: Experiment - Measured external forces and torques.

The RCM error was computed using the direct kinematic of the robot performed using

the measurements of the encoders, and by using Equation (5.18). The RCM reports a

very low maximum error norm on the entire experiment of 1.51mm at t = 42.909.

5.7 An RCM Compliant Bilateral Teleoperation

Architecture

The controller proposed so far consider the dynamic of the overall constrained system

and allows the user to design compliant motion control, making the system e�ectively

interact with the environment.

Simulations and experiments results show that the proposed controller is able to perform

a trajectory following task with di�erent control actions (computed torque and impedance

control action), guaranteeing the maintenance of the RCM with low error. Simulations

and experiments show also the capability of the system to physically interact with the

environment. Comparisons with other works show also that the proposed controller is

capable of providing overall superior performance.

However, the parameters related to the RCM enforcement need to be remarkably changed

when moving from simulations to experiments (see Equations (5.61) and (5.64)).

This is due to the fact that in simulation there are no di�erences between the robot model

used in the controller and the simulated one. In these conditions, the error introduced on

the RCM is mainly given by the �nite integration time step with which the simulation

is performed.

In the real case, the di�erences between the model used in the controller and the real
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robot are greater, producing a remarkably higher error on the RCM, which needs to be

compensated by raising the gains related to the RCM enforcement term.

To experimentally verify what is reported in the latter, and to demonstrate the versa-

tility of the proposed controller, the extension of the controller to admittance controlled

manipulator is proposed below. In fact, the implementation of admittance control allows

to de�ne the dynamic model of the controlled system a priori. This makes the controller

work properly by using low gains in the RCM enforcement term.

Moreover, the performances of the controller are evaluated through the development of

a bilateral smss teleoperation system.

5.8 Design of the Teleoperation System

5.8.1 Slave Side

Consider a ns-DOFs admittance controlled manipulator represented by the following

model:

Λsẍs(t) + Πsẋs(t) = Fs(t) + F ext
s (t) (5.65)

where xs ∈ R6 is the Cartesian pose of the end-e�ector, Λs ∈ R6×6 is the inertia matrix,

Πs ∈ R6×6 is the damping matrix, Fs ∈ R6 is the Cartesian force control vector and

F ext
s ∈ R6 is the external Cartesian force vector.

The constraining method reported in Section 5.3.1 and used in Section 5.5 works at

the joint torque level of the manipulator. This means that, in order to apply the same

constraining method on (5.65), the equivalent model of (5.65) on the joint space needs

to be computed. Assuming that the Jacobian matrix Js(qs) ∈ R6×n of the manipulator

is full rank and far from singularity, this can be done by observing that:

ẋs = Js(q)q̇s(t) (5.66)

and:

ẍs = Js(qs)q̈s(t) + J̇s(qs)q̇s(t) (5.67)

where qs ∈ Rns are the joint coordinate vector.

Substituting (5.66) and (5.67) in (5.65) leads to:

ΛsJs(qs)q̈s(t) + ΛsJ̇s(qs)q̇s(t) + ΠsJs(qs)q̇s(t) = Fs(t) + F ext
s (t) (5.68)

which can be rewrite pre-multiplying both sides of the equation by Js(qs)
T as:

JT
s (qs)ΛsJs(qs)q̈s(t)+J

T
s (qs)ΛsJ̇s(qs)q̇s(t)+J

T
s (qs)ΠsJs(qs)q̇s(t) = JT

s (qs)
(
Fs(t)+F

ext
s (t)

)
(5.69)

For sake of clarity, the dependences of the variables will be hereafter omitted when the

context is clear.
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Following the same principles used to constrain (5.1) in Section 5.5, the external force

F ext
s need �rst to be compensated to avoid undesired movement on the RCM due to

uncontrolled external factors. This can be done by setting:

Fs = F̄s − F ext
s (5.70)

which leads to:

JT
s (qs)ΛsJs(qs)q̈s + JT

s (qs)ΛsJ̇s(qs)q̇s + JT
s (qs)ΠsJs(qs)q̇s = JT

s F̄s (5.71)

By setting:

M eq
s (qs) = JT

s (qs)ΛsJs(qs) (5.72)

and:

τ eqs = JT
s (qs)F̄s (5.73)

the dynamic model of (5.65) in the joint space can be rewrite as:

M eq
s (qs)q̈s + JT

s (qs)ΛsJ̇s(qs)q̇s + JT
s (qs)ΠsJs(qs)q̇s = τ eqs (5.74)

with τ eqs ∈ Rns the new control input. Once τ eqs has been de�ned, the real control input

force Fs to be applied to the robot can be computed considering (5.73) and (5.70) as:

Fs = (JT
s )

+τ eqs − F ext
s (5.75)

The model in (5.74) is not subject to any constraint. Once again, following the same

principles used in Section 5.5 to constrain (5.1), the motion of the system (5.74) can be

constrained to the RCM by setting:

τ eqs = Qs(qs, q̇s) +Qconstr
s (qs, q̇s) + JT

s (qs)ΛsJ̇s(qs)q̇s + JT
s (qs)ΠsJs(qs)q̇s (5.76)

where:

Qs(qs, q̇s) = τ⋆s − JT
s (qs)ΛsJ̇s(qs)q̇s − JT

s (qs)ΠsJs(qs)q̇s (5.77)

Qconstr
s (qs, q̇s) =M eq

s (qs)
1
2B+

s (qs)
(
brcm(qs, q̇s)−Arcm(qs, q̇s)M

eq
s (qs)

−1Qs(qs, q̇s)
)

(5.78)

Bs(qs) = Arcm(qs, q̇s)M
eq
s (qs)

1
2 (5.79)

with τ⋆s ∈ Rns the new control input.

Substituting (5.76) in (5.74) leads to:

M eq
s (qs)q̈s = Qs(qs, q̇s) +Qconstr

s (qs, q̇s) (5.80)

that, with the same form of (5.9), is equivalent to the dynamic model of the manipulator

(5.74) subject to the RCM constraint (5.40). This means that setting τ eqs as in (5.76) will

make the system to behaves compliantly with the RCM, regardless of the choice of τ⋆s .

As for the previous controller, the desired control action term τ⋆s can be freely chosen by

the user disregarding the RCM constraint. The term τ⋆s can be then employed in (5.76)
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to achieve the RCM compliant version of the desired control action, conferring extreme

�exibility to the system.

Even if, thanks to admittance control, there are no di�erences between the dynamic

model used inside the controller and that of the robot, the system still to be subject

to problems related to the �nite integration time of the controller. For this reason, an

RCM enforcement term is added to the controller, as de�ned in (5.23) and reported in

the following:

τ rcm = JT
rcm

(
Krcm

(
xdesrcm − xrcm

)
−Drcmẋrcm

)
(5.81)

where Krcm, Drcm ∈ R3×3 are the proportional and derivative gains of the RCM error.

The overall controller can be then formulated as:

Fs = (JT
s )

+
(
Qs(qs, q̇s)+Q

constr
s (qs, q̇s)+J

T
s (qs)ΛsJ̇s(qs)q̇s+J

T
s (qs)ΠsJs(qs)q̇s+τrcm

)
−F ext

s

(5.82)

which make the system (5.65) behaves like:

M eq
s (qs)q̈s = Qs(qs, q̇s) +Qconstr

s (qs, q̇s) + τrcm (5.83)

with τ⋆s in Qs(q, q̇) the new control input.

The admittance controlled constrained manipulator is a passive system, as proven in the

following.

Proposition 5. The system in (5.65) with the controller (5.82) is passive with respect

to the pair (τ⋆s , q̇s)

Proof. Consider as a storage function the total energy of the system in (5.65) with the

controller (5.82), that is given by the sum of the kinetic energy associated to the inertia

Λs and of the potential energy associated to the spring Krcm:

Vs =
1

2
ẋTs Λsẋs +

1

2
x̄TrcmKrcmx̄rcm (5.84)

where:

x̄rcm = xdesrcm − xrcm (5.85)

Deriving (5.84) and considering that matrices Λs and Krcm are constant leads to:

V̇s = ẋTs Λsẍs + x̄TrcmKrcm ˙̄xrcm (5.86)

Computing ẍs from (5.65) and using (5.82) and (5.77) returns:

V̇s = ẋTs (J
T
s )

+τ⋆s + ẋTs (J
T
s )

+Qconstr
s + ẋTs (J

T
s )

+τrcm + x̄TrcmKrcm ˙̄xrcm (5.87)

which, by setting:

V̇s1 = ẋTs (J
T
s )

+τ⋆s (5.88)

V̇s2 = ẋTs (J
T
s )

+Qconstr
s (5.89)
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V̇s3 = ẋTs (J
T
s )

+τrcm + x̄TrcmKrcm ˙̄xrcm (5.90)

becomes:

V̇s = V̇s1 + V̇s2 + V̇s3 (5.91)

The term (5.88) is the power �owing to/from the system due to the control action.

The term (5.89) is the product of the Cartesian velocity of the manipulator and the

constraint Cartesian force, i.e. the virtual work. Since that force is computed using the

Udwadia-Kalaba equation that represents the generalization of D'Alembert's principle,

this term is equal to zero because of the principle of virtual work, namely:

V̇s2 = 0 (5.92)

Substituting (5.81) in (5.90) leads to:

V̇s3 = ẋTs (J
T
s )

+JT
rcm

(
Krcmx̄rcm −Drcmẋrcm

)
+ x̄TrcmKrcm ˙̄xrcm (5.93)

which, observing that:

ẋrcm = Jrcm ∗ J+
s ẋs (5.94)(

(JT
s )

+
)T

= J+
s (5.95)

KT
rcm = Krcm (5.96)

and:

˙̄xrcm = −ẋrcm (5.97)

becomes:

V̇s3 = −ẋTs (JT
s )

+JT
rcmDrcmJrcmJ

+
s ẋs (5.98)

which is always negative.

Equation (5.87) can be then rewrite as:

V̇s = ẋTs (J
T
s )

+τ⋆s − ẋTs (JT
s )

+JT
rcmDrcmJrcmJ

+
s ẋs (5.99)

Since:

ẋTs (J
T
s )

+JT
rcmDrcmJrcmJ

+
s ẋs > 0 (5.100)

it follows that:

V̇s ≤ ẋTs (JT
s )

+τ⋆s (5.101)

and since:

ẋTs (J
T
s )

+ = q̇Ts (5.102)

the following passivity condition holds:∫ t

0
q̇Ts (ζ)τ

⋆
s (ζ)dζ ≥ −Vs(0) (5.103)
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5.8.2 Master Side

The master device is used by the operator, and send to the slave device position and ve-

locity information. In order to leave the operator free to perform the desired movements,

no controller is applied to enforce the RCM.

Thus, the master side is considered as a nm-DOFs admittance controlled manipulator

represented by the following model:

Λmẍm(t) + Πmẋm(t) = Fm(t) + F ext
m (t) (5.104)

where xm ∈ R6 is the Cartesian pose of the end-e�ector, Λm ∈ R6×6 is the inertia matrix,

Fm ∈ R6 is the Cartesian force control vector and F ext
m ∈ R6 is the external Cartesian

force vector.

Both master and slave will be augmented with a tank. In order to develop the same tank

for both master and slave side, and since the slave controller works at the joint torque

level, the model of the master manipulator at the joint space is considered.

Following the same steps that lead from (5.65) to (5.69), the master manipulator model

at the joint space can be computed as:

JT
mΛmJmq̈m + JT

mΛmJ̇mq̇m + JT
mΠmJmq̇m = JT

m

(
Fm + F ext

m

)
(5.105)

By setting:

M eq
m = JT

mΛmJm (5.106)

and:

τ eqm = JT
mFm (5.107)

the dynamic model of (5.104) in the joint space can be rewritten as:

M eq
m q̈m + JT

mΛmJ̇mq̇m + JT
mΠmJmq̇m = τ eqm + JT

mF
ext
m (5.108)

with τ eqm ∈ Rnm the new control input. Once τ eqm has been de�ned, the real control input

force Fm to be applied to the robot can be computed considering (5.107) as:

Fm = (JT
m)+τ eqm (5.109)

The admittance controlled manipulator is a passive system, as proven in the following.

Proposition 6. The system in (5.108) is passive with respect to the pairs (τ eqm , q̇m) and

(F ext
m , ẋm)

Proof. Consider as a storage function the total energy of the system in (5.108), which is

given by the kinetic energy associated to the inertia Λm:

Vm =
1

2
ẋTmΛmẋm (5.110)
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Deriving (5.110) and considering that the matrix Λm is constant leads to:

V̇m = ẋTmΛmẍm (5.111)

Computing ẍm from (5.104) and using (5.109) returns:

V̇m = ẋTm(JT
m)+τ eqm + ẋTmF

ext
m − ẋTmΠmẋm (5.112)

Since:

ẋTmΠmẋm > 0 (5.113)

it follows that:

V̇m ≤ ẋTm(JT
m)+τ eqm + ẋTmF

ext
m (5.114)

and since:

ẋTm(JT
m)+ = q̇Tm (5.115)

the following passivity condition holds:∫ t

0
q̇Tm(ζ)τ eqm (ζ) + ẋTm(ζ)F ext

m (ζ)dζ ≥ −Vm(0) (5.116)

5.8.3 The Teleoperation Architecture

Since the master and slave manipulators will be employed on a teleoperation setup,

the passivity of the controlled manipulators does not guarantee the passivity of the

overall system, especially when destabilizing factors like interaction with a poorly known

environment or communication delays occur.

For this reason, both master and slave sides are augmented with a tank. Inspiring on

the formulation of the shared energy tank reported in Section 2.1.4, the control inputs

of the controlled manipulators are split into the sum of two terms:τ
eq
m = τ τm + τdm

τ⋆s = τ τs + τds
(5.117)

The �rst term is used to implement a control action on the manipulator while the second

term is exploited for implementing a variable local damping by setting:τdm = −Dm(t)q̇m(t)

τds = −Ds(t)q̇s(t)
(5.118)

where Dm(t) ∈ Rnm×nm and Ds(t) ∈ Rns×ns are time-varying positive semi-de�nite

matrices. By considering the dynamic model of the controlled manipulators at the joint

space, and by embedding the damping injection (5.117) and (5.118) the following damped
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models for the manipulators can be computed:M
eq
s q̈s = Qs(qs, q̇s) + Qconstr

s (qs, q̇s) + τrcm

M eq
m q̈m + JT

mΛmJ̇mq̇m + JT
mΠmJmq̇m +Dm(t)q̇m(t) = τ τm ++JT

mF
ext
m

(5.119)

with:

Qs(qs, q̇s) = τ τs −Ds(t)q̇s − JT
s (qs)ΛsJ̇s(qs)q̇s − JT

s (qs)ΠsJs(qs)q̇s (5.120)

and:

Qconstr
s (qs, q̇s) =M eq

s (qs)
1
2B+

s (qs)
(
brcm(qs, q̇s)−Arcm(qs, q̇s)M

eq
s (qs)

−1Qs(qs, q̇s)
)

(5.121)

An energy tank is then placed at both master and slave sides, which model is represented

by: 
ẋtw =

q̇TwDw(t)q̇w + σwP
in
w

xtw
+ utw −

P out
w

xtw

ytw =
∂Tw
∂xtw

(5.122)

with w ∈ {m, s} where the subscripts m and s are used to indicate the master side and

the slave side respectively.

The term xtw ∈ R is the state of the tank and (utw , ytw) ∈ R × R is the power port

through which the tank can exchange energy with the manipulator. The ports P in
w and

P out
w are the input and output ports through which the tank can exchange energy with

the other side of the teleoperation system.

The energy stored into the tank can be computed as:

Tw(xtw) =
1

2
x2tw (5.123)

Using (5.123) with (5.122) it is easy to see that:

Ṫw(xtw) = q̇TwDw(t)q̇w + σwP
in
w + utwytw − P out

w (5.124)

namely, the tanks stores the energies dissipated by the robots using the local damping

injection and that energies can be injected/extracted from the ports (utw , ytw), P
in
w and

P out
w .

Each robot is then interconnected to its energy tanks in order to exploit the energy

stored into the tanks for implementing the desired action. This can be done by setting

the following power preserving interconnections:

τ τw = ωwytw (5.125)

Since:

q̇Twτ
τ
w = −utwytw (5.126)
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it means that each robot can extract/inject energy from/in its tanks in order to implement

the desired action by properly choosing the modulation factor ωw ∈ Rnw .

The terms σw is de�ned using the improved energy tank as in (2.57), which guarantees

a more e�ective use of energy inside the teleoperation system. All the considerations

reported in Section 2.1.4 about the bounding on the maximum and minimum energy

stored into the tank and on the design of the damping term Dw still hold.

Considering (5.119), (5.122), and (5.125) it is possible to model the overall system as:

M eq
m q̈m + JT

mΛmJ̇mq̇m + JT
mΠmJmq̇m +Dm(t)q̇m(t) = ωmxtm

ẋtm =
q̇TmDm(t)q̇m + σmP

in
m

xtm
− ωT

mq̇m +
P out
m

xtm

M eq
s (qs)q̈s =

ωQs(qs, q̇s) +
ωQconstr

s (qs, q̇s) + τrcm

ẋts =
q̇Ts Ds(t)q̇s + σsP

in
s

xts
− ωT

s q̇s +
P out
s

xts

(5.127)

with:

ωQs(qs, q̇s) = ωsxts −Ds(t)q̇s − JT
s (qs)ΛsJ̇s(qs)q̇s − JT

s (qs)ΠsJs(qs)q̇s (5.128)

and:

ωQconstr
s (qs, q̇s) =M eq

s (qs)
1
2B+

s (qs)
(
brcm(qs, q̇s)−Arcm(qs, q̇s)M

eq
s (qs)

−1 ωQs(qs, q̇s)
)

(5.129)

The desired input for each robots can be achieved by setting the modulating terms as:

ωw =


τdesw

xtw
if T (xtw) ≥ TR

w

Kw(T (xw))
τdesw

xtw
otherwise

(5.130)

with:

Kw(T (xtw)) = max

(
0,
T (xtw)− Tmin

w

TR
w − Tmin

w

)
(5.131)

Thus, if there is enough energy in the tank, the desired input is implemented, otherwise,

only a scaled version of the desired input is implemented. In the worst case Kw(T (xw)) =

0 and, therefore, nothing will be implemented in order to preserve passivity. Nevertheless,

since the local damping is set to its maximum when T (xtw) < TR
w , its very unlikely that

Kw(T (xw)) = 0 in practice.

The policy used for de�ning P out
m and P out

s in (5.127) is the same as (2.35).

In presence of time delay ∆t between the two sides:{
P in
s (t) = P out

m (t−∆t)

P in
m (t) = P out

s (t−∆t)
(5.132)
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which turns the communication channel into an energy-storing element. In particular:

Hch(t) =

∫ t

t−∆t
P out
m (τ) + P out

s (τ)dτ (5.133)

where Hch(t) is the energy stored in the communication channel, and:

Ḣch(t) = P out
m (t)− P out

m (t− δ) + P out
s (t)− P out

s (t− δ) (5.134)

The system in (5.127) consists of the master manipulator (5.83) with the damping element

Dm and the master tank that is energetically coupled through the input ωm, and of

the slave manipulator (5.83) with the damping element Ds and the slave tank that is

energetically coupled through the input ωs.

The strategy illustrated so far guarantees the passivity of the teleoperation system as

proven in the following.

Proposition 7. The system in (5.127) is passive with respect to the pair (F ext
m ,ẋm).

Proof. Consider as a storage function the total energy of the teleoperation system:

V = Vm + Tm + Vs + Ts +Hch (5.135)

Using the same procedure that leads from (5.110) to (5.112), for the master manipulator

coupled with the tank, it follows that:

V̇m = ẋTm(JT
m)+ωmxtm + ẋTmF

ext
m − ẋTmΠmẋm − ẋTm(JT

m)+DmJ
+
mẋm (5.136)

while using the same procedure that leads from (5.84) to (5.99), for the slave manipulator

coupled with the tank, leads to:

V̇s = ẋTs (J
T
s )

+ωsxts − ẋTs (JT
s )

+Ds(t)J
+
s ẋs − ẋTs (JT

s )
+JT

rcmDrcmJrcmJ
+
s ẋs (5.137)

Furthermore, by plugging (5.126) and (5.125) in (5.124) it follows that:

Ṫm = q̇TmDmq̇m + σmP
in
m − xtmωT

mq̇m − P out
w (5.138)

and:

Ṫs = q̇Ts Dsq̇s + σsP
in
s − xtsωT

s q̇s − P out
s (5.139)

which can be rewrite as:

Ṫm = ẋTm(J+
m)TDmJ

+
mẋm − xtmωT

mJ
+
mẋm + σmP

in
m − P out

m (5.140)

and:

Ṫs = ẋTs (J
+
s )TDsJ

+
s ẋs − xtsωT

s J
+
s ẋs + σsP

in
s − P out

s (5.141)
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Deriving (5.135) and using (5.136), (5.137), (5.140), (5.141) and (5.134) allows to obtain

that:
V̇ = ẋTmF

ext
m − ẋTmΠmẋm − ẋTs (JT

s )
+JT

rcmDrcmJrcmJ
+
s ẋs+

+ σmP
in
m − P out

m + σsP
in
s − P out

s +

P out
m (t)− P out

m (t− δ) + P out
s (t)− P out

s (t− δ)

(5.142)

Using (5.132) leads to:

V̇ = ẋTmF
ext
m − ẋTmΠmẋm − ẋTs (JT

s )
+JT

rcmDrcmJrcmJ
+
s ẋs+

− (1− σm)P in
m − (1− σs)P in

s

(5.143)

In virtue of (5.100) and (5.113), since σw ∈ {0, 1}, from Lemma 1 P in
w ≥ 0, it follows

that:

V̇ ≤ ẋTmF ext
m (5.144)

which imply the following passivity condition:∫ t

0
ẋTm(ζ)F ext

m (ζ)dζ ≥ −V (0) (5.145)

5.9 Validation

In order to prove the e�ectiveness of the proposed teleoperation architecture, a KUKA

LWR 4+ 7-DOF robot with a laparoscopic-like tool mounted at the end-e�ector is used

at the slave side and a Universal Robot UR10e with a laparoscopic-like joystick mounted

at the end-e�ector is used at the master side as haptic interface.

The following desired control actions are set:τdesm = JT
m(JT

s )
+ ωQconstr

s

τdess = JT
s

(
Kp(xm − xs) +Kd(ẋm − ẋs)

) (5.146)

In order to give the user the feeling of being constrained on the movement of the slave,

at the master side the constrain force of the slave manipulator is fed back. At the slave

side, a PD control action is set to allow the slave tracking the master movements.

The following parameters were also set:

Λm = Λs = diag(2.5, 2.5, 2.5, 0.05, 0.05, 0.05)

Πm = Πs = diag(5, 5, 5, 0.3, 0.3, 0.3)

Krcm = diag(10.0, 10.0, 10.0)

Drcm = diag(2.5, 2.5, 2.5)

(5.147)

with Table 5.5 reporting the parameters used for the tanks.
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Parameter Master side Slave side Unit

Tmax
w 5.0 5.0 J
Tmin
w 0.1 0.1 J

T bmax
w 3.0 3.0 J
T bmin
w 1.5 1.5 J
TR
w 1.5 1.5 J

T ava
w 3.0 3.0 J
T req
w 1.5 1.5 J
P̄ 0.25 0.25 J

Table 5.5: Controller parameters used for the experimental evaluation.

The experiment is performed by moving the master device to replicate a surgical proce-

dure, and evaluating the tracking performance.

Figure 5.29 reports the trajectory tracking error norms. It can be observed that the

norm of the linear error is kept at a low value during the whole experiment, while the

norm of the angular error reports much higher values. This is an expected result, as the

controller tries to keep the RCM position �xed, modifying the orientations of the desired

trajectory.

Figure 5.29: Trajectory tracking error norms.

This behavior is con�rmed by looking at the Figure 5.30, which shows the error norm of

the RCM. it can be observed that this value is kept close to the value of 1mm for most of

the duration of the experiment, comparable with the one obtained during the validation

of the proposed controller in the case of impedance control.

Finally, Figure 5.31 reports the energy dissipated by the manipulators and stored in

the master and slave tanks. Starting from an initial value of 1J , the energy grows

continuously. This is due to the introduction of local damping, which dissipates more

energy than is required to implement the desired control action. This allows the system

to operate correctly.
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Figure 5.30: RCM tracking error norm.

Figure 5.31: Energy stored into the master and slave tank

5.10 Conclusions

This chapter deals with the development of a torque controller able of constraining the

motion of a manipulator to the RCM constraint. The equivalent dynamic model of the

manipulator system subject to the constraint is computed and exploited to synthesize

the controller. Moreover, the controller allows the user to freely specify the desired input

disregarding the constraint.

The �rst controller was based on the calculation of virtual joints and the emulation of a

virtual dynamics demonstrated the e�ectiveness of the strategy, but it was unnecessarily

complicated, making di�cult for the system to interact e�ectively with the environment.

A second development reports a considerable improvement, allowing the system to imple-

ment di�erent control actions, including impedance control, through which it was possible

to demonstrate the capability of the system to interact e�ectively with the environment.

On both controllers, it was reported the need to insert an enforcement term on the

position of the RCM, especially when moving from simulations to practical experiments,

where the real model of the robot is not always reliable.

With the latter in mind, the strategy used for both controllers was extended to the

admittance control, and to a validation within a teleoperation system.

However, to achieve high performance it was not possible to remove the use of the en-

forcement term on the RCM, but the gains used compared to previous versions further

con�rm the results obtained.
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Future works aim at developing a new formulation of the RCM constraint capable of

considering the aforementioned problem, making the overall controller work without the

RCM enforcement term.
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Chapter 6

Conclusions and Future Directions

The work of this thesis addressed some of the challenging problems related to the control

of surgical robots when moving from a teleoperated system to an autonomous system.

The problems addressed are just some of those that a�ect this �eld and were mainly

those that emerged in the development of the SARAS project, with some exceptions for

the assistive strategies presented in the �eld of training of novice surgeons.

Strategies for the control of teleoperation systems aimed both at the acquisition of data

for the training of AI systems, and for the assistance and training of novice surgeon was

treated at the beginning of this work. New concepts like the shared energy tank have

been proposed and implemented on di�erent systems, reporting excellent performance

and high �exibility of use, regardless of the number of agents within the teleoperation

system.

The problem of coordinating several autonomous laparoscopic instruments has been ad-

dressed in Chapter 3, developing and optimizing a coordination system that allows the

instruments to work in the same workspace and to work together with a teleoperated

system. The proposed system allows completing the task safely, avoiding collisions with

the other tools in the workspace, and dealing with the uncertainty related to the action

requested by a cognitive module.

In the �eld of training of novice surgeons, a robotic assistance architecture that can

assist the surgeon during renal access in PCNL procedures is also proposed. Results

with multiple users show the advantages of using robot assistance.

Finally, the problem of controlling the RCM with a light-weight torque-controlled robot

has been addressed, proposing a new control strategy based on the dynamic model of

the constrained system. Multiple development steps have made possible to synthesize

a �exible controller, able to interact e�ectively with the environment, and able to be

embedded in a teleoperation architecture. This development aims to o�er a low-cost

alternative to expensive laparoscopic teleoperation systems that may be not a�ordable

in many cases.

The latest developments in AI report extremely promising results. However, these sys-

tems are unable to provide guarantees and are not very robust. In the �eld of robotic
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surgery, where patient safety is the holy grail, it places various limits on the application

of these systems. From my experience gained in this PhD, the big step to take in terms

of control is to merge the potentiality of AI systems into frameworks capable of returning

guarantees.
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