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The Road Not Taken

Two roads diverged in a yellow wood,
And sorry I could not travel both
And be one traveler, long I stood

And looked down one as far as I could
To where it bent in the undergrowth;

Then took the other, as just as fair,
And having perhaps the better claim,

Because it was grassy and wanted wear;
Though as for that the passing there

Had worn them really about the same,

And both that morning equally lay
In leaves no step had trodden black.
Oh, I kept the first for another day!

Yet knowing how way leads on to way,
I doubted if I should ever come back.

I shall be telling this with a sigh
Somewhere ages and ages hence:

Two roads diverged in a wood, and I–
I took the one less traveled by,

And that has made all the difference.

– Robert Frost

A single atom can travel down both roads in Frost’s
yellow wood... no regrets for atoms; they can sample

all possible experiences simultaneously. Indeed,
they follow the advice of the great American

baseball player, Yogi Berra, who said, “If you come
to a fork in the road, take it.”

– Jim Al-Khalili
(from Quantum: A Guide for the Perplexed)
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Summary

Quantumwalks are the quantum counterpart of classical randomwalks and describe the motion
of a quantum walker when confined to discrete spatial locations. The quantum nature of the
walker gives them peculiar features, totally different from the classical ones. In the continuous-
time quantumwalk (CTQW) the state of the walker obeys the Schrödinger equation and evolves
under a Hamiltonian typically given by the Laplacian matrix. The latter is the mathematical
representation of a graph, whose vertices are the allowed positions, and the edges the allowed
paths. Actually, any Hamiltonian which respects the topology of the graph defines a CTQW, thus
making CTQWs extremely versatile.

CTQWs are investigated in several research areas, ranging from modeling of physical phe-
nomena to quantum communication, from universal quantum computation to the development
of quantum algorithms. Experimentally, they can be implemented on different platforms, e.g.,
NMRquantumcomputers, optical lattices of ultracoldRydberg atoms, photonic chips, spin chains,
and superconducting qubits.

This thesis is a theoretical study on CTQWs, with a focus on their dynamics, free or in the
presence of external perturbations, and on their potential use as probes in quantum estimation
problems. A quantum probe is a physical system prepared in a quantum state sensitive to fluc-
tuations affecting one or more parameters of interest. The quantum Fisher information (QFI) is
the central quantity in quantummetrology, as it establishes the ultimate bound on the achievable
precision in estimating a parameter of interest. Diverging QFI corresponds to optimal estimabil-
ity.

We studied CTQWs generated by the Laplacian matrix and perturbed by its square, as this
term introduces next-nearest-neighbor hopping. After investigating the evolution of a walker on
paradigmatic graphs for connectivity and symmetry, we determined thewalker preparations and
the graphs that maximize the QFI for estimating the perturbation parameter.

Moreover, we investigated CTQWs on the regular tessellations of the Euclidean plane, show-
ing that the spread is not universally ballistic. Then, assuming a charged walker, we inserted a
perpendicular uniformmagnetic field and compared two approaches to define the CTQWHamil-
tonian: (i) Introducing the Peierls phase-factors and (ii) spatially discretizing the original Hamil-
tonian in the continuum.

Based on this, we used a charged (spinless) particle on a finite square lattice as a probe to
detect a locally static transverse magnetic field, putting forward the idea of lattice quantummag-
netometry. Our scheme finds its root in CTQWs, but it does not exploit their dynamical prop-
erties, being based on ground-state measurements. The system turned out to be of interest as
a quantum magnetometer, providing non-negligible QFI with relevant peaks in a large range of
configurations.

Employing the concept of QFI and graph theory, we assessed the role of topology on the
thermometric performance of a given system. Uponmodeling the thermometer as a set of vertices
for theCTQWof an excitation at thermal equilibrium,we found that low connectivity is a resource
to build precise thermometers working at low temperatures, whereas highly connected systems
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are suitable for higher temperatures.
Graphs with different topology also exhibit different transport properties. To correlate them,

wemodeled transport processes as coherent CTQWs of an excitation andwe analytically assessed
the transport efficiency for different initial states and graphs. Our results suggest that, in general,
connectivity is a poor indicator for transport efficiency.
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Sommario

I quantum walk sono la controparte quantistica dei random walk classici e descrivono il moto di
un walker quantistico confinato su posizioni discrete. La natura quantistica del walker conferisce
loro caratteristiche peculiari, totalmente diverse da quelle classiche. Nel quantumwalk continuo
nel tempo (CTQW) lo stato del walker soddisfa l’equazione di Schrödinger ed evolve secondo
l’Hamiltoniana data, tipicamente, dalla matrice Laplaciana. Quest’ultima è la rappresentazione
matematica di un grafo, i cui vertici sono le posizioni permesse e gli archi i cammini consentiti.
In realtà, qualsiasi Hamiltoniana che rispetta la topologia del grafo definisce un CTQW.

I CTQW sono studiati in diverse aree di ricerca, dalla modellizzazione di fenomeni fisici alla
comunicazione quantistica, dalla computazione quantistica universale allo sviluppo di algoritmi
quantistici. Sperimentalmente, possono essere implementati su diverse piattaforme, quali com-
puter quantistici NMR, atomi di Rydberg ultrafreddi in reticoli ottici, chip fotonici, catene di spin
e qubit superconduttori.

Questa tesi è uno studio teorico sui CTQW focalizzato sulla loro dinamica, libera o in pre-
senza di perturbazioni esterne, e sul loro potenziale utilizzo come sonde in problemi di stima
quantistica. Una sonda quantistica è un sistema fisico preparato in uno stato quantistico sensibile
alle fluttuazioni di uno o più parametri. L’informazione di Fisher quantistica (QFI) è la quantità
centrale della metrologia quantistica, in quanto stabilisce il limite ultimo alla precisione otteni-
bile nella stima di un parametro di interesse. Una QFI divergente corrisponde alla stimabilità
ottimale.

Abbiamo studiato CTQW generati dalla matrice Laplaciana e perturbati dal suo quadrato, in
quanto questo termine introduce hopping a secondi vicini. Dopo aver analizzato l’evoluzione di
unwalker su grafiparadigmatici per connettività e simmetria, abbiamodeterminato le preparazioni
del walker e i grafi che massimizzano la QFI per la stima del parametro perturbativo.

Inoltre, abbiamo analizzato i CTQW sulle tassellature regolari del piano Euclideo, mostrando
che la propagazione non è universalmente balistica. Assumendo poi un walker dotato di carica,
abbiamo inserito un campo magnetico uniforme perpendicolare e confrontato due definizioni
dell’Hamiltoniana del CTQW: (i) l’introduzione dei fattori di fase di Peierls e (ii) la discretiz-
zazione spaziale dell’Hamiltoniana originale nel continuo.

Quindi, abbiamo utilizzato una particella carica (senza spin) su un reticolo quadrato finito
come sonda per rilevare un campo magnetico localmente statico e perpendicolare, avanzando
l’idea di magnetometria quantistica reticolare. Il nostro schema deriva dai CTQW, ma non ne
sfrutta le proprietà dinamiche, basandosi su misure di stato fondamentale. Il sistema è di in-
teresse come magnetometro quantistico, poiché fornisce una QFI non trascurabile e con picchi
rilevanti per numerose configurazioni.

Utilizzando il concetto di QFI e la teoria dei grafi, abbiamo valutato il ruolo della topologia
sulle prestazioni termometriche di un dato sistema. Modellizzando il termometro come un in-
sieme di vertici per il CTQW di un’eccitazione all’equilibrio termico, abbiamo trovato che una
bassa connettività è una risorsa per realizzare termometri precisi a basse temperature, mentre
sistemi altamente connessi sono adatti per temperature più elevate.
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Grafi con diversa topologia presentano anche proprietà diverse di trasporto. Per correlarle,
abbiamo modellizzato i processi di trasporto come CTQW coerenti di un’eccitazione ed abbiamo
calcolato analiticamente l’efficienza di trasporto per diversi stati iniziali e grafi. I nostri risultati
suggeriscono che in generale la connettività non è un buon indice per l’efficienza di trasporto.

viii



Contents

Introduction 3

I Ouverture 5
1 Theoretical background 7

1.1 Quantum walks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.1.1 Discrete-time quantum walks . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.1.2 Continuous-time quantum walks . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.2 Quantum estimation theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.2.1 Local quantum estimation theory . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.2.2 Asymptotically efficient estimators . . . . . . . . . . . . . . . . . . . . . . . . 15
1.2.3 Geometry of quantum estimation . . . . . . . . . . . . . . . . . . . . . . . . 16
1.2.4 Quantum Fisher information for pure states . . . . . . . . . . . . . . . . . . 17

II Allegro non troppo. Perturbed dynamics 21
2 Continuous-time quantum walks in the presence of a quadratic perturbation 23

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2 Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.2.1 Cycle graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.2 Complete graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.2.3 Star graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.3 Characterization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.3.1 Localized states . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.3.2 States maximizing the QFI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.4 Discussion and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
Appendices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.A Analytical derivation of the results for the dynamics . . . . . . . . . . . . . . . . . . 46

2.A.1 Cycle Graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.A.2 Complete Graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.A.3 Star graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

2.B Fisher Information and Quantum Fisher Information for localized states and states
maximizing the QFI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.B.1 Cycle graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.B.2 Complete graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
2.B.3 Star graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

ix



2.B.4 Maximum QFI states: the role of the phase factor in the superposition of
energy eigenstates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3 Continuous-time quantum walks on planar lattices and the role of the magnetic field 55
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.2 CTQW on planar lattice graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.2.1 Planar lattice graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.2.2 The CTQWHamiltonian on PLGs . . . . . . . . . . . . . . . . . . . . . . . . 57
3.2.3 Numerical simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3.3 A charged quantum walker in a magnetic field . . . . . . . . . . . . . . . . . . . . . 67
3.3.1 The Hamiltonian of the system: The issue of the spatial discretization . . . 67
3.3.2 Numerical simulation: Parameter setting . . . . . . . . . . . . . . . . . . . . 68

3.4 CTQW under magnetic field: The Peierls model . . . . . . . . . . . . . . . . . . . . 69
3.4.1 The Peierls phase-factors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.4.2 The CTQWHamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.4.3 Numerical simulation: results . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.5 CTQW under magnetic field: the spatial discretization of the Hamiltonian . . . . . 77
3.5.1 Finite-difference formulas with Taylor expansion . . . . . . . . . . . . . . . . 77
3.5.2 Conservative finite-difference methods . . . . . . . . . . . . . . . . . . . . . 78
3.5.3 The CTQWHamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
3.5.4 Numerical simulation: results . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

3.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
Appendices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
3.A Mathematical tools and discretization of the space . . . . . . . . . . . . . . . . . . . 91

3.A.1 Green’s theorem in a plane . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
3.A.2 Spatial discretization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
3.A.3 Discrete differential operators . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
3.A.4 Linear momentum operator . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
3.A.5 Derivation of the discrete Hamiltonian: details . . . . . . . . . . . . . . . . . 95

3.B Computational details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
3.B.1 Plotting the maps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
3.B.2 Indexing and coordinates of vertices . . . . . . . . . . . . . . . . . . . . . . . 98
3.B.3 Boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

3.C Units . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

III Adagio. Quantum estimation 105
4 Lattice quantum magnetometry 107

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.2 The probing system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.3 The estimation procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
4.4 Ground-state quantum magnetometry . . . . . . . . . . . . . . . . . . . . . . . . . . 114

4.4.1 Homogeneous magnetic field . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
4.4.2 Inhomogeneous magnetic field . . . . . . . . . . . . . . . . . . . . . . . . . . 115

4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
Appendices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
4.A The role of the lattice size . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

x



5 Role of topology in determining the precision of a finite thermometer 121
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
5.2 Equilibrium Thermometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

5.2.1 Estimation Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
5.2.2 Quantum Fisher Information . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.2.3 Fisher Information for a position measurement . . . . . . . . . . . . . . . . . 124

5.3 Network Thermometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
5.3.1 Low-temperature regime . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
5.3.2 High-temperature regime . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
5.3.3 Fisher Information for circulant graphs . . . . . . . . . . . . . . . . . . . . . 127

5.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
5.4.1 Complete graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
5.4.2 Cycle graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
5.4.3 Complete Bipartite Graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.4.4 Path graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
5.4.5 Lattices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

5.5 Role of coherence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
5.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
Appendices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
5.A Sum of the Laplacian eigenvalues and sum of their square . . . . . . . . . . . . . . 138
5.B Fisher Information for a position measurement . . . . . . . . . . . . . . . . . . . . . 139
5.C QFI and FI for the Cartesian product of two graphs . . . . . . . . . . . . . . . . . . 140

5.C.1 Cartesian product of two graphs . . . . . . . . . . . . . . . . . . . . . . . . . 140
5.C.2 Quantum Fisher Information . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
5.C.3 Fisher Information for position measurement . . . . . . . . . . . . . . . . . . 140
5.C.4 Grid graph and torus grid graph . . . . . . . . . . . . . . . . . . . . . . . . . 141

5.D Exact QFI for the complete bipartite graph . . . . . . . . . . . . . . . . . . . . . . . . 141

IV Presto. Modeling of transport phenomena 143
6 Transport efficiency of continuous-time quantum walks on graphs 145

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
6.2 Dimensionality reduction method . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
6.3 Quantum transport . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

6.3.1 Complete bipartite graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
6.3.2 Strongly regular graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
6.3.3 Joined complete graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
6.3.4 Simplex of complete graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

6.4 Measures of connectivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
6.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
Appendices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
6.A Subspace of the eigenstates of the Hamiltonian with non-zero overlap with the trap 162
6.B Basis of I(H, |w〉) for each graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

6.B.1 Complete bipartite graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
6.B.2 Strongly regular graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
6.B.3 Joined complete graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
6.B.4 Simplex of complete graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

xi



V Finale 169
7 Concluding remarks and perspectives 171

List of publications 175

Bibliography 189

xii



Introduction

The so-called first quantum revolution began in the early 20th century and allowed scientists to
understand and apply physical laws in the microscopic realm, i.e., to understand and use quan-
tum effects. Such a revolution resulted in groundbreaking technologies that brought many de-
vices to the market, such as transistors and microprocessors, solid-state lighting and lasers, and
medical imaging scanners. The second quantum revolution began at the beginning of the 21st
century. The way was paved by our ability to use quantum effects in customized systems and
materials. Scientists can now manipulate and perceive individual particles, measuring and ex-
ploiting their properties. This has led to significant development of quantum technologies and
technological advances in computing, sensors, simulations, cryptography, and telecommunica-
tions. In 2018 the European Commission launched the FET1 Flagship on Quantum Technologies,
a 10-year research programme that aims to put Europe at the forefront of the second quantum
revolution. The call to support the flagship was made through the QuantumManifesto [1], which
identifies four leading areas of quantum technologies:
i. Quantum communication A global quantum-safe communication network—a quantum

internet combining quantum with classical information and encryption—offers security for
internet transactions against the threat of a quantum computer breaking purely classical en-
cryption schemes.

ii. Quantumsimulation Quantum simulators can be viewed as analogue versions of quantum
computers, constructed with the special purpose of simulating the behavior of materials and
chemical reactions at very low temperatures, where quantum phenomena arise. Simulation
allows new processes or properties to be explored before the material exists, offering the key
to design new materials and chemicals.

iii. Quantummetrology and sensing Quantumsensors exploit quantumsuperposition and/or
entanglement (naturally very sensitive to the environment) to achieve a higher sensitivity
and resolution, and to provide the most accurate measurements. In addition to quantum
communication, quantum sensorswill arguably be the basis for the first applications of quan-
tum technologies.

iv. Quantum computing Quantum computers are built from “quantum bits”, qubits, and ex-
ploit superposition and entanglement to solve certain problem classes that would otherwise
be unsolvable, even for the supercomputers of today and tomorrow. Universal quantum com-
puters will be reprogrammablemachines used to solve demanding computational problems,
such as optimization tasks, database searches, machine learning, and image recognition.
Quantum walks are the quantum analog of classical random walks. As such, their behav-

ior is utterly different from the classical one, due to the superposition of the quantum walker in

1Future and Emerging Technologies.
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their path. The position space of the quantum walker is discrete, but with respect to time we
distinguish discrete-time quantum walks (DTQWs) [2–4], in which the motion of the quantum
walker is ruled by a quantum coin tossed at discrete time steps, and continuous-time quantum
walks (CTQWs) [5, 6], in which the quantum walker evolves continuously in time according to
the Schrödinger equation and no coin is involved. We recommend Refs. [7–9] as comprehensive
reviews on quantumwalks, and Ref. [10] for their physical implementations. This thesis focuses
on CTQWs, which describe the propagation of a quantum particle on a graph. The state of a
walker with only kinetic energy evolves under the Hamiltonian H = γL, where γ ∈ R+ is the
hopping amplitude of the walk, and L is the Laplacian matrix which encodes the connectivity of
the graph. This is the prototype of CTQW but any Hermitian operator which respects the topol-
ogy of the graph defines a CTQW [11, 12]. This is what makes CTQWs a powerful tool, since one
can devise and design a Hamiltonian for a specific task with that one constraint. Experimentally,
CTQWs can be implemented on different platforms, e.g., on nuclear-magnetic-resonance quan-
tum computers [13], ultracold Rydberg 87Rb atoms in optical lattices [14, 15], optical waveguides
[16, 17], and photonic chips [18, 19]. Recently, they have been demonstrated for one and two
strongly correlated microwave photons in a 1D array of 12 superconducting qubits [20] and on a
programmable 2D 62-qubit superconducting processor [21].

Quantum walks inherit the versatility of application from their classical ancestors, but the
peculiar features arising from their quantum nature make them suitable candidates not only for
modeling physical processes but also for application in quantum technologies, e.g., in the four
pillars previously mentioned. The task of perfect state transfer is of utmost importance for quan-
tum communication and it has often beenmodeled in terms of CTQWs in quantum spin networks
[22–25]. CTQWs are universal for quantumcomputation [26–29]. They offer a versatile paradigm
for quantum computing, based on discrete data encoding and continuous data processing [30].
The vertices in a graph serve to model the computational basis states, while the edges between
vertices the connectivity between computational basis states. Moreover, CTQWs are employed
to develop quantum algorithms, e.g., spatial search [12, 31–34], graph isomorphism [35, 36],
image segmentation [37], and to solve K-SAT problems2 [38]. DTQW is a validated quantum
simulation scheme for the Dirac equation, it is a simple, discrete toy model of relativistic particles
[39]. Models of quantum walks which admit continuous-time and continuous-spacetime limits
have recently led to quantum simulation schemes for simulating fermions in relativistic and non-
relativistic regimes [40]. CTQWs are of use to model and simulate other physical phenomena,
such as quantum transport [41, 42], even in biological system [43, 44], and to characterize many-
body systems [45, 46]. CTQWs may also be of use in quantum chaos studies, as the CTQW on
the line, under appropriate conditions, is equivalent to the quantum kicked rotor3 at resonance
conditions [48]. Regarding quantum metrology, quantum-limited measurements on the walker
performing a CTQW on a graph may provide information on the tunnelling amplitude between
the nodes of the graph, and the amount of extractable information strongly depends on the un-
derlying topology [49]. Moreover, there is a proposal of addressing the scattering as a quantum
metrology problem based on CTQWs [50].

In this thesis we propose some potential applications of CTQWs to quantum metrology, i.e.,
their potential use as probes in quantum estimation problems, and address fundamental aspects

2K-SAT is one of the most important problems in computer science, known to be NP-Complete for K > 2. It is
a constraint satisfaction problem where a Boolean formula has to be satisfied (true). A K-SAT instance is written in
conjunctive normal form, that is, a conjunction of clauses, where a clause is a disjunction of K literals, and a literal can
be a logical variable or its negation.

3By definition, the kicked rotor is a point particle that moves freely on a circle. The particle is kicked periodically
in time, where the kick strength depends on the angular position. When a kick strength parameter exceeds a certain
threshold value, the dynamics becomes globally chaotic [47].
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of their dynamics, free or in the presence of external perturbations. A quantumprobe is a physical
system prepared in a quantum state sensitive to fluctuations affecting one or more parameters of
interest and the ultimate bound on the achievable precision in estimating them is provided by the
quantum Fisher information (QFI), which is therefore the central quantity in quantum metrol-
ogy. Diverging QFI corresponds to optimal estimability. On the other hand, besides fundamental
interest, understanding and characterizing the CTQW dynamics beyond the prototypical model
may pave the way to further applications in quantum technologies, e.g., enhanced quantum algo-
rithms, and in modeling physical processes. The studies presented in this thesis are theoretical,
supported by analytical results and numerical evidence from originally developed codes. Due
to the variety of topics considered, the thesis is structured in five parts, in the spirit of musical
movements. Each chapter presenting our original results has its own conclusions and appendices.

Part I, i.e., Chapter 1, is a theoretical introduction to quantum walks and quantum estimation
theory which provides the main concepts used in the next chapters.

Part II is devoted to the perturbed dynamics of CTQWs. In Chapter 2 we study CTQWs gen-
erated by the Laplacian matrix and perturbed by its square, as this term introduces next-nearest-
neighbor hopping. After investigating the evolution of a walker on paradigmatic graphs for con-
nectivity and symmetry, we determine the walker preparations and the graphs that maximize
the QFI for estimating the perturbation parameter. In Chapter 3 we investigate CTQWs on the
regular tessellations of the Euclidean plane, showing that the spread is not universally ballis-
tic. Then, assuming a (spinless) charged walker, we insert a perpendicular uniform magnetic
field and compare two approaches to define the CTQWHamiltonian: (i) Introducing the Peierls
phase-factors and (ii) spatially discretizing the original Hamiltonian in the continuum.

Part III is devoted to quantum estimation problems. In Chapter 4 we use a charged (spinless)
particle on a finite square lattice as a probe to detect a locally static transverse magnetic field,
putting forward the idea of lattice quantummagnetometry. Our scheme finds its root in CTQWs,
but it does not exploit their dynamical properties, being based on ground-state measurements.
In Chapter 5 we assess the role of topology on the thermometric performance of a given system,
upon modeling the thermometer as a set of vertices for the CTQW of an excitation at thermal
equilibrium.

Part IV is devoted to modeling transport phenomena. Graphs with different topology exhibit
different transport properties. To correlate them, in Chapter 6 we model transport processes as
coherent CTQWs of an excitation and we analytically assess the transport efficiency for different
initial states and graphs.

Part V, i.e., Chapter 7, is devoted to final remarks and future perspectives of CTQWs.
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Part I

Ouverture
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Chapter 1

Theoretical background

In this chapter we present the theoretical background on which this work is based. We review the quantum
counterpart of classical random walk, namely the quantum walks, which are either discrete or continuous
in time. Then, we report some elements of quantum estimation theory, with particular attention to the
definition of the quantum Fisher information.

1.1 Quantum walks
Quantum walks (QWs) are the quantum counterpart of classical random walks [8, 9] and de-
scribe the motion of a walker (usually a quantum particle) on a graph, i.e., on a discrete space
made of vertices connected by edges. These processes can be either discrete or continuous in time.
Discrete-time QWs were formally introduced by Aharonov et al. [2, 3] and by Ambainis et al.
[4], whereas continuous-time QWs were developed from Farhi and colleagues’ works [5, 6].

1.1.1 Discrete-time quantum walks
In a discrete-time quantum walk (DTQW) the motion of the particle is governed by the toss of a
so-called quantum coin, an ancillary quantum systemwhose state determines the discrete spatial
translations of the particle. The system is thus bipartite and the Hilbert space of the composite
system H = Hc ⊗Hp is the tensor product of the subspace Hc of the coin and the subspace Hp

of the particle. It is customary to initialize the system into a state like

|Ψ〉 = |φc〉 ⊗ |ψp〉, (1.1)

where |φc〉 ∈Hc is the coin state, and |ψp〉 ∈Hp is the (position) state of the particle.
We can understand the fundamental features of this system just by considering the one-di-

mensional model. The space of the particle Hp is spanned by the basis states describing the
particle localized at the n-th site of the lattice, {|n〉 | n ∈ Z}, whereas the two-dimensional coin
space Hc is spanned by the basis states {|↑〉, |↓〉}. The evolution of the walk depends on the
state of the quantum coin. If one obtains “heads”, |↑〉, after tossing the coin and the walker is
in the state |n〉, then in the next step it will be in |n+ 1〉. If it is “tails”, |↓〉, then the walker
will be in |n− 1〉. The key point is that since both the particle and the coin are quantum, even
the coin can be in a superposition of states. Therefore, having a superposition of “heads” and
“tails” allows the walker to simultaneously explore the two corresponding different paths. This
results in a probability distribution with no classical analog, due to the self-interference effects.
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The conditional shift from |n〉 to |n± 1〉 must be described by a unitary operator, the so-called
(conditional) shift operator Ŝ, which operates as follows

Ŝ |↑〉 |n〉 = |↑〉 |n+ 1〉 ,
Ŝ |↓〉 |n〉 = |↓〉 |n− 1〉 . (1.2)

Hence, we can explicitly write the expression of this operator as follows

Ŝ = |↑〉〈↑| ⊗
∑
n∈Z
|n+ 1〉〈n|+ |↓〉〈↓| ⊗

∑
n∈Z
|n− 1〉〈n| . (1.3)

We have just shown the working principle of a DTQW, i.e., how the walker moves according
to the coin state, but now we need to understand how to quantumly toss a coin. The quantum
analog of tossing a coin in the classical case is the application of a coin operator Ĉ to the coin
state. The operator Ĉ is unitary and describes a rotation in the coin space Hc. The arbitrariness
in choosing it allows us to define and to study a wide range of DTQWs, phenomenologically
different. A commonly used coin is the Hadamard coin,

ĈH =
1√
2

(
1 1
1 −1

)
, (1.4)

which, acting on a given coin basis state, results in a superposition of the two coin basis states.
The evolution operator Û of single time step is thus

Û = Ŝ ·
(
ĈH ⊗ Îp

)
, (1.5)

where Îp is the identity forHp. In other words, first ĈH⊗ Îp acts on the state of the composite sys-
tem, tossing the quantum coin. This changes the coin state, leaving the particle state unchanged.
Then Ŝ acts, and this changes the particle state according to the coin state, leaving the latter un-
changed. It is worth noticing that the evolution operator (1.5) generates entanglement between
the coin state and the particle state. After t ∈ N time steps the state of the composite system is
Û t|Ψ〉.

To highlight how the quantum nature of these walks results in a radically different behavior
compared to the classical case, we compare the probability distribution of thewalker in a classical
random walk with that in a symmetric DTQW [9], i.e., a DTQW involving the Hadamard coin
and the following initial state

|Ψsym〉 =
1√
2

(|↑〉+ i|↓〉)⊗ |0〉 . (1.6)

In both cases the walker moves on a line (one-dimensional lattice) and starts in n = 0. The
probability distribution in the classical random walk has a Gaussian shape peaked in the center
of the line, n = 0, while in the DTQW it shows increasing peaks towards the extremes of the line,
several local maxima and minima due to the self-interference effects, and low probability in the
initial position. It can be proved [4] that in this case the DTQW is characterized by a variance
which scales quadratically with the number of time steps, σ2 ∝ t2 (ballistic spread), and the
expected value for the distance of the walker from the origin is therefore σ ∝ t. Hence, a DTQW
spreads faster than a classical random walk, for which σ2 ∝ t (diffusive spread).

As a final remark, it is worth noticing thatmeasuring the coin state at each iteration of thewalk
reproduces the classical behavior of a random walk on a line. Indeed, because of this measure-
ment, correlations between different positions are deleted. In this case, the limiting distribution,
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1.1 – Quantum walks

for large number of iterations t, approaches a Gaussian distribution with mean zero and variance
σ2 = t. In a DTQW the coin state is not measured at each iteration, and so quantum correlations
between different positions are preserved and are allowed to interfere at subsequent steps, thus
resulting in the peculiar behavior previously outlined.

1.1.2 Continuous-time quantum walks
The model of continuous-time quantum walks (CTQWs) was developed by Farhi and Gutmann
[5] on the basis of continuous-time classical Markov chains, which are described by the simple
model of a continuous-time classical randomwalk on a graph. So, before presenting CTQWs, we
will briefly review the concepts of graph and of continuous-time classical randomwalk following
Ref. [7].

A graph G is defined as a pair G := (V,E), where V denotes the non-empty set of vertices,
whose cardinality |V | = N is the number of vertices (order of the graph), and E the set of edges.
An an undirected graph1 is mathematically represented by the Laplacian matrix (also known as
graph Laplacian or Kirchhoff matrix)

L = D −A , (1.7)

where the adjacency matrix

Ajk =

{
1 if (j, k) ∈ E,
0 otherwise, (1.8)

is symmetric and describes the connectivity of G (nonzero entry only if the vertices j and k are
connected by an edge), while D is the diagonal degree matrix whose general element Djj =
deg(j) is the degree of vertex j, i.e., the number of incident edges in j [51]. According to this
definition, L is real, symmetric, positive semidefinite,2 and singular.3

The continuous-time randomwalk onG is a Markov process with a fixed probability per unit
time γ of jumping from a vertex to an adjacent one. The transition matrixM is what makes the
probability distribution over V evolve at each time step. To make this process continuous in time,
we assume that transitions can occur at any time with a transition rate given by γ which is con-
stant for all vertices (homogeneous rate) and for all times (uniform rate). Given an infinitesimal
time interval τ , the probability of the walker to jump from the vertex j to the vertex k is γτ . If
dj = deg(j) is the degree of the vertex j, i.e., j has dj neighbors, then the walker has an overall
probability djγτ of exiting j, and so a probability 1− djγτ of remaining on it. According to this,
the elements of the transition matrix at time t are defined as the transition probabilities during

1Undirected graphs have edges that do not have a direction. An undirected edge is defined by an unordered pair
of vertices and can be traversed in both directions (two-way relationship). Directed graphs, instead, have edges with
direction. A directed edge is defined by an ordered pair of vertices and can only be traversed in a single direction (one-
way relationship).

2A n× n real symmetric matrixM is positive semidefinite (PSD) if

vTMv ≥ 0 ∀v ∈ Rn .

AmatrixM is PSD iff all eigenvalues λj ≥ 0. The Laplacian matrix is PSD since it can be written as L = NTN , whereN
is the directed incidence matrix of the directed graph obtained by orienting its edges in an arbitrary way. It follows that
for any vector v we have vTLv =

∑
(j,k)∈E(vj − vk)2 ≥ 0 [52].

3A singular matrix is a square matrix that does not have a matrix inverse. A matrix is singular if and only if its
determinant is 0. The determinant of the Laplacian is 0 because it always admits the null eigenvalue. Indeed, every row
sum and column sum of L is zero, and so the vector v = (1, . . . ,1) satisfies Lv = 0.
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the time interval t. Thus, for the infinitesimal time interval we have

Mjk(τ) =


γτ +O(τ2) if j /= k and (j, k) ∈ E ,
0 if j /= k and (j, k) /∈ E ,
1− djγτ +O(τ2) if j = k .

(1.9)

Notice thatMjk(τ) = 0 if vertices j and k are not adjacent. Indeed, if there is no edge connecting
two vertices, the transition between them can not occur. The element Mjk(τ) is the transition
probability from the j-th to k-th vertex4 during τ . The (infinitesimal) generator of such a process
is the following matrix:

Hjk = γLjk =


−γ if j /= k and (j, k) ∈ E ,
0 if j /= k and (j, k) /∈ E ,
djγ if j = k .

(1.10)

In a Markov chain the next state only depends on the current one. The state is the probability
distribution at the current time t, and, in our case, this is the probability distribution over the
vertices V of G

p(t) =


p1(t)
p2(t)
...

p|V |(t)

 . (1.11)

The element pj(t) is the probability of finding the walker in the vertex j at time t. Just like the
probability of two independent events is the product of the probability of each event, we can
write5

Mjk(t+ τ) =
∑
l

Mjl(τ)Mlk(t) . (1.12)

The index l runs over all the vertices, but, according to the definition ofMjk, this is equivalent to
summing only over the vertices adjacent to k. Using the definition (1.10) and isolating the term
l = j, we have

Mjk(t+ τ) = Mjj(τ)Mjk(t)−
∑
l /=j

Mjl(τ)Mlk(t)

= (1− djγτ)Mjk(t)− τ
∑
l /=j

HjlMlk(t) , (1.13)

from which
lim
τ→0

Mjk(t+ τ)−Mjk(t)

τ
=
dMjk(t)

dt
= −

∑
l

HjlMlk(t) . (1.14)

4The convention is actually to readMjk as the transition probability from j to k. Here wemade a different choice to be
more consistent to the quantum formalism. Hence, when comparing the following discussion with the literature about
Markov chains, be aware of the different conventions. A transposition is involved.

5This equation is known as the Chapman-Kolmogorov Equation (time-homogeneous)

M(t+ s) =M(s)M(t)⇔M(t+ s) =
∑
l∈S

Mjl(s)Mlk(t) ,

where S is the discrete state space.
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Given the initial conditionMjk(0) = δjk, the solution of this differential equation is
M(t) = e−Ht . (1.15)

Now that we know the transition matrix, we can obtain the probability distribution at time t,
given the initial distribution p(0), according to

p(t) = M(t)p(0) = e−Htp(0) . (1.16)
Indeed, the probability distribution satisfies the following first-order linear differential equation

dpj(t)

dt
= −

∑
k

Hjkpk(t) = −γ
∑
k

Ljkpk(t) . (1.17)

The probability is conserved since the columns ofL sum to zero. Indeed, to be a valid probability-
conserving classical Markov process, the above differential equation requires6 ∑j Ljk = 0.

Farhi and Gutmann’s idea is to extend such a model to the quantum case, so that the ma-
trix H generating the process is a Hamiltonian. The CTQW on a graph takes place in a N -
dimensional Hilbert space spanned by states |j〉, where j ∈ V is a vertex in G. A state |j〉 de-
scribes a walker localized on the j-th vertex. These position states form an orthonormal basis,
so we can write a general state |ψ(t)〉 in terms of the N complex amplitudes qj(t) = 〈j|ψ(t)〉,
i.e., |ψ(t)〉 =

∑
j∈V qj(t)|j〉. Given the Hamiltonian H, the dynamics of the system obeys the

Schrödinger equation i ddt |ψ(t)〉 = H |ψ(t)〉, which, written in the vertex basis, reads as

i
dqj(t)

dt
=
∑
k

Hjkqk(t) , (1.18)

in the units in which ~ = 1. As known, according to Eq. (1.18), an initial quantum state |ψ(0)〉
evolves in time as

|ψ(t)〉 = U(t)|ψ(0)〉 = e−iHt|ψ(0)〉 . (1.19)
The evolution is unitary and the probability to find the walker in a given vertex j is therefore

pj(t) = |qj(t)|2 = |〈j|ψ(t)〉|2 . (1.20)
The CTQW is defined by letting H = γL, i.e., by promoting the Laplacian matrix to Hamil-

tonian of a quantum system. However, it is worth noticing that not only the graph Laplacian,
but also any Hermitian operator H that respects the locality of the graph defines a CTQW [11].
Indeed, Eq. (1.18) requires H = H† to be a valid unitary quantum process [31]. As an example,
often CTQWs are generated by the adjacency matrix A. For regular graphs,7 Djj = deg(j) =: d
is independent of j, thus L = dI − A, where I is the identity matrix, and A generate the same
CTQW, the same quantum dynamics. For non-regular graphs, instead, the two choices provide
different results.

To conclude, we stress that passing from the continuous-time Markov chain to the CTQW
model,

6We know that probabilities must satisfy∑j pj(t) = 1, from which

d

dt

∑
j

pj(t) =
∑
j

dpj(t)

dt
= −γ

∑
j

∑
k

Ljkpk(t) = 0 .

Since γ > 0, we have ∑j Ljk = 0. Indeed, the conservation of probability can not be ensured, in general, by∑
k Ljkpk(t) = 0 because the latter depends on the particular probability distribution {pk(t)}k .
7A graph is said to be regular if all its vertices have the same degree.
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• we pass from the vector p, which describes the probability distribution, to a quantum state
vector |ψ〉 (i.e., given the vertex basis, the vector q whose elements are the probability am-
plitudes);

• the probability distribution satisfies the differential equation (1.17), while the quantum
state vector satisfies the Schrödinger equation (1.18);

• we pass from the transition matrixM(t), which is not unitary in general, to a unitary time-
evolution operator U(t) .

The physical meaning of the graph Laplacian
The graphLaplacian has its roots in the discretization of the space. TheHamiltonian characterizes
the total energy of the system, and, for a particle of massm, it includes a kinetic energy term

T = − 1

2m
∇2, (1.21)

where ~ = 1 and∇2 = ∂2
x + ∂2

y + ∂2
z is the Laplace operator (in the three-dimensional Euclidean

space). If the particle is confined to discrete spatial locations, then ∇2 is replaced by the graph
Laplacian8 L = A −D. For example, for a one-dimensional grid with lattice spacing a, note the
similarities between the continuous-space Laplacian

∇2ψ(x) =
d2ψ(x)

dx2
= lim
a→0

ψ(x+ a) + ψ(x− a)− 2ψ(x)

a2
(1.22)

and the discrete-space analog

〈x|L |ψ〉 = 〈x| (A−D) |ψ〉 = ψx+1 + ψx−1 − 2ψx , (1.23)

where ψx := 〈x|ψ〉 and x ∈ Z. Now letting γ = 1/2ma2, the kinetic energy operator becomes

T = −γL . (1.24)

This defines the prototypical CTQW, the propagation of a quantum particle with kinetic energy
when confined to a lattice. Unlike the Markov process, now the parameter γ ∈ R+ is the hopping
amplitude, i.e., the amplitude rate of the walk. A higher rate corresponds to a particle with a
smaller mass, since a less massive particle scatters more readily [12].

1.2 Quantum estimation theory
Measuring is one of the key aspects of physics. In a classical context, we have to associate to each
outcome an error, which might be of random or systematic nature. In a quantum context the
uncertainty of a measurement is intrinsically related to the system under investigation. However,
unlike its classical counterpart, quantum mechanics allows us to establish the ultimate bound to
the precision of anymeasurement. In this case, furthermore, it is of particular interest the concept
of estimation of a parameter, since parameters of a system are not always physical observables and

8The proper mathematical definition of the Laplacian matrix is L = D − A. The definition L = A−D is sometimes
preferred because closer to the Laplace operator∇2, as in the present case. The reason is that, for a lattice,L is the discrete
approximation of the continuum operator∇2. Both definitions of L generate the same CTQW, as in the former case the
Hamiltonian is defined asH = γL, while in the latter asH = −γL.
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hence not accessible with direct measurements. Quantum estimation theory (QET) [53–55] allows
us to identify the best strategy for estimating an unknown parameter in a quantum system, even
if this is not accessible through a direct measurement. In particular, it is possible to write an
estimator to assess the value of the unknown parameter with the maximum precision allowed by
quantum mechanics by means of a suitable elaboration of the outcomes of a properly optimized
measurement of an observable. In general there are two paradigms in QET:
(i) Global QET looks for the positive operator-valued measure9 (POVM) minimizing a suit-

able cost functional, averaged over all possible values of the parameter to be estimated.
The result of a global optimization is thus a single POVM, independent of the value of the
parameter.

(ii) Local QET looks for the POVM maximizing the Fisher information, thus minimizing the
variance of the estimator, at a fixed value of the parameter [58–62].

In this work we will adopt the latter paradigm, the local QET, which is usually applied to the
estimation of quantum phase [63] and to estimation problems with open quantum systems and
non-unitary processes [64–71]. In the followingwe briefly review themain concepts of local QET
according to Ref. [55].

1.2.1 Local quantum estimation theory
Solving a parameter estimation problem amounts to finding an estimator, i.e., a mapping λ̂ =

λ̂(x1, x2, . . .) from the set {xi} of measurement outcomes, which depend on some parameter λ,
into the space of parameters. Purpose of classical estimation theory is to find an estimator that
gives the most precise estimate of such parameter λ. Optimal estimators in classical estimation
theory are those saturating the Cramér-Rao inequality [72–74]

V (λ) ≥ 1

MFc(λ)
, (1.25)

whereM is the number of measurements and Fc(λ) is the so-called Fisher information (FI)

Fc(λ) =

∫
dx p(x|λ)

(
∂ ln p(x|λ)

∂λ

)2

=

∫
dx

1

p(x|λ)

(
∂p(x|λ)

∂λ

)2

, (1.26)

where p(x|λ) is the conditional probability of obtaining the value xwhen the parameter takes the
value λ. The Cramér-Rao inequality (1.25) establishes a lower bound on the mean square error

V (λ) = Eλ
[(
λ̂({x})− λ

)2
]

(1.27)

for each estimator of the parameter λ, where Eλ [·] denotes the expectation value. A particular
class of λ̂ are the unbiased estimators, for which the mean square error is equal to the variance

Var(λ̂) = Eλ[λ̂2]− Eλ[λ̂]2 , (1.28)

9Ameasure is a function which assigns a number, in this case a probability, to the subsets of a given set. The elements
of themeasure are the probability operators and this is the reason for calling it a probability operatormeasure (POM). The
most often used expression ‘positive operator-valued measure’ expresses the fact that the elements of the measure, the
probability operators, are positive operators. Calling the set of operators a POM reminds us of their physical significance,
while the term POVM recalls their mathematical properties [56]. The POVM consists of a set of non-negative quantum-
mechanical Hermitian operators that add up to the identity. The probability that a quantum system is in a particular state
is given by the expectation value of the POVM operator corresponding to that state [57].
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and the expectation value is the actual value of the parameter λ,Eλ[λ̂] =
∫
dxp(x|λ)λ̂(x) ≡ λ. The

variance is the usual figure of merit that quantifies the precision of an estimator: The lower the
variance, the closer the outcomes are spread around the expected value of the estimator. In the
present work we will always deal with unbiased estimators. The Cramér-Rao bound (1.25) sets
a lower bound on the variance of any unbiased estimator λ̂, provided that the family of distribu-
tion p(x|λ) realizes a so-called regular statistical model. Regular models are those with a constant
support, i.e., the region in which p(x|λ) /= 0 does not depend on the parameter λ, and with non-
singular FI. If these hypotheses are not satisfied, estimators with vanishing variancemay be easily
found. The FI for the statistical model p(x|λ) quantifies how much information on λ is encoded
in the probability distribution: A large FI means that the outcomes carry significant information
on the parameter, which is reflected by the possibility of having more precise estimators, see Eq.
(1.25). The attainability of the Cramér-Rao bound (1.25) is the fundamental problem of classical
estimation theory. Indeed, it is known that the lower bound can be saturated by the maximum
likelihood estimator in the limit of infinite set of measurementsM → +∞ [75].

When quantum systems are involved, any estimation problem may be stated by consider-
ing a family of quantum states {ρλ}, defined on a given finite-dimensional Hilbert space and
parametrized by λ, living on a d-dimensional manifold, with the mapping λ → ρλ providing a
coordinate system. This is sometimes referred to as a quantum statistical model. The parameter
λ does not, in general, correspond to a quantum observable and our aim is to estimate its val-
ues through the measurement of some observable on ρλ. In turn, a quantum estimator for λ is
a self-adjoint operator, which describes a quantum measurement followed by any classical data
processing performed on the outcomes. The indirect procedure of parameter estimation implies
an additional uncertainty for the measured value, that cannot be avoided even in optimal con-
ditions. The aim of QET is to optimize the inference procedure by minimizing this additional
uncertainty. As known, in quantum mechanics, probability distributions naturally arise accord-
ing to the Born rule p(x|λ) = tr [Πxρλ], where {Πx} are the elements of a POVM and ρλ is the
density operator parametrized by the quantity we want to estimate. Notice that the measure-
ment, the POVM, is independent of λ, while the information of the parameter λ is encoded in the
densitymatrix. Unlike the classical regime, the probability distribution depends both on the state
and on the measurement, so we can suitably choose them to get better estimates. In particular,
given ρλ, there is arbitrariness in the choice of the POVM: Different choices of POVM result in
different probability distributions. To evaluate the ultimate bounds to precision, we have to max-
imize the FI over all the possible quantum measurements. The FI of any quantum measurement
is bounded by the so-called quantum Fisher information (QFI), Fq(λ), according to

Fc(λ) ≤ Fq(λ) ≡ tr
[
ρλL

2
λ

]
, (1.29)

where Lλ is the symmetric logarithmic derivative (SLD), defined as the self-adjoint operator
satisfying the Lyapunov equation

Lλρλ + ρλLλ
2

=
∂ρλ
∂λ

. (1.30)

The maximum of the FI among all the possible POVMs is the QFI [76], Fq(λ) = maxΠx{Fc(λ)}.
Therefore, an optimal quantummeasurement for the estimation of λ is the POVM thatmaximizes
the FI and thus makes Fc(λ) = Fq(λ), saturating the inequality (1.29). One can prove that the
optimal POVM is given by the set of projectors onto the eigenstates of the SLDLλ [55]. It is worth
noticing, however, that Lλ itself may not be the optimal observable to be measured, i.e., it may
not be easy to implement in practice.

Since the FI is upper bounded by the QFI, we have a more precise bound on Var(λ̂), the quan-
tum Cramér-Rao inequality [61]

Var(λ̂) ≥ 1

MFq(λ)
. (1.31)
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1.2 – Quantum estimation theory

The quantum version of the Cramér-Rao inequality provides the ultimate lower bound of the pre-
cision in estimating a parameter λ encoded in a quantum state: It does depend on the geometrical
structure of the quantum statistical model and does not depend on themeasurement. Notice that
the quantum Cramér-Rao inequality is valid for regular quantum statistical model, i.e., families of
quantum states made of density matrices with constant rank (i.e., the rank does not depend on
the parameter) and leading to a non-singular QFI [77–79].

In conclusion, theQFI sets theminimumattainable error among the sets of all probing schemes
in the estimation problem of λ, since

Var(λ̂) ≥ 1

MFc(λ)
≥ 1

MFq(λ)
. (1.32)

1.2.2 Asymptotically efficient estimators
An estimator of a parameter λ is a mapping λ̂ = λ̂(x1, x2, . . . , xM ) from the set {xk} of measure-
ment outcomes (M is the number ofmeasurements) into the space of parametersΛ. As discussed
in Sec. 1.2.1, for unbiased estimators the mean square error is equal to the variance Var(λ̂) and
the expectation value is the actual value of the parameter λ. The variance quantifies the preci-
sion of an estimator. In the present work we consider unbiased estimators. The variance has a
classical lower bound (Cramér-Rao inequality) and a ultimate quantum lower bound (quantum
Cramér-Rao inequality), summarized in Eq. (1.32).

Optimal estimators in classical estimation theory are those saturating theCramér-Rao inequal-
ity, Var(λ̂) = (MFc(λ))−1. Optimal quantummeasurements for the estimation of λ correspond to
POVM with Fc(λ) = Fq(λ). In quantum mechanics, probability distributions arise according to
the Born rule p(x|λ) = tr [Πxρλ], where {Πx} are the elements of a POVM, ρλ is the density oper-
ator parametrized by the quantity we want to estimate, and p(x|λ) is the conditional probability
of obtaining the value xwhen the parameter takes the value λ.

Let {xk}, with k = 1, . . . ,M , be an experimental set of outcomes of sizeM with probability
distribution p(xk|λ) = tr [Πxkρλ]. An estimator is asymptotically efficient if it attains the Cramér-
Rao bound asymptotically, Var(λ̂) = (MFc(λ))−1 forM → +∞. This is the case, e.g., of the Bayes
estimator [80, 81] and the maximum likelihood estimator [82]. In the present thesis we assume
to always use the Bayes estimator. The asymptotic limit (infinite number of measurements) is
unfeasible. However, for the finite systems we will consider, the Cramér-Rao bound is approxi-
mately attained, Var(λ̂) ≈ (MFc(λ))−1, performing a relatively low but sufficiently large number
of measurements, 1�M < +∞.

Bayes estimator The Bayes’ theorem states that
p(x|λ)p(λ) = p(λ|x)p(x) , (1.33)

where p(·|·) are the conditional probabilities, p(λ) is the prior assuming no a priori information
and p(x) is the overall probability to observe the outcome x. Upon inverting the above equation,
we obtain the conditional a posteriori probability p(λ|x) of having λ given the outcome x. After
M independent measurements the a posteriori probability is

pM (λ|{x1, . . . , xM}) =
1

N

M∏
k=1

p(xk|λ) , (1.34)

where N is the normalization factor. The Bayes estimator is

λ̂B =

∫
dλλ pM (λ|{x1, . . . , xM}) , (1.35)
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Theoretical background

the mean of the posterior distribution.

Maximum likelihood estimator Purposemaximum likelihood estimation is tomake inferences
about the population that is most likely to have generated the sample {x1, . . . , xM}, in particular
the joint probability distribution. Evaluating the joint probability distribution at the observed
data sample {x1, . . . , xM}we obtain the likelihood function

LM (λ) = LM (λ|{x1, . . . , xM}) = pM ({x1, . . . , xM}|λ) (1.36)

where
pM ({x1, . . . , xM}|λ) =

M∏
k=1

p(xk|λ) (1.37)

for statistically independent individual observations, xk’s, as in our case. Maximum likelihood
estimation aims at finding the values of the model’s parameter λ that maximize the likelihood
function over the parameter space Λ, therefore

λ̂ML = arg max
λ∈Λ

LM (λ) , (1.38)

where arg max, arguments of the maximum, returns the set of elements in Λ for which the func-
tion LM (λ) attains the global maximum in Λ.

1.2.3 Geometry of quantum estimation
In situations where more than a parameter is involved, the family of quantum states ρλ depends
on a set λ = {λµ}, µ = 1, . . . , N . In these cases the relevant object in the estimation problem is the
so-called quantum Fisher information matrix, whose elements are denoted with Fq,µν . From the
geometrical point of view, the estimability of a set of parameters labeling the family of quantum
states ρλ is naturally related to the distinguishability of the states within the quantum statistical
model, i.e., with the notion of distance. On the manifold of quantum states, however, different
distancesmay be defined and a question arises onwhich of them captures the notion of estimation
measure. As it can be easily proved, the Bures distance DB [83–90] is the proper quantity to be
taken into account, and between two density matrices ρ and σ it is defined as

D2
B(ρ, σ) = 2

[
1−

√
F (ρ, σ)

]
, (1.39)

where F (ρ, σ) =
(
tr
[√√

ρσ
√
ρ
])2 is the fidelity.10 The Bures metric gµν is obtained upon con-

sidering the distance between two states obtained by an infinitesimal change in the value of the
parameter

d2
B = D2

B(ρλ, ρλ+dλ) = gµνdλµdλν . (1.40)
By explicitly evaluating the Bures distance we find [91]

gµν =
1

4
Fq,µν(λ) . (1.41)

The Bures metric is proportional to the QFI, which itself is symmetric, real, and positive semidefi-
nite, i.e., it represents ametric for themanifold underlying the quantum statisticalmodel. Indeed,

10The fidelity F (ρ, σ) tells us how much similar the two quantum states are and it takes value in [0,1]. In particular it
is 1 if ρ and σ coincide and it is 0 if they represent completely different states.
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1.2 – Quantum estimation theory

a large QFI for a given λ implies that the quantum states ρλ and ρλ+dλ should be statistically dis-
tinguishable more effectively than the same pair of states for a value λ corresponding to smaller
QFI. In other words, one confirms the intuitive picture in which optimal estimability (that is, a di-
verging QFI) corresponds to quantum states that are sent far apart upon infinitesimal variations
of the parameters.

1.2.4 Quantum Fisher information for pure states
In the present work, we will consider pure states. Below, we specify the general discussion car-
ried on so far for pure states, obtaining a very simple expression for the QFI. Pure states are
represented by density matrices ρ = |ψ〉〈ψ| and σ = |φ〉〈φ|, thus the fidelity is simply11

F (ρ, σ) = |〈ψ|φ〉|2. (1.42)

Then, the Bures distance (1.39) is

D2
B(ρλ, ρλ+dλ) = 2 [1− |〈ψλ|ψλ+dλ〉|] , (1.43)

from which, by using Eq. (1.40), we get the following expression for the Bures metric

gµν =
2 (1− |〈ψλ|ψλ+dλ〉|)

dλµdλν
. (1.44)

Therefore, from Eq. (1.41), the QFI matrix element is

Fq,µν(λ) = 4gµν =
8 (1− |〈ψλ|ψλ+dλ〉|)

dλµdλν
, (1.45)

but if we are interested in estimating a single parameter, as in the present work, the QFI is just

Fq(λ) =
8 (1− |〈ψλ|ψλ+dλ〉|)

(dλ)2
. (1.46)

We can also prove the above result, Eq. (1.46), from nongeometric point view as follows.
Proof. The density operator of the state ρλ = |ψλ〉〈ψλ| is idempotent, ρ2

λ = ρλ, so if we take a
derivative with respect to λ, then

(∂λρλ)ρλ + ρλ(∂λρλ) = ∂λρλ . (1.47)

Comparing Eq. (1.47) to the SLD Lλ in Eq. (1.30), we obtain

Lλ = 2∂λρλ = 2 (|ψλ〉〈∂λψλ|+ |∂λψλ〉〈ψλ|) , (1.48)

where we assume the Leibniz’s rule holds for ρλ = |ψλ〉〈ψλ|. We have already seen that the QFI is
defined asFq(λ) = Tr

[
ρλL

2
λ

]. For sake of simplicity, since we are interested in a single parameter

11Proof. The density matrix is idempotent, ρ2 = ρ, thus ρ =
√
ρ and so

F (ρ, σ) =

(
tr

[√√
ρσ
√
ρ

])2

= (tr [
√
ρσρ])2 =

(
tr
[√
|ψ〉〈ψ|σ|ψ〉〈ψ|

])2

=
(
tr
[√
〈ψ|σ|ψ〉√ρ

])2
= 〈ψ|σ|ψ〉 (tr [ρ])2 = |〈ψ|φ〉|2 ,

since tr [ρ] = 1 and 〈ψ|σ|ψ〉 is a multiplicative constant.
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λ, we omit such label in states and derivatives, which we assume to take always with respect to
λ. So we have to compute

L2
λ = 4 (|ψ〉〈∂ψ|∂ψ〉〈ψ|+ |∂ψ〉〈ψ|∂ψ〉〈ψ|+ |ψ〉〈∂ψ|ψ〉〈∂ψ|+ |∂ψ〉〈∂ψ|) , (1.49)

since 〈ψ|ψ〉 = 1, but 〈∂ψ|∂ψ〉 /= 1 in general, from which12

Fq(λ) = 4
(
〈∂ψ|∂ψ〉+ 〈ψ|∂ψ〉2 + 〈∂ψ|ψ〉2 + |〈∂ψ|ψ〉|2

)
. (1.50)

Because of normalization,

∂〈ψ|ψ〉 = 0 = 〈∂ψ|ψ〉+ 〈ψ|∂ψ〉 = z + z∗ , (1.51)

after introducing z := 〈∂ψ|ψ〉 ∈ C. Such equality holds iff z is purely imaginary. Hence, since
z2 + (z∗)2 + |z|2 = −|z|2, the QFI for pure states reduces to

Fq(λ) = 4
(
〈∂ψ|∂ψ〉 − |〈∂ψ|ψ〉|2

)
. (1.52)

Now we consider how an infinitesimal variation of the parameter λ affects the state |ψλ〉. We
expand |ψλ+dλ〉 about |ψλ〉 up to the second order

|ψλ+dλ〉 = |ψλ〉+ |∂ψ〉dλ+
1

2
|∂2ψ〉dλ2 +O(dλ3) , (1.53)

and we project it onto the original state

〈ψλ|ψλ+dλ〉 = 1 + 〈ψ|∂ψ〉dλ+
1

2
〈ψ|∂2ψ〉dλ2 +O(dλ3)

= 1 + z∗dλ+
1

2
w∗dλ2 +O(dλ3) , (1.54)

where w∗ := 〈ψ|∂2ψ〉 ∈ C. Then

|〈ψλ|ψλ+dλ〉|2 =

(
1 + z∗dλ+

1

2
w∗dλ2 +O(dλ3)

)(
1 + zdλ+

1

2
wdλ2 +O(dλ3)

)
= 1 + (z + z∗)dλ+

[
|z|2 +

1

2
(w + w∗)

]
dλ2 +O(dλ3)

= 1 +

[
|z|2 +

1

2
(w + w∗)

]
dλ2 +O(dλ3) , (1.55)

where the last equality holds because of Eq. (1.51). Again, from Eq. (1.51), if we take a further
derivative, then we get

∂2〈ψ|ψ〉 = 2〈∂ψ|∂ψ〉+ 〈∂2ψ|ψ〉+ 〈ψ|∂2ψ〉 = 0 , (1.56)

from which
〈∂ψ|∂ψ〉 = −1

2

(
〈∂2ψ|ψ〉+ 〈ψ|∂2ψ〉

)
= −1

2
(w + w∗) . (1.57)

12If we assume an orthonormal basis set {|α〉},∑α |α〉〈α| = I, then

Tr
[
ρλL

2
λ

]
=
∑
α

〈α|ψ〉〈ψ|L2
λ|α〉 =

∑
α

〈ψ|L2
λ|α〉〈α|ψ〉 = 〈ψ|L

2
λ|ψ〉 ,

from which Eq. (1.50) follows.
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1.2 – Quantum estimation theory

In the light of this result and the definition of z and w, we can rewrite Eq. (1.55) as

|〈ψλ|ψλ+dλ〉|2 ≈ 1 +
(
|〈∂ψ|ψ〉|2 − 〈∂ψ|∂ψ〉

)
dλ2 . (1.58)

If we consider the square root of this quantity, then we get

|〈ψλ|ψλ+dλ〉| =
√

1 + (|〈∂ψ|ψ〉|2 − 〈∂ψ|∂ψ〉) dλ2

≈ 1 +
1

2

(
|〈∂ψ|ψ〉|2 − 〈∂ψ|∂ψ〉

)
dλ2

= 1− 1

8
Fq(λ)dλ2 , (1.59)

because of Eq. (1.52) and since √1 + x ≈ 1 + 1
2x for x� 1, from which

Fq(λ) =
8 (1− |〈ψλ|ψλ+dλ〉|)

dλ2
. (1.60)
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Chapter 2

Continuous-time quantum walks in
the presence of a quadratic
perturbation

In this chapter we address the properties of continuous-time quantum walks with Hamiltonians of the form
H = L + λL2, with L the Laplacian matrix of the underlying graph and the perturbation λL2 moti-
vated by its potential use to introduce next-nearest-neighbor hopping. We consider cycle, complete, and
star graphs as paradigmatic models with low/high connectivity and/or symmetry. First, we investigate
the dynamics of an initially localized walker. Then, we devote attention to estimating the perturbation
parameter λ using only a snapshot of the walker dynamics. Our analysis shows that a walker on a cycle
graph spreads ballistically independently of the perturbation, whereas on complete and star graphs one ob-
serves perturbation-dependent revivals and strong localization phenomena. Concerning the estimation of
the perturbation, we determine the walker preparations and the simple graphs that maximize the quantum
Fisher information. We also assess the performance of position measurement, which turns out to be opti-
mal, or nearly optimal, in several situations of interest. Besides fundamental interest, our study may find
applications in designing enhanced algorithms on graphs.

2.1 Introduction
In a CTQW the graph Laplacian L plays the role of the free particle Hamiltonian, i.e., it corre-
sponds to the kinetic energy of the particle. Perturbations to ideal CTQW have been investigated
earlier [29, 33, 92–98], however with the main focus being on the decoherence effects of stochastic
noise, rather than the quantum effects induced by a perturbing Hamiltonian. A notable excep-
tion exists, though, given by the quantum spatial search, where the perturbation induced by the
so-called oracle Hamiltonian has been largely investigated as a tool to induce localization on a
desired site [31, 99–103].

In the present chapter, we investigate the dynamics of an initially localized quantum walker
propagating on cycle, complete, and star graphs (see Fig. 2.1) under perturbed Hamiltonians of
the formH = L+ λL2. Characterizing these Hamiltonians amounts to determining the value of
the coupling parameter λ, which quantifies the effects of the quadratic term. For this purpose, we
investigate whether and to what extent a snapshot of the walker dynamics at a given time suffices
to estimate the value of λ.

Besides the fundamental interest, there are a few reasons to address these particular systems.
The topologies of these graphs describe paradigmatic situations with low (cycle and star) or
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(a) (b) (c)

Figure 2.1. The three types of graphs considered in the present work: (a) cycle, (b) complete, and
(c) star graphs. Examples are for N = 5 vertices.

high (complete) connectivity, as well as low (star) and high (cycle and complete) symmetry. At
the same time, CTQWHamiltonians with quadratic perturbation of the form λL2 are of interest,
e.g., because they represent a physicallymotivated and convenientway to introduce next-nearest-
neighbor hopping in one-dimensional lattices, or intrinsic spin-orbit coupling in two-dimensional
lattices. Moreover, considering such perturbations is the first step towards the description of
dephasing and decoherence processes, which result from making the parameter λ a stochastic
process.

To analyze both semiclassical and genuinely quantum features of the dynamics, we employ
a set of different quantifiers, including site distribution, mixing, inverse participation ratio, and
coherence. In this framework, mixing has been studied for CTQWs on some circulant graphs
[104], e.g., the cycle and the complete graph, and also employed together with the temporal stan-
dard deviation to study the dynamics of CTQWs on the cycle graph [105]. Moreover, a spectral
method has been introduced to investigate CTQWs on graphs [106, 107]. Coherent transport has
been analytically analyzed for CTQWs on star graphs [108], showing the occurrence of perfect
revivals and strong localization on the initial node.

2.2 Dynamics
Given a graphG = (V,E), with |V | = N vertices, which we index from 0 toN−1, with Laplacian
matrix L = D − A, the kinetic energy term (~ = 1) T = −∇2/2m of a particle on the graph is
replaced by T = γL. The hopping amplitude γ ∈ R+ plays the role of a time-scaling factor, thus
the time dependence of the results is significant when expressed in terms of the dimensionless
time γt. In the following we set γ = ~ = 1, and, as a consequence, hereafter time and energy will
be dimensionless.

We focus on the dynamics of a walker whose initial state |ψ(0)〉 is a vertex of the graph, i.e.,
the walker is initially localized. We consider the Hamiltonian

H = H0 + λH1 = L+ λL2 , (2.1)

where λ is a dimensionless perturbation parameter. Because of this choice, the eigenproblem of
H is basically the eigenproblem of L. The Laplacian eigenvalue ε = 0 is common to all simple
graphs, it is not degenerate for connected graphs, like cycle, complete, and star graph, and the
corresponding eigenvector is (1, . . . ,1)/

√
N . The time evolution of the system is coherent and

ruled by the unitary time-evolution operator

Uλ(t) = e−iHt =

N−1∑
n=0

e−i(εn+λε2n)t |en〉〈en| , (2.2)
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2.2 – Dynamics

where the second equality follows from the spectral decomposition of L. To study the dynamics
of the walker, we consider the following quantities, which basically arise from the density matrix
ρ(t) = |ψ(t)〉〈ψ(t)|.

The (instantaneous) probability of finding the walker in the vertex k at time t is
P (k, t|λ) = |〈k|Uλ(t)|ψ(0)〉|2 , (2.3)

whereas the average probability is

P̄ (k|λ) = lim
T→+∞

1

T

∫ T

0

P (k, t|λ)dt . (2.4)

There are two main notions of mixing in quantum walks [3, 104, 109]. A graph has the instanta-
neous exactly uniform mixing property if there are times when the probability distribution P (t) of
the walker is exactly uniform; it has the average uniform mixing property if the average probability
distribution P̄ is uniform.

In addition, we consider the inverse participation ratio (IPR) [95, 110, 111]

I(t) =

N−1∑
k=0

〈k|ρ(t)|k〉2 =

N−1∑
k=0

P 2(k, t|λ) , (2.5)

which allows us to assess the amount of localization in position space of the walker. Indeed, the
IPR is bounded from below by 1/N (complete delocalization) and from above by 1 (localization
on a single vertex). In this sense, the IPR is an alternative quantity to study the instantaneous
exactly uniform mixing. The inverse of the IPR indicates the number of vertices over which the
walker is distributed [112].

Finally, to further analyze the quantum features of the dynamics, we consider the quantum
coherence. A proper measure is provided by the l1 norm of coherence [113]

C(t) =

N−1∑
j,k=0,
j /=k

|ρj,k(t)| =
N−1∑
j,k=0

|ρj,k(t)| − 1 . (2.6)

Refer to Appendix 2.A for details about the analytical derivation of the results shown in the fol-
lowing.

2.2.1 Cycle graph
In the cycle graph each vertex is adjacent to two other vertices, so its degree is 2. Hence, the graph
Laplacian is

L = 2I −
N−1∑′

k=0

(|k − 1〉〈k|+ |k + 1〉〈k|) . (2.7)

The primed summation symbol means that we look at the cycle graph as a path graph pro-
vided with periodic boundary conditions, thus the terms |−1〉〈0| and |N〉〈N − 1| are |N − 1〉〈0|
and |0〉〈N − 1|, respectively. The matrix representation of this Laplacian is symmetric and circu-
lant (a special case of Toeplitz matrix), and the related eigenproblem is analytically solved in Ref.
[114] and reported in Table 2.1.

The ground state (n = 0) is unique and equal to
εmin = 0 , (2.8)

|emin〉 =
1√
N

N−1∑
k=0

|k〉 . (2.9)
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|en〉 εn µn

|en〉 = 1√
N

N−1∑
k=0

e−i
2πn
N k |k〉 2

[
1− cos

(
2πn
N

)]
∗

with n = 0, . . . , N − 1

Table 2.1. Eigenvectors |en〉 and eigenvalues εn of the graph Laplacian in the cycle graph. The
asterisk denotes that the multiplicity of the eigenvalues depends on the parity ofN . In particular,
the ground state n = 0 is always unique, whereas the highest energy level is unique for even N
and doubly degenerate for odd N . Independently of the parity of N , the remaining eigenvalues
have multiplicity 2, since εn = εN−n.

Instead, the highest-energy level depends on the parity ofN and is unique for evenN (n = N/2),

εmax = 4 , (2.10)

|emax〉 =
1√
N

N−1∑
k=0

(−1)k |k〉 , (2.11)

and has degeneracy 2 for odd N (n = (N ± 1)/2),

εmax = 2
[
1 + cos

( π
N

)]
, (2.12)

|emax〉 =
1√
N

N−1∑
k=0

(−1)ke±i(π/N)k |k〉 , (2.13)

where the phase factors are all either with the plus sign or with the minus sign.
Since for oddN the highest energy level is doubly degenerate, wemay be interested in finding

the corresponding orthonormal eigenstates having real components.1 Therefore, we define the
following states by linearly combining the two eigenstates in Eq. (2.13) in one case with the plus
sign and with the minus sign in the other,2 respectively:

∣∣e+
max

〉
=

√
2

N

N−1∑
k=0

(−1)k cos
( π
N
k
)
|k〉 , (2.14)

∣∣e−max〉 =

√
2

N

N−1∑
k=0

(−1)k sin
( π
N
k
)
|k〉 . (2.15)

The perturbation involves

L2 = 6I +

N−1∑′

k=0

(|k − 2〉〈k| − 4 |k − 1〉〈k|+ H.c.) , (2.16)

1The further reason is that some numerical routines solving the eigenproblem for real symmetric matrices may return
orthonormal eigenvectors with real components.

2The linear combination leading to Eq. (2.15) introduces also an imaginary unit. However, this is a global phase factor,
and, as such, we neglect it.
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2.2 – Dynamics

where the Hermitian conjugate of |k − n〉〈k| is a hopping term of +n vertices, and as such should
be |k + n〉〈k|. Hence, the perturbed Hamiltonian (2.1) reads as follows:

H = (2 + 6λ)I +

N−1∑′

k=0

[λ |k − 2〉〈k| − (1 + 4λ) |k − 1〉〈k|+ H.c.] . (2.17)

The perturbation λL2 thus introduces the next-nearest-neighbor hopping and affects the nearest-
neighbor one and also the on-site energies proportional to I .

In a cycle graph all the vertices are equivalent, so an initially localized walker will show the
same time evolution independently of the starting vertex chosen. We denote the initial state by
|j〉. The probability of finding the walker in the vertex k at time t for a given value of λ is (Fig.
2.2)

Pj(k, t|λ) =
1

N
+

2

N2

N−1∑
n=0,
m>n

cos

[
(Eλn − Eλm)t− 2π

N
(n−m)(j − k)

]
, (2.18)

which is symmetric with respect to the starting vertex j, i.e., Pj(j + k, t|λ) = Pj(j − k, t|λ) (proof
in Appendix 2.A.1). The average probability distribution is the same as the one reported in [105],
which is basically our unperturbed CTQW.3
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Figure 2.2. Probability distribution Pj(k, t|λ) of the walker as a function of time in the cycle graph.
The walker is initially localized in the vertex |j = 2〉. The probability distribution is symmetric with
respect to the starting vertex, i.e., Pj(j + k, t|λ) = Pj(j − k, t|λ). Numerical results suggest that
revivals in the starting vertex are most likely not exact. Indeed, to be exact, the periods of the cosine
functions entering the definition of the probability (2.18) have to be commensurable and such periods
strongly depend on the choice of N and λ. Results are for N = 5 and λ = 0.2.

The solution of the time-dependent Schrödinger equation of the unperturbed system (λ = 0)
can be expressed in terms of Bessel functions [104]. This allows us to analytically prove the
ballistic spreading in a one-dimensional infinite lattice [115], i.e., that the variance of the position
is σ2(t) = 〈x̂(t)2〉−〈x̂(t)〉2 ∝ t2. We expect the same ballistic spreading to characterize the CTQW
on a finite cycle at short times, i.e., as long as the walker does not feel the topology of the cycle
graph.

3The CTQW Hamiltonian in [105] is H = A/d, instead of being the Laplacian. In regular graphs d, the degree of
the vertex, is the same for all the vertices. The diagonal degree matrix D is thus proportional to the identity, and this
introduces an irrelevant phase factor in the time evolution of the quantum state. The timescale of the evolutions under
the Hamiltonians A and A/d is clearly different, but the resulting time-averaged probability distribution is the same.

27



Continuous-time quantum walks in the presence of a quadratic perturbation

Wecanfind a simple expression describing the variance of the position forλ /= 0 at short times.
The variance is meaningful if we consider sufficiently largeN , and the assumption t� 1 ensures
that the wave function does not reach the vertices |0〉 and |N − 1〉. Indeed, the position on the
graph is the corresponding vertex, but the topology of the cycle graph allows the walker to jump
from |0〉 to |N − 1〉 and vice versa. This in turn affects the computation of the variance. To ensure
the maximum distance from the extreme vertices, we consider a walker initially localized in the
central vertex. We assume even N , so the starting vertex is |j = N/2〉. Under these assumptions,
we have that

σ2(t) ≈
[
40(λ− λ0)2 +

2

5

]
t2 , (2.19)

with λ0 = −1/5 (see Appendix 2.A.1). The spreading of the walker is ballistic in spite of the
perturbation. Nevertheless, increasing |λ− λ0| makes the walker spread faster by affecting the
factor in front of t2. Indeed, such a factor is related to the square of the parameter characterizing
the speed of the walker [115]. The lowest variance is for λ = λ0, which is the value for which
the nearest-neighbor hopping−(1 + 4λ) equals the next-nearest-neighbor one λ (see Eq. (2.17)).
Numerical simulations of the CTQW provide evidence that the same behavior in Eq. (2.19) char-
acterizes also the CTQW on the cycle with odd N or when the starting vertex is not the central
one, again assuming that the wave function does not reach the extreme vertices.

For completeness, we report in Fig. 2.3 the numerical results for the probability distribution
(2.18) at a given time and at varying λ. The pattern of the probability distribution is not symmet-
ric with respect to λ0. Nevertheless, at short times the resulting variance of the position (2.19)
turns out to be symmetric with respect to λ0.
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Figure 2.3. Map of the probability distribution (2.18) as a function of the position (vertex) and λ
at t = 4. The walker is initially localized in the center of the cycle graph (N = 100). The horizontal
dashed white line highlights λ0 = −1/5, the value at which the variance of the position is minimum.
For clarity, here vertices are indexed from 1 to N .

Next we numerically evaluate the IPR (2.5) for the probability distribution in Eq. (2.18); the
results are shown in Fig. 2.4. As expected from the previous results about the probability dis-
tribution (see also Fig. 2.2), the IPR does not show a clear periodicity, it strongly fluctuates, and
there are instants of time when it gets closer to 1, meaning that the walker is more localized. The
numerical results also suggest that the instantaneous exactly uniform mixing is achievable for
N ≤ 4, while there is no exact delocalization for N > 4, as already conjectured [104]. How-
ever, for large N the probability distribution (2.18) approaches the uniform one, and so the IPR
approaches 1/N .
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Figure 2.4. Inverse participation ratio for a walker initially localized in the cycle graph. Numerical
results suggest that for t > 0 the IPR reaches neither the lower bound 1/N (green dashdotted line),
i.e., the delocalization, nor the upper bound 1 (orange dashed line), i.e., the localization. Whether
or not the (de)localization is achievable is most likely related to the choice of N and λ. This choice,
in turn, might result in the commensurability or incommensurability of the periods of the cosine
functions entering the definition of the probability (2.18). For largeN the IPR approaches 1/N , since
the probability distribution approaches the uniform one. Results are for λ = 0.2.

Finally, we focus on the time dependence of the coherence (2.6) for an initially localized
walker. The exact numerical results are shown in Fig. 2.5. Under the assumption t � 1, we
can find a simple expression. We Taylor expand the time-evolution operator up to the first order,
so the density matrix is approximated as ρ(t) = ρ(0)− it [H, ρ(0)] +O(t2). Then, with the Hamil-
tonian (2.17), the behavior characterizing the earlier steps of the time evolution of the coherence
is

C(t, λ) ≈ 4(|λ|+ |1 + 4λ|)t , (2.20)
consistently with the results shown in Fig. 2.5. Hence, at short times the coherence is minimum
for λ = −1/4. For such a value the nearest-neighbor hopping −(1 + 4λ) is null, while the next-
nearest-neighbor hopping λ is nonzero (see Eq. (2.17)).
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Figure 2.5. Coherence for a walker initially localized in the cycle graph with N = 5. For t � 1 the
minimum is for λ = −1/4, as expected from the linear approximation in Eq. (2.20).
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Continuous-time quantum walks in the presence of a quadratic perturbation

2.2.2 Complete graph
In the complete graph each vertex is adjacent to all the others, so its degree is N − 1. Hence, the
graph Laplacian is

L = (N − 1)I −
N−1∑
j,k=0,
j /=k

|j〉〈k| , (2.21)

and has the property
Ln = Nn−1L . (2.22)

The eigenproblem related to Eq. (2.21) is solved in Table 2.2. The graph Laplacian has two
energy levels: the level ε0 = 0, having eigenstate |e0〉, and the (N − 1)-degenerate level ε1 = N ,
having orthonormal eigenstates

∣∣el1〉, with l = 1, . . . , N − 1.

n |en〉 εn µn

0 |e0〉 = 1√
N

N−1∑
k=0

|k〉 0 1

1
∣∣el1〉 = 1√

l(l+1)

(
l−1∑
k=0

|k〉 − l |l〉
)

N N − 1

with l = 1, . . . , N − 1

Table 2.2. Eigenvectors |en〉 and eigenvalues εn with multiplicity µn of the graph Lapla-
cian in the complete graph.

The perturbed Hamiltonian is therefore

H = (1 +Nλ)L , (2.23)

i.e., it is basically the CTQW Hamiltonian of the complete graph multiplied by a constant which
linearly depends on λ. We observe that the value λ∗ = −1/N makes the Hamiltonian null and
so it makes this case trivial. The perturbation affects the energy scale of the unperturbed system
and thus its timescale. Therefore, we can directly compare the next results with the well-known
ones concerning the unperturbed system [104].

The time-evolution operator (2.2) is

e−iHt = I +
1

N

[
e−i2ωN (λ)t − 1

]
L , (2.24)

where we have Taylor expanded the exponential, used Eq. (2.22), and defined the angular fre-
quency

ωN (λ) =
N

2
(1 + λN) , (2.25)

which depends on λ. For large N , the time evolution basically results in adding a phase to the
initial state, since limN→+∞ Uλ(t) = exp [−i2ωN (λ)t] I .

In a complete graph all the vertices are equivalent, so an initially localized walker will show
the same time evolution independently of the starting vertex chosen. We denote the initial state
by |0〉. The probabilities of finding the walker in |0〉 or elsewhere, |1 ≤ i ≤ N − 1〉, at time t for a
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2.2 – Dynamics

given value of λ are periodic (Fig. 2.6),

P0(0, t|λ) = 1− 4(N − 1)

N2
sin2 (ωN (λ)t) , (2.26)

P0(i, t|λ) =
4

N2
sin2 (ωN (λ)t) . (2.27)

Hence, the walker returns periodically to the starting vertex and can be found in it with certainty.
This occurs for tk = 2kπ/(N + λN2), with k ∈ N. Increasing the order of the graph makes
the angular frequency higher, and limN→+∞ P0(0, t|λ) = 1, while limN→+∞ P0(i, t|λ) = 0. The
perturbation only affects the periodicity of the probabilities. The probability distribution is sym-
metric with respect to λ∗, since ωN (λ∗ ± λ) = ±λN2/2 and sin2

(
λN2/2

)
= sin2

(
−λN2/2

). As
expected, for λ∗ the walker remains in the starting vertex all the time, since ωN (λ∗) = 0 and so
P0(0, t|λ∗) = 1 ∀ t. The average probability distribution is the same as the one reported in [104],
which is basically our unperturbed CTQW.4
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Figure 2.6. Probability of finding the walker in the starting vertex P0(0, t|λ) (red solid line) or in
any other vertex P0(i, t|λ) (blue dashed line) as a function of time in the complete graph. The walker
is initially localized at the vertex |0〉. Results are for N = 5 and λ = 0.2.

Next the IPR (2.5) for the probability distribution in Eqs. (2.26) and (2.27) reads

I(t) = 1− 8(N − 1)

N2
sin2(ωN (λ)t) +

16(N − 1)

N3
sin4(ωN (λ)t) . (2.28)

The IPR has the same properties of the probability distribution: it is periodic, reaches the upper
bound 1 (localization of the walker) for tk such that P0(0, tk|λ) = 1, and limN→+∞ I = 1, since
for large N the walker tends to be localized in the starting vertex (Fig. 2.7). The lower bound
Im := mint I actually depends on N :

Im = I(tl) =


1

N
for N ≤ 4 ,

1− 8

N
+

24

N2
− 16

N3
for N > 4 ,

(2.29)

4The CTQWHamiltonian in [104] isH = A/d. See also footnote 3.
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Continuous-time quantum walks in the presence of a quadratic perturbation

where

tl =


2[± arcsin (

√
N/2) + πl]

N + λN2
for N ≤ 4 ,

2π(1/2 + l)

N + λN2
for N > 4 ,

(2.30)

with l ∈ N. Please notice that the two definitions of Im match in N = 4. For N ≤ 4 there are
instants of time when the walker is delocalized (Im = 1/N) and there is instantaneous exactly
uniform mixing. Instead, for N > 4 the walker is never delocalized, since Im > 1/N .
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Figure 2.7. Inverse participation ratio for a walker initially localized in the complete graph. The IPR
periodically reaches the upper bound 1 (orange dashed line), i.e., the localization, but for N > 4
does not reach the value 1/N (green dashdotted line), i.e., the delocalization. The lower bound of
the IPR is defined in Eq. (2.29). For N → +∞ the IPR approaches 1, since the probability of finding
the walker at the starting vertex approaches 1 (see Eqs. (2.26) and (2.27)). Results are for λ = 0.2.

Finally, we focus on the time dependence of the coherence, which we derive in Appendix
2.A.2 and show in Fig. 2.8. The modulus of the off-diagonal elements of the density matrix can
be expressed in terms of the square root of probabilities (see Appendix 2.A); thus the coherence
is periodic and it is symmetric with respect to λ∗, as well as the probability distribution. As ex-
pected, the dependence on the perturbation is encoded only in the angular frequency ωn(λ), and
the coherence is identically null, thus minimum, for λ∗. For λ /= λ∗, the coherence periodically
reaches the extrema

max C =
8(N − 1)(N − 2)

N2
for tk =

(2k + 1)π

N + λN2
, (2.31)

min C = 0 for tk =
2kπ

N + λN2
, (2.32)

with k ∈ N and assuming N ≥ 2.

2.2.3 Star graph
In the star graph, the central vertex is adjacent to all the others, so its degree is N − 1. On the
other hand, the other vertices are only connected to the central one, so their degree is 1. Hence,
the graph Laplacian is

L = I + (N − 2) |0〉〈0| −
N−1∑
k=1

(|k〉〈0|+ |0〉〈k|) , (2.33)
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Figure 2.8. Coherence for a walker initially localized in the complete graph with N = 5.
The coherence is null, thus minimum, for λ∗ = −1/N and it is symmetric with respect to
λ?, so only the data for λ ≥ λ∗ are shown.

where |0〉 denotes the central vertex.
The eigenproblem related to Eq. (2.33) is solved in Table 2.3. The graph Laplacian has three

energy levels: the level ε0 = 0, having eigenstate |e0〉; the (N − 2)-degenerate level ε1 = 1, having
orthonormal eigenstates

∣∣el1〉, with l = 1, . . . , N − 2; and the level ε1 = N , having eigenstate |e2〉.

n |en〉 εn µn

0 |e0〉 = 1√
N

N−1∑
k=0

|k〉 0 1

1
∣∣el1〉 = 1√

l(l+1)

(
l∑

k=1

|k〉 − l |l + 1〉
)

1 N − 2

with l = 1, . . . , N − 2

2 |e2〉 = 1√
N(N−1)

[
(N − 1) |0〉 −

N−1∑
k=1

|k〉
]

N 1

Table 2.3. Eigenvectors |en〉 and eigenvalues εn with multiplicity µn of the graph
Laplacian in the star graph.

The perturbation involves

L2 = 2I + (N2 −N − 2) |0〉〈0| −N
N−1∑
k=1

(|k〉〈0|+ |0〉〈k|) +

N−1∑
j,k=1,
j /=k

|j〉〈k| , (2.34)

so the perturbed Hamiltonian (2.1) reads

H =(1 + 2λ)I + [N − 2 + λ(N2 −N − 2)] |0〉〈0|

− (1 + λN)

N−1∑
k=1

(|k〉〈0|+ |0〉〈k|) + λ

N−1∑
j,k=1,
j /=k

|j〉〈k| . (2.35)
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Continuous-time quantum walks in the presence of a quadratic perturbation

The perturbation λL2 thus introduces the hopping among all the outer vertices (next-nearest
neighbors) and affects the hopping to and from the central vertex, i.e., the nearest-neighbor hop-
ping, and also the on-site energies proportional to I .

For an initially localized state, there are two different time evolutions. If at t = 0 the walker
is in the central vertex |0〉, then the time evolution is equal to the corresponding one in the com-
plete graph of the same size. Therefore, also the resulting probability distribution, the IPR, and
the coherence are equal between star and complete graphs. Instead, if at t = 0 the walker is lo-
calized in any of the outer vertices, then we have a different time evolution. All the outer vertices
|1 ≤ i ≤ N − 1〉 are equivalent and differ from the central vertex |0〉, so, if we keep the central
vertex as |0〉, we can always relabel the outer vertices in such a way that the starting vertex is
denoted by |1〉.

The probabilities of finding the walker in the central vertex |0〉, in the starting vertex |1〉 or in
any other outer vertex |2 ≤ i ≤ N − 1〉 at time t for a given value of λ are respectively (Fig. 2.9)

P1(0, t|λ) =
4

N2
sin2(ωN (λ)t) , (2.36)

P1(1, t|λ) = 1− 4

N(N − 1)

[
(N − 2) sin2(ω1(λ)t) +

N − 2

N − 1
sin2[(ωN (λ)− ω1(λ))t]

+
1

N
sin2(ωN (λ)t)

]
, (2.37)

P1(i, t|λ) =
4

N(N − 1)

[
sin2(ω1(λ)t) +

1

N − 1
sin2[(ωN (λ)− ω1(λ))t]

− 1

N
sin2(ωN (λ)t)

]
, (2.38)

where the angular frequency is defined in Eq. (2.25). In particular, P1(0, t|λ) is periodic with
period TN := π/ωN (λ), it is symmetric with respect to λ∗ = −1/N , and P1(0, t|λ∗) = 0, which
means that the walker occupies only in the outer vertices of the star graph. Indeed, λ∗ makes
the hopping terms to and from the central vertex |0〉 null (see Eq. (2.35)). Instead, P1(1, t|λ) and
P1(i, t|λ) are periodic if and only if the periods T1, TN , and π/[ωN (λ)− ω1(λ)] of the summands
are commensurable. When this happens, then the overall probability distribution is periodic.
This happens also for the particular values λ = −1,−1/N,−1/(N + 1), which make null ω1, ωN ,
and ωN − ω1, respectively. Indeed, when ω1 (ωN) is null, the probabilities (2.36)–(2.38) only
involve sine functions with ωN (ω1). When ωN − ω1 = 0, i.e., ωN = ω1, all the sine functions
have the same angular frequency. We address in detail the periodicity of the probability distri-
bution in Appendix 2.A.3. For P1(1, t|λ) and P1(i, t|λ) results suggest that there is no symmetry
with respect to λ. Increasing the order of the graph makes the angular frequency higher, and
limN→+∞ P1(1, t|λ) = 1, while limN→+∞ P1(0, t|λ) = limN→+∞ P1(i, t|λ) = 0. Again, the per-
turbation affects the probabilities only through the angular frequency. The average probability
distribution is the same as the one reported in [108], which is exactly our unperturbed CTQW.

Next we numerically evaluate the IPR (2.5) for the probability distribution in Eqs. (2.36)–
(2.38); the results are shown in Fig. 2.10. The IPR oscillates between 1 and its minimum value,
which grows with N , similarly to what happens in the complete graph. Indeed, for N → +∞
the IPR approaches 1 (localization), since the probability of finding the walker in the starting
vertex approaches 1. The periodicity of the IPR relies upon that of the probability distribution.
When the latter is periodic, the IPR periodically reaches 1, since the walker is initially localized
at a vertex, and periodically returns to it. By considering P1(0, t|λ) = 1/N , we notice that the
instantaneous exactly uniform mixing is never achievable forN > 4 and so the IPR is never close
to 1/N , independently of λ. Instead, for N ≤ 4 the mixing properties strongly depend on the
choice of N and λ, e.g., it is achievable for λ = −1/(N + 1) and for N = 2 ∧ λ = −1. The
instantaneous exactly uniform mixing is never achievable for λ∗, since P1(0, t|λ∗) = 0 ∀ t.
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Figure 2.9. Probability of finding thewalker at the central vertexP1(0, t|λ) (greendotted line),
at the starting vertex P1(1, t|λ) (red dashed line) or at any other vertex P1(i, t|λ) (blue solid
line) as a function of time in the star graph. The walker is initially localized at the vertex |1〉.
Results are for N = 5 and λ = 0.2.
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Figure 2.10. Inverse participation ratio for awalker initially localized at |1〉 on the star graph. Results
suggest that for t > 0 there are instants of time when the IPR is close to the upper bound 1 (orange
dashed line), i.e., the localization. In particular, the IPR periodically reaches 1 when the probability
distribution is periodic. ForN > 4 the IPR does not reach the value 1/N (green dashdotted line), i.e.,
the delocalization. ForN → +∞ the IPR approaches 1, since the probability of finding the walker at
the starting vertex approaches 1 (see Eqs. (2.36)–(2.38)). Results are for λ = 0.2.

Finally, we focus on the time dependence of the coherence of a walker initially localized in
|1〉, which we derive in Appendix 2.A.3 and it is shown in Fig. 2.11. The coherence shows a
complex structure of local maxima and minima. However, it is smoother and periodic for the
values of λ which make the overall probability distribution periodic (see Appendix 2.A.3), e.g.,
λ = −1,−1/N,−1/(N + 1).
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Figure 2.11. Coherence for a walker initially localized in |1〉 in the star graph with N = 5. The
coherence is smooth and periodic for λ∗ = −1/N .

2.3 Characterization
In this sectionwe address the characterization of theCTQWHamiltonian (2.1), i.e., the estimation
of the parameter λ that quantifies the amplitude of the perturbationH1 = L2. Our aim is to assess
whether and to what extent we may determine the value of λ using only a snapshot of the walker
dynamics, i.e., by performingmeasurements at a given time t. Hence, wemake use of the concepts
from classical and quantum estimation theories reviewed in Sec. 1.2.

We recall that the main result regarding the precision of an unbiased estimator λ̂ is given by
the Cramér-Rao bound

σ2(λ̂) ≥ 1

nFc(λ)
, (2.39)

where Fc(λ) is the Fisher information (FI) of the probability distribution P (x|λ), n is the number
of measurements, and λ is the parameter of interest. The above inequality sets a lower bound
on the variance σ2 of any unbiased estimator λ̂, provided that the family of distribution P (x|λ)
realizes a so-called regular statistical model. Regular models are those with a constant support, i.e.,
the region in which P (x|λ) /= 0 does not depend on the parameter λ, and with non-singular FI.
If these hypotheses are not satisfied, estimators with vanishing variance may be easily found.

In a quantum scenario, the parameter must be encoded in the density matrix of the system.
In turn, a quantum statistical model is defined as a family of quantum states {ρλ} parametrized by
the value of λ. The quantum Cramér-Rao inequality

σ2(λ̂) ≥ 1

nFq(λ)
, (2.40)

where Fq(λ) is the quantum Fisher information (QFI), establishes the ultimate lower bound of
the precision in estimating a parameter λ encoded in a quantum state. Note that the quantum
Cramér-Rao bound is valid for regular quantum statistical model, i.e., families of quantum states
made of density matrices with constant rank (i.e., the rank does not depend on the parameter)
and leading to non-singular QFI [77–79].

In the present work we focus on pure states subjected to the unitary evolution in Eq. (2.2),
i.e., |ψλ(t)〉 = Uλ(t) |ψ(0)〉. For such states the QFI reads

Fq(t, λ) = 4
[
〈∂λψλ(t)|∂λψλ(t)〉 − |〈ψλ(t)|∂λψλ(t)〉|2

]
. (2.41)
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When dealing with CTQWs on a graph, a reasonable and significant measurement is the position
one. For such a measurement the FI reads

Fc(t, λ) =

N−1∑
k=0

(∂λP (k, t|λ))
2

P (k, t|λ)
, (2.42)

where P (k, t|λ) is the conditional probability of finding the walker in the k-th vertex at time t
when the value of the parameter is λ.

When the perturbation H1 commutes with the unperturbed Hamiltonian H0 (which is our
case; see Eq. (2.1)), the unitary time evolution simplifies to

Uλ(t) = e−itH0e−itλH1 . (2.43)

Then the QFI has a simple representation in terms of the perturbation and of time. Indeed, if our
probe |ψ〉 at time t = 0 does not depend on λ and undergoes the evolution Uλ(t), at a later time
t > 0 we can write

Fq(t) = 4t2
[
〈ψ|H2

1|ψ〉 − 〈ψ|H1|ψ〉2
]

= 4t2〈(∆H1)2〉 , (2.44)

since |∂λψλ(t)〉 = −itH1|ψλ(t)〉 when [H0,H1] = 0. We emphasize that the QFI does not depend
on the parameter λ to be estimated. This is due to the unitary evolution and to the fact that at
t = 0 the probe |ψ〉 does not depend on λ.

In the following, we evaluate the QFI of localized states, whose dynamics is addressed in
Sec. 2.2, and we determine the states maximizing the QFI for cycle, complete, and star graph.
We compare the QFI with the FI for a position measurement to assess whether it is an optimal
measurement or not. Moreover, we find the simple graphs allowing the maximum QFI. Refer to
Appendix 2.B for details about the analytical derivation of the results shown in the following.

2.3.1 Localized states
Cycle graph
The QFI of an initially localized state in the cycle graph is

Fq(t) = 136t2 , (2.45)

and it is independent ofN . We numerically evaluate the FI (2.42) for the probability distribution
in Eq. (2.18). The results are shown in Fig. 2.12 and suggest that the FI never reaches the QFI.
Specific behaviors of the FI strongly depend on the choice of N and λ.

Complete Graph
The QFI of an initially localized state in the complete graph is

Fq(N, t) = 4N2(N − 1)t2 . (2.46)

The FI is
Fc(N, t, λ) =

4N4(N − 1)t2 cos2 (ωN (λ)t)

N2 − 4(N − 1) sin2 (ωN (λ)t)
, (2.47)

with ωN (λ) defined in Eq. (2.25). Due to the symmetry of the graph, both the QFI and the FI do
not depend on the starting vertex, i.e., the estimation is completely indifferent to the choice of the
initially localized state. Unlike the QFI, the FI does depend on λ and is symmetric with respect
to λ∗ = −1/N , as well as the probability distribution in Eqs. (2.26) and (2.27). In particular,
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Figure 2.12. Quantum (black solid line) and classical Fisher information (colored nonsolid lines)
of position measurement for an initially localized state on the cycle graph. Results are for N = 5.

Fc(t, λ∗) = Fq(t). However, we recall that P0(0, t|λ∗) = 1 and P0(i, t|λ∗) = 0, i.e., the walker is
in the starting vertex all the time. In this case the hypotheses leading to the Cramér-Rao bound
(2.39) do not hold, since themodel is not regular, and the boundmay be easily surpassed. Indeed,
if we perform the measurement described by the POVM {|0〉〈0|,1 − |0〉〈0|}, the variance of the
estimator is identically zero, outperforming both classical and quantum bounds.

For λ /= λ∗, the periodicity of the probabilities in Eqs. (2.26) and (2.27) results in a depen-
dence of the FI on λ and an analogous oscillating behavior (Fig. 2.13). The FI reaches periodically
its local maxima when the numerator is maximum and the denominator is minimum, and these
maxima saturate the quantum Cramér-Rao bound

Fc(tk, λ) = Fq(tk, λ) . (2.48)

This occurs for tk = 2kπ/(N+λN2), with k ∈ N, i.e., when the walker is completely localized and
we definitely find it in the starting vertex. Indeed, in the probability distribution the parameter
λ is encoded only in the angular frequency, thus knowing when the walker is certainly in the
starting vertexmeans knowing exactly its period, and thus the parameter λ. However, to perform
such ameasurement one needs some a priori knowledge of the value of the parameter. In fact, the
POVM saturating the quantum Cramér-Rao bound (2.40) strongly depends on the parameter λ.

Star Graph
The time evolution of the state localized in the center of the star graph is equivalent to that of a
localized state in the complete graph, as already pointed out in Sec. 2.2.3. Thus, for this state the
QFI and FI are provided in Eqs. (2.46) and (2.47), respectively (see also Fig. 2.13).

Things change when we consider a walker initially localized in one of the outer vertices of the
star graph. In this case the QFI is

Fq(N, t) = 4(N2 +N − 2)t2 . (2.49)

We numerically evaluate the FI (2.42) for the probability distribution in Eqs. (2.36)–(2.38) and
the results are shown in Fig. 2.14. Unlike the complete graph, for the star graph there is no
saturation of the quantum Cramér-Rao bound. Note, however, that for λ∗ = −1/N the walker
cannot reach the central site and in principle one may exploit this feature to build a nonregular
model, as we discussed in the preceding section.
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Figure 2.13. Quantum (black solid line) and classical Fisher information (colored nonsolid
lines) of position measurement for an initially localized state on the complete graph. The same
results are obtained for a walker initially localized at the central vertex |0〉 of the star graph of
the same size. Results are for N = 5.
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Figure 2.14. Quantum (black solid line) and classical Fisher information (colored nonsolid
lines) of position measurement for a walker initially localized at an outer vertex of the star
graph. Results are for N = 5.

2.3.2 States maximizing the QFI
In the preceding sectionwe studied how localized states behave as quantumprobes for estimating
the parameter λ of the perturbation. However, wemight be interested in finding the best estimate
for such a parameter by searching for the state ρλ maximizing the QFI, hence minimizing the
variance σ2(λ̂). For this purpose, it is worth introducing an alternative formula for QFI. When
there is only one parameter to be estimated and the state is pure, the QFI reads

Fq(λ, t) = lim
δλ→0

8 (1− |〈ψλ(t)|ψλ+δλ(t)〉|)
δλ2

. (2.50)

This expression involves the modulus of the scalar product

〈ψλ(t)|ψλ+δλ(t)〉 = 〈ψ(0)|Uδλ(t)|ψ(0)〉 , (2.51)

where
Uδλ(t) := e+i(H0+λH1)te−i[H0+(λ+δλ)H1]t = e−iδλH1t (2.52)
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is a unitary operator given by the product of two unitary operators (2.2) related to the time evo-
lutions for λ and λ+ δλ and the last equality holds since [H0,H1] = 0 (see Eq. (2.1)).

The QFI strongly depends on the quantum state considered. To maximize the QFI, we recall
the following lemma from Parthasarathy [116].

Lemma 1. LetW be any unitary operator in the finite dimensional complex Hilbert spaceH with spectral
resolution∑k

j=1 e
iθjPj , where eiθ1 , . . . , eiθk are the distinct eigenvalues of W with respective eigenpro-

jections P1, . . . , Pk. Define
m(W ) = min

‖ψ‖=1
| 〈ψ|W |ψ〉 |2 . (2.53)

Then the following hold.

(a) If there exists a unit vector |ψ0〉 such that 〈ψ0|W |ψ0〉 = 0, thenm(W ) = 0.

(b) If 〈ψ|W |ψ〉 > 0 for every unit vector |ψ〉, then

m(W ) = min
i /=j

cos2

(
θi − θj

2

)
. (2.54)

Furthermore, when the right-hand side is equal to cos2
(
θi0−θj0

2

)
,

m(W ) = | 〈ψ0|W |ψ0〉 |2 (2.55)

where
|ψ0〉 =

1√
2

(|ei0〉+ |ej0〉) (2.56)

with |ei0〉 and |ej0〉 arbitrary unit vectors in the range of Pi0 and Pj0 respectively.

The idea is to exploit Lemma 1 to compute the QFI. We consider |ψ0〉 as the initial state and
we identifyW with Uδλ(t), since 〈ψλ(t)|ψλ+δλ(t)〉 = 〈ψ0|Uδλ(t)|ψ0〉, so that

Fq(λ, t) = lim
δλ→0

8
[
1−

√
m(Uδλ(t))

]
δλ2

. (2.57)

Indeed, the state |ψ0〉 in Eq. (2.56) maximizes the QFI by minimizing the modulus of the scalar
product (2.51). The unit vectors involved by |ψ0〉 are eigenvectors of the unitary operator (2.52)
and so, ultimately, of H1. In particular, such states are those whose eigenvalues minimize Eq.
(2.54). The eigenvalues of the unitary operator (2.52) are eiθj = e−iδλtε

2
j , with {ε2

j} eigenvalues
of H1 = H2

0, and {εj} those of H0 = L. Thus, we can identify θj = −δλtε2
j . Because of this

relation, we may assume |ei0〉 and |ej0〉 to be the eigenstates corresponding to the lowest- and
highest-energy eigenvalue. Indeed, in the limit for δλt→ 0 the cosine in Eq. (2.54) is minimized
by maximizing the difference θi − θj . Then the QFI reads

Fq(t) = t2(ε2
max − ε2

min)2 = t2ε4
max . (2.58)

Because of the choice of the state |ψ0〉, which involves the lowest- and highest-energy eigenstates,
the first equality follows from Eq. (2.44), whereas the second equality holds since εmin = 0 for
simple graphs. An eventual phase difference between the two eigenstates in Eq. (2.56) would
result in the same QFI, but a different FI, as shown in Appendix 2.B.4.
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General Graph
We prove that for a specific class of graphs the maximum QFI is always equal to N4t2, provided
the probe of the system is the state (2.56). Indeed, according to Lemma 1, in order to find quan-
tum probes maximizing the QFI, we need to search for systems whose eigenvalue separation is
maximum. For a graph of N vertices with no loops, the row sums and the column sums of the
graph Laplacian LN are all equal to 0, and the vector (1, . . . ,1) is always an eigenvector of Lwith
eigenvalue 0. It follows that any Laplacian spectrum contains a zero eigenvalue and to maximize
the QFI we need to find graphs having the largest maximum eigenvalue.

Following Ref. [52], the Laplacian spectrum of a graph G(V,E) is the set of the eigenvalues
of LN

SL(G) = {µ1 = 0, µ2, . . . , µN} , (2.59)
where the eigenvalues µi are sorted in ascending order. To study the maximum eigenvalue µN
we introduce the complementary graph Ḡ of G. The complementary graph Ḡ is defined on the
same vertices of G and two distinct vertices are adjacent in Ḡ if and only if they are not adjacent
in G. So the adjacency matrix Ā can be easily obtained from A by replacing all the off-diagonal
0’s with 1’s and all the 1’s with 0’s. Alternatively,

ĀN = JN − 1N −AN , (2.60)

where JN denotes theN ×N all-1 matrix and 1N theN ×N identity matrix. A vertex inG can be
at most adjacent to N − 1 vertices, since no loops are allowed. Then, the degree d̄j of a vertex in
Ḡ isN − 1−dj , i.e., the complement toN − 1 of the degree of the same vertex inG. The diagonal
degree matrix is therefore

D̄N = (N − 1)1N −DN . (2.61)
In conclusion, the Laplacian matrix L̄N associated with the complementary graph Ḡ is

L̄N = D̄N − ĀN = N1N − JN − LN . (2.62)

Lemma 2. Any eigenvector ~n of LN is an eigenvector of L̄N . If the eigenvalue of ~n for LN is 0, then it is 0
also for L̄N . If the eigenvalue of ~n for LN is µi, then the eigenvalue for L̄N is N − µi. Thus, the spectrum
of L̄N is given by

SL̄(Ḡ) = {0, N − µN , . . . , N − µ2} , (2.63)
where the eigenvalues are still sorted in ascending order.

Any LN is positive semidefinite, i.e., µi ≥ 0 ∀ i, so this holds for L̄N too. According to these
remarks and to Eq. (2.63), we then observe that µN ≤ N , i.e., the largest eigenvalue is bounded
from above by the number of vertices N . Moreover, the second-smallest eigenvalue µ2 of LN is
the algebraic connectivity of G: It is greater than 0 if and only if G is a connected graph. Indeed,
the algebraicmultiplicity of the eigenvalue 0 is the number of connected components of the graph
[117–119]. So if Ḡ has at least two distinct components, then the second-smallest eigenvalue of
L̄N is N − µN = 0, from which µN = N .

Lemma 3. Given a graphG and its Laplacian spectrum SL(G) = {0, µ2, . . . , µN}, the largest Laplacian
eigenvalue µN is bounded from above by µN ≤ N and the equality is saturated only if the complementary
graph Ḡ is disconnected.

This result in spectral graph theory has a direct impact on our estimation problem. Since our
perturbation is the square of the graph Laplacian, the maximum QFI is given by Eq. (2.58) and
involves the lowest and the largest eigenvalue of the Laplacian spectrum.
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Lemma 4. The simple graphsGwhose complementary graph Ḡ is disconnected are the only ones providing
the maximum QFI for the estimate of the parameter λ in Eq. (2.1). For such graphs, the largest eigenvalue
of the graph Laplacian is N and the lowest is 0. This results in the maximum QFI

Fmaxq (N, t) = N4t2 . (2.64)

This lemma allows us to predict whether or not a graph provides the maximum QFI and its
value, with no need to diagonalize the graph Laplacian. Some graphs satisfying Lemma 4 are
the complete, the star, the wheel, and the complete bipartite graphs. The cycle graph allows
the maximum QFI only for N ≤ 4: For N = 2,3 it is just a complete graph and for N = 4 the
complementary graph has two disconnected components; for N > 4 it is connected.

Cycle graph

The cycle graph satisfies Lemma 4 only for N ≤ 4. For N > 4 the maximum QFI is lower than
N4t2 and it depends on N . Indeed, the energy spectrum of the cycle graph is sensitive to the
parity of N , and the state maximizing the QFI at t = 0 is therefore

|ψ(±)
0 〉 =

1√
2

(|emin〉+ |e(±)
max〉) , (2.65)

where |emin〉 is the ground state, while |e(±)
max〉 is the eigenstate corresponding to the highest-

energy level and it depends on the parity of N . For even N it is unique, whereas for odd N the
highest energy level is doubly degenerate, which is the reason for the± sign (see Eqs. (2.14) and
(2.15) and Table 2.1). The resulting QFI is

Fq(t) =

{
256t2 if N is even ,
16
[
1 + cos

(
π
N

)]4
t2 if N is odd . (2.66)

The QFI for oddN depends onN , and for largeN it approaches the QFI for evenN , which does
not depend onN . Even the FI discriminates between even and oddN , because of the ambiguity in
choosing the highest energy eigenstate for odd N (see Appendix 2.B.1). For even N the position
measurement is optimal, i.e., Fc(t) = Fq(t). For odd N , both eigenstates for n = (N ± 1)/2 in
Table 2.1 lead to Fc(t) = Fq(t). Instead, if we choose the linear combinations of them in Eqs.
(2.14) and (2.15), the FI of position measurement is no longer optimal, as shown in Fig. 2.15.

Complete graph

The complementary graph of the complete graph hasN disconnected components, so it satisfies
Lemma 4. A possible choice of the state maximizing the QFI (at t = 0) is

|ψl0〉 =
1√
2

(|e0〉+ |el1〉) , (2.67)

where |e0〉 is the ground state, while |el1〉, with l = 1, . . . , N − 1, is the eigenstate corresponding
to the highest energy level ε1 = N , which is (N −1)-degenerate (see Table 2.2). Then, we are free
to choose any eigenstate from the eigenspace {|el1〉} (or even a superposition of them) and the
QFI is always given by Eq. (2.64). On the other hand, the FI does depend on the choice of |el1〉.
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Figure 2.15. Quantum (black solid line) and classical Fisher information (colored nonsolid lines)
of position measurement for the states maximizing the QFI on the cycle graph for odd N : (a)

∣∣ψ+
0

〉,
where the highest-energy state is Eq. (2.14), and (b)

∣∣ψ−0 〉, where the highest-energy state is Eq.
(2.15). Indeed, for odd N the highest-energy level is doubly degenerate. While the QFI does not
depend on the choice of the corresponding eigenstate, the FI does. Results are for N = 5.

As an example, let us consider the two states

|ψ1
0〉 =

1√
2

(|e0〉+ |e1
1〉) , (2.68)

|ψN−1
0 〉 =

1√
2

(|e0〉+ |eN−1
1 〉 . (2.69)

These states are equivalent for the QFI (both maximize it), but they are not for the FI (see Fig.
2.16), which reads

Fc(|ψ1
0〉;N, t, λ) =

4N4(N + 2)t2 sin2(2tωN (λ))

(N + 2)2 − 8N cos2(2tωN (λ))
, (2.70)

Fc(|ψN−1
0 〉;N, t, λ) =

4N4(N − 1)t2 sin2(2tωN (λ))

N2 − 4(N − 1) cos2(2tωN (λ))
. (2.71)

In both cases the FI is symmetric with respect to λ∗ = −1/N , and for such value it vanishes. The
local maxima occur for tk = π(k + 1/2)/(N + λN2), with k ∈ N, and are

Fmaxc (|ψ1
0〉;N, tk, λ) =

4N4

N + 2
t2k , (2.72)

Fmaxc (|ψN−1
0 〉;N, tk, λ) = 4(N − 1)N2t2k . (2.73)

For these states the FI never reaches the value of the QFI (2.64), so the position measurement on
|ψl0〉 is not optimal.

Star graph
The complementary graph of the star graph has two disconnected components, so it satisfies
Lemma 4. The state maximizing the QFI (at t = 0) is

|ψ0〉 =
1√
2

(|e0〉+ |e2〉) , (2.74)
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Figure 2.16. Quantum (black solid line) and classical Fisher information (colored nonsolid
lines) of positionmeasurement for two of the states maximizing the QFI on the complete graph:
(a)
∣∣ψ1

0

〉 in Eq. (2.68) and (b)
∣∣ψN−1

0

〉 in Eq. (2.69). Due to the degeneracy of the highest energy
level, there are several states providing the samemaximumQFI.While the QFI does not depend
on the choice of such states, the FI does. In both cases, the FI vanishes for λ∗ = −1/N . Also
shown in (b) are the results for the maximum QFI state in Eq. (2.74) for the star graph of the
same size. Results are for N = 5.

where |e0〉 is the ground state, while |e2〉 is the eigenstate corresponding to the highest-energy
level ε2 = N (see Table 2.3). The resulting QFI is given by Eq. (2.64). Since the highest-energy
level is not degenerate, there is no ambiguity in the state maximizing the QFI. For such a state the
FI reads as Eq. (2.71), so also refer to Fig. 2.16(b).

2.4 Discussion and Conclusions
In this chapter, we have investigated the dynamics and the characterization of continuous-time
quantum walks with Hamiltonians of the form H = L + λL2, with L the Laplacian matrix of
the underlying graph. We have considered cycle, complete, and star graphs, as they describe
paradigmatic models with low and high connectivity and/or symmetry. The perturbation λL2 to
the CTQW Hamiltonian L introduces next-nearest-neighbor hopping. This strongly affects the
CTQW in the cycle and in the star graph, whereas it is negligible in the complete graph, since each
of its vertices is adjacent to all the others and L2 = NL. Clearly [L, λL2] = 0, so the commutator
between the unperturbed Hamiltonian and the perturbation is not indicative of how much the
system is perturbed. Therefore, we consider howdifferent isL2 fromL by assessing the Frobenius
norm of the operator ∆ = L − L2/N , i.e., ‖∆‖F =

√
Tr{∆†∆} [120]. This turns out to be null

for the complete graph, equal to
√

6N − 40 + 70/N for the cycle, and to
√
N − 4 + 5/N − 2/N2

for the star graph. According to this, the cycle graph is the most perturbed, and the complete the
least.

Our results indicate the general quantum features of CTQWs on graphs, e.g., revivals, inter-
ference, and creation of coherence, are still present in their perturbed versions. On the other
hand, interesting effects emerge, such as the appearance of symmetries in the behavior of the
probability distribution and of the coherence. In the cycle graph (for t� 1), the perturbation af-
fects the speed of the walker, while preserving the ballistic spreading. The variance is symmetric
with respect to λ0, despite the fact that the probability distribution is not. The value λ0 makes
the next-nearest-neighbor hopping equal to the nearest-neighbor hopping. The physical inter-
pretation of this behavior is still an open question, which deserves further investigation. In the
complete graph the perturbation does not affect the dynamics, since L2 = NL, so the resulting
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perturbed Hamiltonian is proportional to L. In the star graph, the perturbation affects the peri-
odicity of the system. We have determined the values of λ allowing the system to be periodic,
thus to have exact revivals. In particular, the value λ∗ = −1/N makes the walker exist only in the
outer vertices, provided it starts in one of them.

Characterizing the perturbed Hamiltonian amounts to estimating the parameter λ of the per-
turbation. We have addressed the optimal estimation of λ by means of the quantum Fisher infor-
mation and using only a snapshot of the walker dynamics. The states maximizing the QFI turn
out to be the equally weighted linear combination of the eigenstates corresponding to the lowest-
and highest-energy levels. In addition, we have found that the simple graphs whose complemen-
tary graph is disconnected, e.g., the complete and star graphs, are the only ones providing the
maximum QFI N4t2. Moreover, we have evaluated the Fisher information of position measure-
ments to assess whether it is optimal. We sum up the asymptotic behavior of the (Q)FI for large
N in Table 2.4 and for t � 1 in Table 2.5. When the probe is a localized state, the QFI in the
cycle graph is independent of the order N of the graph. In the complete graph, the local max-
ima of the FI equal the QFI and occur when the walker is localized in the starting vertex with
probability 1; this happens periodically. However, to perform such a measurement one needs
some a priori knowledge of the value of λ. When the probe is the maximum QFI state, the QFI in
the cycle graph depends onN , and FI is optimal for evenN . In general, when the highest energy
level is degenerate, the QFI does not depend on the choice of the corresponding eigenstates when
defining the optimal state; instead the FI does.

Besides fundamental interest, our study may find applications in designing enhanced algo-
rithms on graphs, e.g., spatial searches, and as a necessary ingredient to study dephasing and
decoherence.

QFI FI
cycle complete star cycle complete star

Localized states O(1) O(N3) O(N2) O(1) O(N3) O(N2)

Maximum QFI states O(1) O(N4) O(N4) O(1) O(N3) O(N3)

Table 2.4. Asymptotic behavior of the quantum Fisher information and of the classical
Fisher information for large order N of the cycle, complete, and star graphs, for localized
and maximum QFI states.
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FI
cycle complete star

Localized states O(t2) O(t2) O(t2)

Maximum QFI states O(t2) for energy eigenstates in Table 2.1 O(t4) O(t4)

O(t4) for odd N and highest energy
eigenstate (2.14) or (2.15)

Table 2.5. Behavior at short times t of the classical Fisher information of the cycle, complete, and
star graphs, for localized and maximum QFI states. The maximum QFI state is the superposition of
the ground state and the highest-energy eigenstate. The QFI is always O(t2), even at short and long
times (see Eq. (2.44)), since the perturbationH1 is time independent.

Appendices
2.A Analytical derivation of the results for the dynamics
The dynamics of the system is essentially encoded in the time evolution of the density matrix.
For an initially localized state |i〉, the density matrix is given by ρ(t) = |i(t)〉〈i(t)|, whose generic
element in the position basis is

ρj,k(t) = 〈j|Uλ(t)|i〉〈i|U†λ(t)|k〉 , (2.75)
where the time-evolution operator Uλ(t) is defined in Eq. (2.2). The probability distribution is
given by the diagonal elements of the density matrix

Pi(j, t|λ) = |〈j|i(t)〉|2 = 〈j|i(t)〉〈i(t)|j〉 = ρj,j(t) . (2.76)
On the other hand, the modulus of the off-diagonal elements of the density matrix entering the
definition of coherence in Eq. (2.6) can also be expressed in terms of probabilities:

|ρj,k(t)| = |〈j|Uλ(t)|i〉||〈k|Uλ(t)|i〉| =
√
Pi(j, t|λ)Pi(k, t|λ) . (2.77)

2.A.1 Cycle Graph
According to the time-evolution operator and to the spectral decomposition in Table 2.1, in a cycle
graph an initially localized state |j〉 evolves in time as

|j(t)〉 =
1√
N

N−1∑
n=0

e−iE
λ
ntei

2π
N jn |en〉 , (2.78)

whereEλn := εn+λε2
n, and exp{i 2π

N jn}/
√
N = 〈en|j〉. Then, the probability of finding the walker

in the vertex k at time t is

Pj(k, t|λ) =
1

N2

N−1∑
n,m=0

e−i(E
λ
n−E

λ
m)tei

2π
N (n−m)(j−k) . (2.79)

This expression leads to Eq. (2.18) as follows. Let pnm be the summand, excluding 1/N2. The
summation over m can be split in three different summations: one over m = n (providing
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∑
n pnn = N), one over m > n, and one over m < n. Since pnm = p∗mn, then

∑
m<n pnm =∑

m>n p
∗
mn, so

∑
m>n(pnm + p∗mn) = 2

∑
m>n Re{pnm}, with Re{pnm} = cos[arg(pnm)].

To prove that the probability distribution is symmetric with respect to the starting vertex j,
i.e., that Pj(j + k, t|λ) = Pj(j − k, t|λ), we consider Eq. (2.79). The left-hand side is

Pj(j + k, t|λ) =
1

N2

N−1∑
n,m=0

e−i(E
λ
n−E

λ
m)tei(2π/N)(n−m)(−k) . (2.80)

Now, letting l = N − n (q = N −m) be the new summation index, since εN−l = εl (εN−q = εq),
we have that

Pj(j + k, t|λ) =
1

N2

N∑
l,q=1

e−i(E
λ
l −E

λ
q )tei(2π/N)(q−l)(−k)

=
1

N2

N−1∑
l,q=0

e−i(E
λ
l −E

λ
q )tei(2π/N)(l−q)[j−(j−k)]

= Pj(j − k, t|λ) . (2.81)
The second equality holds since the summand of index l = N (q = N) is equal to that of index
l = 0 (q = 0). Indeed, according to Table 2.1, the virtual EλN is equal to Eλ0 (the actual energies
have index running from 0 to N − 1). In addition, exp{i 2π

N (q − l)k} returns the same value if
evaluated in l = N (q = N) or l = 0 (q = 0).

Finally, we justify the expression of the variance of the position in Eq. (2.19). We assume even
N , |j = N/2〉 as the initial state, and t � 1. The variance requires the expectation values of x̂
and x̂2, and the vertex states are eigenstates of the position operator. The probability distribution
(2.18) is symmetric about the starting vertex, thus 〈x̂〉 = N/2, and it involves summands of the
form

cos(αt+ β) = cos(αt) cosβ − sin(αt) sinβ

= (1− α2

2
t2) cosβ − αt sinβ +O(t3) , (2.82)

since t� 1. Hence, letting αnm = Eλn − Eλm and βkjnm = 2π
N (n−m)(k − j), we can write

〈x̂2(t)〉 ≈ 1

N

N−1∑
k=0

k2 +
2

N2

N−1∑
n=0,
m>n

N−1∑
k=0

[
k2 cosβkjnm −

t2

2
k2α2

nm cosβkjnm − tk2αnm sinβkjnm

]

=
1

6
(N − 1)(2N − 1)− 1

12
[N(N − 6) + 2] + 2t2(20λ2 + 8λ+ 1)

=
N2

4
+
[
40
(
λ+

1

5

)2

+
2

5

]
t2 . (2.83)

Then, the variance (2.19) follows, and is symmetric with respect to λ0 = −1/5.

2.A.2 Complete Graph
The complete graph has two energy levels (see Table 2.2), thus the unitary time-evolution oper-
ator has the spectral decomposition

Uλ(t) = |e0〉〈e0|+ e−2iωN (λ)t
N−1∑
l=1

|el1〉〈el1| , (2.84)
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with ωN (λ) defined in Eq. (2.25). Hence, a localized state |0〉 evolves in time according to

|0(t)〉 =
1

N

[
1 + (N − 1)e−i2ωN (λ)t

]
|0〉+

1

N

(
1− e−i2ωN (λ)t

)N−1∑
k=1

|k〉 . (2.85)

Then, the density matrix ρ(t) = |0(t)〉〈0(t)| in the position basis is

ρ(t) = [1− (N − 1)A] |0〉〈0|+ (A+B)

N−1∑
k=1

|0〉〈k|+ (A+B∗)

N−1∑
k=1

|k〉〈0|+A

N−1∑
j,k=1

|j〉〈k| , (2.86)

where

A =
4

N2
sin2(ωN (λ)t) , (2.87)

B =
1

N

(
e−2itωN (λ) − 1

)
. (2.88)

The diagonal elements of ρ(t) provide the probability distribution in Eqs. (2.26) and (2.27).
Instead, the off-diagonal elements allow us to compute the coherence according to Eq. (2.6) and
it reads

C(t) = 2(N − 1)|A+B|+ (N − 1)(N − 2)|A| . (2.89)

2.A.3 Star graph
The star graph has three energy levels (see Table 2.3), thus the unitary time-evolution operator
has the spectral decomposition

Uλ(t) = |e0〉〈e0|+ e−2itω1

N−2∑
l=1

|el1〉〈el1|+ e−2itωN |e2〉〈e2| , (2.90)

with ωN (λ) defined in Eq. (2.25). Hence, a localized state |1〉, i.e., an outer vertex, evolves in time
according to

|1(t)〉 =
1

N
(1− e−i2ωN (λ)t) |0〉+

(
1

N
+
N − 2

N − 1
e−i2ω1(λ)t +

e−i2ωN (λ)t

N(N − 1)

)
|1〉

+

(
1

N
− e−i2ω1(λ)t

N − 1
+
e−i2ωN (λ)t

N(N − 1)

)N−1∑
k=2

|k〉 . (2.91)

Instead, if the initial state is the central vertex |0〉, we recover the time evolution of a localized
state in the complete graph of the same size (see Eq. (2.85)) and thus the same results. Then the
density matrix ρ(t) = |1(t)〉〈1(t)| in the position basis is

ρ(t) =|A|2 |0〉〈0|+ |B|2 |1〉〈1|+ |C|2
N−1∑
k=2

|k〉〈k|+

[
|C|2

N−1∑
j,k=2,
k>j

|j〉〈k|+AB∗ |0〉〈1|

+

N−1∑
k=2

(AC∗ |0〉〈k|+BC∗ |1〉〈k|) + H.c.
]
, (2.92)
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where H.c. denotes the Hermitian conjugate of the off-diagonal terms only and

A =
1

N
(1− e−i2ωN (λ)t) , (2.93)

B =
1

N
+
N − 2

N − 1
e−i2ω1(λ)t +

e−i2ωN (λ)t

N(N − 1)
, (2.94)

C =
1

N
− e−i2ω1(λ)t

N − 1
+
e−i2ωN (λ)t

N(N − 1)
(2.95)

are the coefficients of |1(t)〉 in the position basis (see Eq. (2.91)). The diagonal elements of ρ(t)
provide the probability distribution in Eqs. (2.36)–(2.38). Instead, the off-diagonal elements
allow us to compute the coherence according to Eq. (2.6). Given the counting of the different
matrix elements, since |ρj,k(t)| = |ρk,j(t)|, the coherence reads

C(t) = 2|AB∗|+ 2(N − 2)(|AC∗|+ |BC∗|) + (N − 2)(N − 3)|C|2 . (2.96)

The issue of the periodicity of the probability distribution is still pending. Ultimately, the
overall probability distribution is periodic if and only if the periods of the sine functions involved
by the probabilities (2.36)–(2.38) are commensurable. Since such sine functions are squared, the
periods are:

T1(λ) :=
π

ω1(λ)
=

2π

1 + λ
, (2.97)

TN (λ) :=
π

ωN (λ)
=

2π

N + λN2
, (2.98)

TN,1(λ) :=
π

ωN (λ)− ω1(λ)
=

2π

(N − 1)[1 + λ(N + 1)]
. (2.99)

Twononzero real numbers are commensurable if their ratio is a rational number. The idea is there-
fore to express both T1(λ) and TN,1(λ) as multiple integers of TN (λ). From the ratio T1(λ)/TN (λ)
we get

T1(λ) =
N(1 + λN)

1 + λ
TN (λ) =: pλNTN (λ) , (2.100)

with λ /= −1 ∧ λ /= −1/N , and from TN,1(λ)/TN (λ)

TN,1(λ) =
N(1 + λN)

(N − 1)[1 + λ(N + 1)]
TN (λ) =: qλNTN (λ) , (2.101)

with λ /= −1/N ∧ λ /= −1/(N + 1). Then, we need to find the value of λ such that pλN , qλN ∈ N at
the same time. Combining the definition of pλN and qλN in Eqs. (2.100) and (2.101), we find that
they are related to λ and N by

λ =
pλN − qλN (N − 1)

qλN (N2 − 1)− pλN
. (2.102)

Note that Eq. (2.102) is to be understood together with Eqs. (2.100) and (2.101). As an
example, for pλN = qλN we get λ = (2 − N)/(N2 − 2) from Eq. (2.102). However, the period is
unique, so we cannot choose any pλN = qλN . Indeed, for such a value of λ we get pλN = qλN = 2
from Eqs. (2.100) and (2.101). In the end, by considering the least common multiple of the latter
two integers, the total period of the probability distribution is

T = lcm(pλN , q
λ
N )TN (λ) . (2.103)
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The above ratios (2.100) and (2.101) between the different periods are properly defined unless
λ = −1,−1/N,−1/(N +1). Nevertheless, for such values of λ the overall probability distribution
is actually periodic. If we let p, q ∈ Z, we recover them from Eq. (2.102) for q = 0, q = −p, and
p = 0, respectively. These values of λ make ω1, ωN , and ωN − ω1 vanish, respectively. When
ω1 = 0 (ωN = 0), the probabilities only involve sine functions with ωN (ω1). When ωN = ω1, all
the sine functions have the same angular frequency.

2.B Fisher Information andQuantum Fisher Information for lo-
calized states and states maximizing the QFI

In this appendix we prove the analytical results about the quantum Fisher information in Eq.
(2.41) and the Fisher information in Eq. (2.42) in the different graphs. We provide the FI for a
local position measurement whose POVM is given by {|0〉〈0| , |1〉〈1| , . . . , |N − 1〉〈N − 1|}, i.e., by
the projectors on the vertex states. Lemma 1 (from Parthasarathy) leads to the QFI in Eq. (2.58),
because the statemaximizing theQFI involves the ground state and the highest energy eigenstate.
The highest-energy level might be degenerate, but choosing any eigenstate of such level results
in the same QFI. Instead, the FI does depend on such a choice.

2.B.1 Cycle graph
Localized state The QFI in Eq. (2.44) requires the expectation values of L2 (2.16) and of

L4 = 70I +

N−1∑′

k=0

(|k − 4〉〈k| − 8 |k − 3〉〈k|+ 28 |k − 2〉〈k| − 56 |k − 1〉〈k|+ H.c.) , (2.104)

on the initial state |j〉. These are 〈L2〉 = 6 and 〈L4〉 = 70, from which Eq. (2.45) follows.

States maximizing the QFI In the cycle graph the ground state is unique, whereas the de-
generacy of the highest-energy level depends on the parity of N (see Table 2.1). We define
Eλ := εmax + λε2

max, where εmax is the highest-energy eigenvalue of L (see Eqs. (2.10) and
(2.12) for even and odd N , respectively).

For even N , according to Eq. (2.65) the state maximizing the QFI is

|ψ0(t)〉 =
1√
2N

N−1∑
k=0

[
1 + (−1)ke−iEλt

]
|k〉 , (2.105)

and the maximum QFI (2.66) follows from Eq. (2.58). Then, the probability distribution associ-
ated with a position measurement is

PM (k, t|λ) =
1

N

[
1 + (−1)k cos(Eλt)

]
. (2.106)

Hence, observing that the dependence on the vertex is encoded only into an alternating sign, the
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FI is

Fc(N, t, λ) =

N/2−1∑
k=0

[
(∂λPM (2k, t|λ))2

PM (2k, t|λ)
+

(∂λPM (2k + 1, t|λ))2

PM (2k + 1, t|λ)

]

=
ε4
maxt

2 sin2(Eλt)

N2

N/2−1∑
k=0

[
N

1 + cos(Eλt)
+

N

1− cos(Eλt)

]
=
ε4
maxt

2 sin2(Eλt)

N2

N

2

2N

sin2(Eλt)
= ε4

maxt
2 = Fq(t) . (2.107)

That is to say, the position measurement for the state maximizing the QFI in a cycle graph having
an even number of vertices is optimal, since the corresponding FI equals the QFI.

For odd N , the situation is trickier: The state maximizing the QFI is not unique, because of
the degeneracy of the highest-energy level. We may consider the two corresponding eigenstates
according to Table 2.1, which lead to the states maximizing the QFI,

∣∣ϕ±0 (t)
〉

=
1√
2N

N−1∑
k=0

[
1 + (−1)ke±iθke−iEλt

]
|k〉 , (2.108)

where θk = πk/N . On the other hand, we may also consider the linear combinations of such
eigenstates (see Eqs. (2.14) and (2.15)), which lead to the states maximizing the QFI,

∣∣ψ+
0 (t)

〉
=

1√
2N

N−1∑
k=0

[
1 +
√

2(−1)k cos θke
−iEλt

]
|k〉 , (2.109)

∣∣ψ−0 (t)
〉

=
1√
2N

N−1∑
k=0

[
1 +
√

2(−1)k sin θke
−iEλt

]
|k〉 . (2.110)

Under the assumption of odd N , and according to the results

N−1∑
k=0

cos2 θk =

N−1∑
k=0

sin2 θk =
N

2
, (2.111)

N−1∑
k=0

(−1)ke±iθk =
1 + (−1)N

1 + e±i
π
N

oddN
= 0 , (2.112)

the maximum QFI (2.66) follows from Eq. (2.58) and does not depend on the choice of these
states. Instead, we prove that the FI does depend on them. Again, there is an alternating sign
which depends on the vertex. In the following, we will split the sum over even and odd indices,
and for odd N it reads

N−1∑
k=0

ak =

(N−1)/2∑
k=0

a2k +

(N−1)/2−1∑
k=0

a2k+1 . (2.113)

We first consider the states
∣∣ϕ±0 (t)

〉 in Eq. (2.108). The probability distribution associated
with a position measurement is

P±M (k, t|λ) =
1

N

[
1 + (−1)k cos(Eλt∓ θk)

]
. (2.114)
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Hence the FI is

F±c (
∣∣ϕ±0 〉 ;N, t, λ) =

ε4
maxt

2

N

(N−1)/2∑
k=0

sin2(Eλt∓ θ2k)

1 + cos(Eλt∓ θ2k)
+

(N−1)/2−1∑
k=0

sin2(Eλt∓ θ2k+1)

1− cos(Eλt∓ θ2k+1)


=
ε4
maxt

2

N

(N−1)/2∑
k=0

(1− cos(Eλt∓ θ2k)) +

(N−1)/2−1∑
k=0

(1 + cos(Eλt∓ θ2k+1))


=
ε4
maxt

2

N

[
N − 1

2
+ 1 +

N − 1

2
− 1 + 1

]
= ε4

maxt
2 = Fq(t) . (2.115)

Indeed, for odd N ,
(N−1)/2∑
k=0

cos(θ2k + φ)−
(N−1)/2−1∑

k=0

cos(θ2k+1 + φ) =

N−1∑
k=0

(−1)k cos(θk + φ) = 0 . (2.116)

Nowwe focus on the state
∣∣ψ+

0 (t)
〉 in Eq. (2.109). The probability distribution associatedwith

a position measurement is

P+
M (k, t|λ) =

1

2N

[
1 + 2

√
2(−1)k cos θk cos(Eλt) + 2 cos2 θk)

]
. (2.117)

Hence the FI is

F+
c (
∣∣ψ+

0

〉
;N, t, λ) =

4ε4
maxt

2 sin2(Eλt)

N

(N−1)/2∑
k=0

cos2 θ2k

1 + 2
√

2 cos θ2k cos(Eλt) + 2 cos2 θ2k

+

(N−1)/2−1∑
k=0

cos2 θ2k+1

1− 2
√

2 cos θ2k+1 cos(Eλt) + 2 cos2 θ2k+1

 . (2.118)

Analogously for
∣∣ψ−0 (t)

〉 in Eq. (2.110), we find

F−c (
∣∣ψ−0 〉 ;N, t, λ) =

4ε4
maxt

2 sin2(Eλt)

N

(N−1)/2∑
k=0

sin2 θ2k

1 + 2
√

2 sin θ2k cos(Eλt) + 2 sin2 θ2k

+

(N−1)/2−1∑
k=0

sin2 θ2k+1

1− 2
√

2 sin θ2k+1 cos(Eλt) + 2 sin2 θ2k+1

 . (2.119)

Numerical results suggest that F±c (
∣∣ψ±0 〉 ;N, t, λ) < Fq(t). Notice that

F±c (
∣∣ψ±0 〉 ;N, t, λ = −1/εmax) = 0 ∀ t . (2.120)

Indeed, for such a value of λwe have that Eλ = 0.

2.B.2 Complete graph
Localized state The QFI in Eq. (2.44) requires the expectation values of L2 and of L4 on the
initial state |0〉. Because of Eqs. (2.21) and (2.22), we only need 〈L〉 = N − 1, from which Eq.
(2.46) follows.
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States maximizing the QFI The complete graph has two energy levels: The ground state is
unique, but the highest energy level isN−1 degenerate (see Table 2.2). The QFI does not depend
on the choice of the eigenstate of the highest energy level, but the FI does. As an example, we
consider two different states maximizing the QFI |ψ1

0〉 and |ψN−1
0 〉, i.e., the states in Eq. (2.67) for

l = 1 and l = N − 1, respectively.
The first state is

|ψ0
1(t)〉 =

1√
2

[
|e0〉+

1√
2
e−2itωN (λ) (|0〉 − |1〉)

]
. (2.121)

The probability distribution associated with a position measurement is

P 0
M (0, t|λ) =

1

4
+

1

2N
+

cos (2tωN (λ))√
2N

, (2.122)

P 0
M (1, t|λ) =

1

4
+

1

2N
− cos (2tωN (λ))√

2N
, (2.123)

P 0
M (k, t|λ) =

1

2N
, (2.124)

with 2 ≤ k ≤ N − 1. Then, since the N − 2 contributions from the vertices 2 ≤ k ≤ N − 1 are
null and since ∂λ(P 0

M (k, t|λ)) = 0, only the probabilities associated with the vertices |0〉 and |1〉
contribute to the FI (2.42), which results in Eq. (2.70).

Similarly, the second state is

|ψN−1
0 (t)〉 =

1√
2

{
|e0〉+

1√
N2 −N

e−2itωN (λ) [|0〉+ · · ·+ |N − 2〉 − (N − 1)|N − 1〉]
}
. (2.125)

The probability distribution associated with a position measurement is

PN−1
M (k, t|λ) =

1

2(N − 1)
+

1

N
√
N − 1

cos (2tωN (λ)) , (2.126)

with 0 ≤ k ≤ N − 2, and

PN−1
M (N − 1, t|λ) =

1

2
−
√
N − 1

N
cos(2tωN (λ)) . (2.127)

Then, having N − 1 equal contributions from the vertices 0 ≤ k ≤ N − 2 and a particular one
from N − 1, the FI (2.42) results in Eq. (2.71).

2.B.3 Star graph
Localized state Considering the central vertex |0〉 as the initial state provides the same results
observed in the complete graph of the same size. Thus, we consider as the initial state |1〉, i.e.,
one of the outer vertices. The QFI in Eq. (2.44) requires the expectation values of L2 (2.34) and
of

L4 =(N2 +N + 2)I −N3
N−1∑
k=1

(|k〉〈0|+ |0〉〈k|) + (N − 2)(N3 +N2 +N + 1) |0〉〈0|

+ (N2 +N + 1)

N−1∑
j,k=1,
j /=k

|j〉〈k| (2.128)

on the initial state |1〉. These are 〈L2〉 = 2 and 〈L4〉 = N2 +N + 2, from which Eq. (2.49) follows.
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States maximizing the QFI In the star graph the state maximizing the QFI, according to Eq.
(2.74), is

|ψ0(t)〉 =
1√
2

(
|e0〉+ e−2itωN (λ)|e2〉

)
, (2.129)

since both the ground and the highest-energy levels are not degenerate (see Table 2.3). Then the
probability distribution associated with a position measurement is

PM (0, t|λ) =
1

2
+

√
N − 1

N
cos(2tωN (λ)) , (2.130)

PM (k, t|λ) =
1

2(N − 1)
− 1

N
√
N − 1

cos(2tωN (λ)) , (2.131)

with 1 ≤ k ≤ N − 1. Then, the FI follows from Eq. (2.42).

2.B.4 Maximum QFI states: the role of the phase factor in the superposition
of energy eigenstates

So far we have studied the states maximizing the QFI without bothering to consider a different
linear combination of the ground state and the highest energy state. According to Lemma 1 from
Parthasarathy, the two eigenstates defining the state in Eq. (2.56) are equally weighted. However,
we may suppose that the second one has a phase factor, i.e.,

|ψ0〉 =
1√
2

(|e0〉+ eiφ|e1〉) . (2.132)

In this section, we study how the phase φ affects the FI and QFI.
The states |e0〉 and |e1〉 denote the eigenstates of minimum andmaximum energy eigenvalues,

i.e., εmin and εmax respectively, and we know that for simple graphs |e0〉 = (1, . . . ,1)/
√
N and

εmin = 0. Moreover, since the Laplacian matrix is real and symmetric, we can always deal with
real eigenstates. Because of Eq. (2.44), we already know that the QFI is (2.58) and therefore it is
independent of a phase shift. On the other hand, the FI reads

Fc(t, λ) = 2t2ε4
max sin2(Eλt− φ)

N−1∑
i=0

〈i|e1〉2

N〈i|e1〉2 + 2
√
N〈i|e1〉 cos(Eλt− φ) + 1

, (2.133)

where Eλ := εmax + λε2
max, and 〈i|e1〉 ∈ R, since the vectors involved are real. Hence, the phase

is encoded as a phase shift in all the sine and cosine functions. However, this does not result in a
global time shift, because the quadratic term in t is not affected by φ.
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Chapter 3

Continuous-time quantum walks on
planar lattices and the role of the
magnetic field

In this chapter we address the dynamics of continuous-time quantum walks (CTQW) on planar lattice
graphs (regular tessellations of the Euclidean plane). We analytically derive the Hamiltonian of the system
and numerically simulate the time evolution of an initially localized walker. We find that the CTQW of the
free walker is not universally characterized by the ballistic spreading, which is proved only on hypercubes
and in 1D. We impute this to the distinction between Bravais and non-Bravais lattices and to the different
amount of coherence generated by the evolution. Then we insert a perpendicular uniform magnetic field
and compare two different approaches: (i) introducing the Peierls phase-factors; (ii) spatially discretizing
the Hamiltonian of the corresponding system in the continuum. The larger the field is, the more localized the
walker stays. The approach (ii) also provides a variance of the position characterized by pseudo-oscillations,
a reminiscence of the harmonic oscillator behind the Hamiltonian in the continuum.

3.1 Introduction
Quantum walks (QWs) describe the motion of a quantum particle in a discrete space, e.g., a
graph or a lattice. QWs can be either discrete (DTQW) [2–4, 121] or continuous (CTQW) [5, 6]
in time. In the former case, the evolution operator of the system is given by the product of two
unitary operators – a “coin flip” operator and a conditional shift operator – and it is applied only
in discrete time steps, while in the latter case, the evolution operator involves the Hamiltonian of
the system, it can be applied at any time, and no coin is involved. QWs show a ballistic spreading,
faster than their classical analogs, characterized by a diffusive spreading. This is usually observed
on a line, but it has been also proved for DTQWs in a higher number of spatial dimensions (the
particle moves by one unit in every dimension), revealing the universal feature of a quadratic
gain over the classical random walk [122].

The interest in considering general graphs [99], different topologies, and in increasing the
number of spatial dimensions of the lattice stems from the variety of applications and potential
use of the QWs. In this regardwemention the use of QWs in search algorithms on graphene [123,
124] and crystal [125] lattices, the universal quantum computation bymeans of a simple QWon a
sparse graph [26], implementing quantum gates by means of DTQWs using graphene armchair
and zigzag nanoribbons [126], and modeling phenomena of quantum transport on graphene
structures [127]. Experimentally, two-dimensional (2D) DTQWs have been implemented for a
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neutral atom in an array of optical microtraps or an optical lattice [128] and for photons by using
an optical fiber network [129, 130]. On the other hand, 2D CTQWs have been implemented by
using the external geometry of photonic waveguide arrays, e.g., for a square lattice (showing a
ballistic spreading) [18] and for a hexagonal graph mapped into a photonic chip (demonstrating
quantum fast hitting) [19].

In the present chapter, we study CTQWs on planar lattice graphs, i.e., those forming a reg-
ular tessellation of the Euclidean plane, and we examine the spreading dynamics of the walker
by means of the variance of the space coordinates and the maps of probability distribution. The
choice of these geometries allows us to go beyond the CTQW on a line, introducing some de-
gree of arbitrariness while avoiding the complexity of higher dimensional lattices. An analogous
problem, the CTQWon root latticeAn (triangular lattice for n = 2) and honeycomb one, has been
investigated by using the spectral distribution method in Ref. [131], and DTWQs on the honey-
comb and triangular lattices have been proved to have, as continuum limit, the Dirac equation
[132]. The prototypical CTQW on a graph is defined from the graph Laplacian, but, in princi-
ple, any Hamiltonian (or, generally, any Hermitian operator) which respects the topology of the
graph defines a CTQW [11, 12]. Indeed, the graph Laplacian plays the role of the free particle
energy, but, in addition to this kinetic term, the Hamiltonian may also include noise [94, 133],
potentials, or interaction terms [46, 134].

Recently, DTQWs on square lattices under artificial magnetic fields have been considered
[135]. An artificial or synthetic magnetic field can be simulated as follows [136]: Instead of using
charged particles in an actual magnetic field, one typically uses neutral particles upon which the
effects of a fictitious magnetic field are imposed, e.g., Raman-laser-induced Berry phases [137].
Another approach to realize DTQWs in synthetic gauge fields is to use integrated photonic cir-
cuits [138]. It has been shown recently that 2D DTQWs can simulate the coupling of a Dirac
fermion to a constant uniform magnetic field [139].

To the best of our knowledge, 2D CTQWs in the presence of a magnetic field have not been
yet investigated. We address the problem in two ways: (i) by introducing the Peierls phase-
factors, according to which the tunneling matrix element of the free particle becomes complex
[135], and (ii) by spatially discretizing the original Hamiltonian in the continuum by means of
finite difference formulas, which is the way lattice quantum magnetometry has been introduced
[140]. Whereas the Peierls model is fundamentally based on the graph Laplacian, the spatial
discretization of the Hamiltonian requires also the discrete analog of the first-order differential
operator, since the linear momentum is now present even at the first order, due to the cross terms
with the vector potential. In turn, the spatial discretization of differential operators for nonsquare
lattices is nontrivial.

3.2 CTQW on planar lattice graphs
3.2.1 Planar lattice graph
In graph theory, a graph G is said to be planar if it can be drawn in the plane in such a way that
pairs of edges intersect only at vertices, if at all. Such a drawing is a planar embedding of G [51,
141]. A lattice graph is a graph possessing a drawing whose embedding in a Euclidean space Rn
forms a regular tiling [142–144]. It is a simple graph with a distance measurement (called met-
ric) of a geometric object, it is a regular graph, and each edge has the same weight or represents
the same distance in Euclidean space as in other spaces [145]. A tiling of regular polygons (in
two dimensions), polyhedra (in three dimensions), or polytopes (in n dimensions) is called a
tessellation. In other words, we may say that a tessellation is regular if it has regular faces and a
regular vertex figure at each vertex. There are exactly three regular tessellations composed of reg-
ular polygons symmetrically tiling the plane: equilateral triangles, squares and regular hexagons
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3.2 – CTQW on planar lattice graphs

(Fig. 3.1) [146–148]. Tessellations can be specified using a Schläfli symbol, which is a symbol of
the form {p, q, r, . . . } used to describe regular polygons, polyhedra, and their higher dimensional
counterparts. The symbol {p, q} denotes a tessellation of regular p-gons, q surrounding each ver-
tex [146, 149]. In view of these preliminary definitions, we call planar lattice graph (PLG) a graph
possessing a drawingwhose embedding in a Euclidean plane forms a regular tiling, i.e., a regular
tessellation. This leads only to triangular, square, and honeycomb lattice graphs.

aaa

(a) (b) (c){3,6} {4,4} {6,3}

Figure 3.1. The three regular tessellations of the Euclidean plane: (a) equilateral triangles, (b)
squares, and (c) regular hexagons. Below each tessellation, the corresponding Schläfli symbol is
reported. These tessellations lead, respectively, to triangular, square, and honeycomb lattice graph.
Equivalent vertices are represented with same circles and a denotes the lattice parameter.

In a Bravais lattice, both the arrangement and orientation of the array of vertices must appear
the same from every vertex in the lattice. Unlike in the triangular and square lattice graph, which
are clearly Bravais lattices and all their vertices are equivalent, in the honeycomb one vertices are
not all equivalent. Structural relations are identical, but not orientational relations, so the vertices
of a honeycomb do not form a Bravais lattice [150].

We introduce here below the notation adopted in the following. When considering a lattice, a
generic vertex (site) V is identified by a couple of discrete indices (jV , kV ) ∈ Z2. We denote the
lattice parameter by a, the coordinates of the vertex V by (xV , yV ), and a generic scalar function of
the position by f(xV , yV ). In the following, since the explicit use of discrete indices or coordinates
might be misleading and confusing (see Appendix 3.B.2 for details), we will refer to a generic
vertex V and its nearest neighbors (NNs) as shown in Table 3.1, and we simplify the notation
according to fV := f(xV , yV ). Moreover, the honeycomb lattice graph is characterized by two
classes of non-equivalent vertices, {◦, •} (see Fig. 3.1(c)). Thus, for this PLG, we define the
variable � ∈ {◦, •}, we denote by �̄ its complement in the same set, i.e., ◦̄ = • and •̄ = ◦, and we
define

sgn(�) =

{
+1 if � = ◦ ,
−1 if � = • .

(3.1)

3.2.2 The CTQWHamiltonian on PLGs
We first consider the CTQWof the free particle, whose Hamiltonianmerely consists of the kinetic
term

T = −JL , (3.2)
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PLG NNs of V = (xV , yV )

Square deg(V ) = 4

A

B

C

D

V

A = (xV + a, yV )

B = (xV , yV + a)

C = (xV − a, yV )

D = (xV , yV − a)

Triangular deg(V ) = 6

A

BC

D

E F

V

A = (xV + a, yV )

B = (xV + a/2, yV +
√

3a/2)

C = (xV − a/2, yV +
√

3a/2)

D = (xV − a, yV )

E = (xV − a/2, yV −
√

3a/2)

F = (xV + a/2, yV −
√

3a/2)

Honeycomb, (V, ◦) deg(V, ◦) = 3

AB

C

V

(A, •) = (xV +
√

3a/2, yV − a/2)

(B, •) = (xV −
√

3a/2, yV − a/2)

(C, •) = (xV , yV + a)

Honeycomb, (V, •) deg(V, •) = 3

AB

C

V

(A, ◦) = (xV +
√

3a/2, yV + a/2)

(B, ◦) = (xV −
√

3a/2, yV + a/2)

(C, ◦) = (xV , yV − a)

Table 3.1. NNs of a vertex V in square, triangular, and honeycomb lattice graphs. The two classes
of nonequivalent vertices in a honeycomb lattice graph are denoted as {◦, •}. The number of NNs is
given by the degree of the vertex.
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3.2 – CTQW on planar lattice graphs

where J ∈ R+ is the hopping amplitude and we define the graph Laplacian1 as

L = A−D , (3.3)

in close connection to the Laplace operator∇2. To find the generator of CTQWs on PLGs we have
therefore to spatially discretize the kinetic energy term (~ = 1)

T = − 1

2m
∇2 (3.4)

according to the different PLGs. In doing so, we follow the same idea underlying the heuristic
proof of the origin of the graph Laplacian in Sec. 1.1.2, i.e., Taylor expanding a scalar function
f evaluated in the NNs about the given vertex and combining the resulting expansions in such
a way that the discrete version of the Laplacian ∇2f = (∂2

x + ∂2
y)f is found in terms of finite

differences. The hopping amplitude J will collect the factor 1/2m and all the geometrical factors
resulting from the spatial discretization. For further details, please refer to Appendix 3.A.

We anticipate that in each PLG the discrete Laplacian turns out to be of the form

∇2fV ∼
∑

W∈NN(V )

fW − deg(V )fV , (3.5)

with NN(V ) the set of NNs of V , consistent with Eq. (3.3). The reason why we compute the
Laplacian by means of Taylor expansion, even though it is analogous to the graph Laplacian,
whose definition is much more manageable, is that this approach allows us to actually take into
account the underlying geometry of the PLG. Indeed the graph Laplacian is a ready-made oper-
ator and there is no computation telling us how the hopping amplitude of the resulting CTQW
Hamiltonian changes in the different PLGs. Instead, using Taylor expansion is a constructive way
to determine the Laplacian, and the resulting Hamiltonian has a different hopping amplitude de-
pending on the graph. This is a valuable feature, because by changing the degree of a vertex we
expect the hopping amplitude to change accordingly.

Square lattice graph
A vertex V has four NNs, namely A, B, C, and D (see Table 3.1). We evaluate the following
Taylor expansions about V up to the second order:

fA ≈ fV + a∂xfV +
a2

2
∂2
xfV , (3.6)

fB ≈ fV + a∂yfV +
a2

2
∂2
yfV , (3.7)

fC ≈ fV − a∂xfV +
a2

2
∂2
xfV , (3.8)

fD ≈ fV − a∂yfV +
a2

2
∂2
yfV . (3.9)

Now we consider a linear combination of the expressions above, understood as equalities:

αfA + βfB + γfC + δfD = (α+ β + γ + δ)fV + a(α− γ)∂xfV + a(β − δ)∂yfV

+
a2

2
(α+ γ)∂2

xfV +
a2

2
(β + δ)∂2

yfV . (3.10)

1The proper mathematical definition of the Laplacian matrix is L = D −A. See also Sec. 1.1.2.
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If we set α = β = γ = δ = 1, we get

∇2fV =
1

a2
(fA + fB + fC + fD − 4fV ) . (3.11)

The resulting finite-difference formula is the same used in numerical analysis [151]. According
to this graph Laplacian, the Hamiltonian reads then as follows:

Ĥ = −JS
∑
V

(|A〉〈V |+ |B〉〈V |+ |C〉〈V |+ |D〉〈V | − 4 |V 〉〈V |) , (3.12)

where the hopping amplitude is
JS :=

~2

2ma2
. (3.13)

Triangular lattice graph
A vertex V has six NNs, namely A, B, C,D, E, and F (see Table 3.1). We evaluate the following
Taylor expansions about V up to the second order:

fA ≈ fV + a∂xfV +
a2

2
∂2
xfV , (3.14)

fB ≈ fV +
a

2
∂xfV +

√
3a

2
∂yfV +

a2

8
∂2
xfV +

3a2

8
∂2
yfV , (3.15)

fC ≈ fV −
a

2
∂xfV +

√
3a

2
∂yfV +

a2

8
∂2
xfV +

3a2

8
∂2
yfV , (3.16)

fD ≈ fV − a∂xfV +
a2

2
∂2
xfV , (3.17)

fE ≈ fV −
a

2
∂xfV −

√
3a

2
∂yfV +

a2

8
∂2
xfV +

3a2

8
∂2
yfV , (3.18)

fF ≈ fV +
a

2
∂xfV −

√
3a

2
∂yfV +

a2

8
∂2
xfV +

3a2

8
∂2
yfV . (3.19)

Now we consider a linear combination of the expressions above, understood as equalities:
αfA + βfB + γfC+δfD + εfE + φfF = (α+ β + γ + δ + ε+ φ)fV

+
a

2
(2α+ β − γ − 2δ − ε+ φ)∂xfV +

√
3a

2
(β + γ − ε− φ)∂yfV

+
a2

8
(4α+ β + γ + 4δ + ε+ φ)∂2

xfV +
3a2

8
(β + γ + ε+ φ)∂2

yfV . (3.20)

If we set α = β = γ = δ = ε = φ = 1, we get

∇2fV =
2

3a2
(fA + fB + fC + fD + fE + fF − 6fV ) , (3.21)

which has the same structure of the Laplacian of Eq. (3.11) and is consistent with those reported
in Refs. [152, 153]. In particular, in Ref. [152], it is also shown that, while the 2D Laplacian is
usually represented as a sum of 1D second derivatives in two orthogonal directions∇2 = ∂2

x+∂2
y ,

it may more generally be represented as a summation of 1D second derivatives in any n ≥ 2
symmetrically distributed directions (Fig. 3.2)

∇2 =
2

n

n∑
i=1

∂2
xi , (3.22)
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which, for n = 3 and replacing each ∂2
xi with its discrete form (see Appendix 3.A.3), is consistent

with Eq. (3.21). In this case, the axes x1, x2, x3 are represented by the unit vectors in R2:

x1 =

 1

0

 , x2 =

 − 1
2
√

3
2

 , x3 =

 − 1
2

−
√

3
2

 . (3.23)

According to this graph Laplacian, the Hamiltonian reads then as follows:
Ĥ = −JT

∑
V

(|A〉〈V |+ |B〉〈V |+ |C〉〈V |+ |D〉〈V |+ |E〉〈V |+ |F 〉〈V | − 6 |V 〉〈V |) , (3.24)

where the hopping amplitude is
JT :=

~2

3ma2
=

2

3
JS . (3.25)

x1x1

x2
x2

x3
(b)(a)

Figure 3.2. n symmetrically distributed directions in a (a) square (n = 2) and (b)
triangular (n = 3) lattice graph.

Honeycomb lattice graph
A vertex (V,�), with� ∈ {◦, •}, has three NNs, namely (A, �̄), (B, �̄), and (C, �̄) (see Table 3.1).
We evaluate the following Taylor expansions about (V,�) up to the second order:

f(A,�̄) ≈f(V,�) +

√
3a

2
∂xf(V,�) − sgn(�)

a

2
∂yf(V,�) +

3a2

8
∂2
xf(V,�) +

a2

8
∂2
yf(V,�) , (3.26)

f(B,�̄) ≈f(V,�) −
√

3a

2
∂xf(V,�) − sgn(�)

a

2
∂yf(V,�) +

3a2

8
∂2
xf(V,�) +

a2

8
∂2
yf(V,�) , (3.27)

f(C,�̄) ≈f(V,�) + sgn(�)a∂yf(V,�) +
a2

2
∂2
yf(V,�) . (3.28)

Now we consider a linear combination of the expressions above, understood as equalities:

αf(A,�̄) + βf(B,�̄) + γf(C,�̄) = (α+ β + γ)f(V,�) +

√
3a

2
(α− β)∂xf(V,�)

− sgn(�)
a

2
(α+ β − 2γ)∂yf(V,�)

+
3a2

8
(α+ β)∂2

xf(V,�) +
a2

8
(α+ β + 4γ)∂2

yf(V,�) . (3.29)
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If we set α = β = γ = 1, we get

∇2f(V,�) =
4

3a2

(
f(A,�̄) + f(B,�̄) + f(C,�̄) − 3f(V,�)

)
, (3.30)

which has the same structure of the Laplacian of Eq. (3.11). Notice also that, because the honey-
comb lattice a non-Bravais lattice, we cannot obtain the Laplacian from Eq. (3.22). According to
this graph Laplacian, the Hamiltonian reads then as follows:

Ĥ = −JH
∑

�∈{◦,•}

∑
(V,�)

(|A, �̄〉〈V,�|+ |B, �̄〉〈V,�|+ |C, �̄〉〈V,�| − 3 |V,�〉〈V,�|) , (3.31)

where the hopping amplitude is
JH :=

2~2

3ma2
=

4

3
JS . (3.32)

3.2.3 Numerical simulation
Parameter setting
Units. For the computational implementation we set a = ~ = 1, where a is the lattice parameter
and ~ is the reduced Planck’s constant. According to this choice, the dimensions and the units
of the fundamental quantities are examined in Appendix 3.C. Please notice that all the results
shown in the following concern dimensionless quantities.

Time evolution. In the Schrödinger picture, the time evolution of the state of a quantum system
is ruled by the unitary time-evolution operator

Û(t, t0) = e−iĤ(t−t0) , (3.33)

where t0 and t denote the initial and final times, respectively. Because of the previous units, the
mass is left as the only dimensional quantity and it is controlled through the hopping amplitude
J , as shown, e.g., in Eq. (3.13). Such parameter enters the Hamiltonian as a global multiplicative
factor; thus, if we focus on the time-evolution operator in Eq. (3.33), we can appreciate its role
as a time-scaling factor in iJ∑V [. . .](t − t0): greater J , lighter m, and faster the time evolution
all correlate, whereas lower J , heavier m, and slower time evolution correlate. The quantum
system, therefore, has a characteristic time given by τ = 1/J . We set JS = 1 and JT and JH
follow according to Eqs. (3.25) and (3.32), respectively. This is equivalent to fixing the mass
of the walker and comparing its CTQW on the different PLGs. Because of the aforementioned
role of the hopping amplitude, in order to have a proper comparison of the results, these will
be expressed as a function of the dimensionless time Jt (where J takes the proper value in the
different PLGs).

Lattice size. Unlike the square lattice graph, for which we can define the size asNx×Ny , where
Nx (Ny) is the number of vertices along the x (y) direction, for the triangular and honeycomb
ones the definition of the size is not straightforward: The “directions” to be considered might
be polylines (see Appendix 3.B.2). We refer to Nj (Nk) as the number of vertices along the j
(k) polyline, which plays the role of the x (y) direction, and the resulting size of the graph is
therefore Nj × Nk = dim(H ), where H denotes the Hilbert space of the system. We consider
a finite (2n + 1) × (2m + 1) PLG (see Appendix 3.B.3), with n,m ∈ N, since it has a properly
defined center in (n+ 1,m+ 1), of coordinates (xc, yc) (in the following, we partially restore the
two-indices notation for labeling sites; see Sec. 3.2.1). We set Nj = Nk = 41 for the triangular
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3.2 – CTQW on planar lattice graphs

lattice graph, Nj = Nk = 31 for the square one, and Nj = 31, Nk = 21 for the honeycomb one.
The size chosen for these graphs allows us to make the system evolve for a long enough time, at
a reasonable computational cost, to observe interesting effects before the wave function reaches
the boundaries. The choice of setting Nk < Nj for the honeycomb lattice graph is due to the
following reason: Two adjacent vertices (j, k) and (j+ 1, k) differ by

√
3a/2 along the x direction,

whereas (j, k) and (j, k + 1) by a or 2a along the y direction (see Appendix 3.B.2, Fig. 3.23(c)).
A honeycomb lattice graph with Nj = Nk would be strongly unbalanced and the wave function
would reach the j boundary much earlier than the k one.

Quantities of interest. We study the time evolution of an initial state |ψ(0)〉 localized in the
central vertex (xc, yc) of the PLG (hence it is an eigenstate of x̂ and ŷ). We look at the probability
distribution of the walker and at the variance of the space coordinates as a function of time. We
therefore introduce the probability density ρj,k(t) = |ψj,k(t)|2 of finding the walker in the site (j, k)
at the time t. Maps of the probability density are to be understood according to Appendix 3.B.1,
and axis ticks according to Appendix 3.B.2 (the indexing of vertices runs along polylines). The
variance of the space coordinates is computed after recovering the spatial coordinates (xj , yk) of
vertices (see Appendix 3.B.2) according to σ2

x = 〈x̂2〉 − 〈x̂〉2, where 〈x̂〉 =
∑Nj ,Nk
j,k=1 ρj,k xj,k, since,

in general, the x coordinate of a vertex depends on both the indices (e.g., in the honeycomb and
triangular lattice graphs), and analogously for σ2

y .

Results
The first study concerns the CTQW of a free particle on the different PLGs. For such a CTQW, we
expect a ballistic spreading of the wave function, i.e., σ2(Jt) ∝ (Jt)2. Therefore, we analyze the
resulting variance of the space coordinates (Fig. 3.3) according to the fitting curve2

f(Jt) = A(Jt)p. (3.34)

CTQWs on a square or triangular lattice graph show the same ballistic behavior for both the spa-
tial coordinates, i.e., σ2

x(Jt) = σ2
y(Jt) ∝ (Jt)2. On the other hand, for the CTQW on a honeycomb

lattice graph, we observe σ2
x(Jt) = σ2

y(Jt) ∝ (Jt)p, with 1 < p < 2, i.e., a behavior which is
neither ballistic (p = 2) nor diffusive (p = 1), but sub-ballistic. It is important to note that this nu-
merical result puts limits to the universal ballistic spreading for both 1D and 2D QWs, as instead
suggested in Ref. [18]. The reason is believed to reside in the fact that, unlike the triangular and
square lattice graphs, which are Bravais lattices, the honeycomb lattice graph is a non-Bravais lat-
tice. Whereas in the former ones we can always go further along the same direction, in the latter
one when we move one step from a vertex to an adjacent one, we change class of vertex and the
NNs of the final vertex are arranged and oriented differently from those of the initial one (see
Sec. 3.2.1). This difference turns out to slow down the spreading of the quantum walker. We
also notice that σ2

H(Jt) ≤ σ2
S(Jt) ≤ σ2

T (Jt), i.e., the largest variance is obtained in the triangular
lattice graph, while the lowest one in the honeycomb lattice graph. This behavior can be related
to the different degrees of a vertex in each PLG: 6 in the triangular, 4 in the square, and only 3 in
the honeycomb lattice graph.

A further clue that CTQWs behave differently on Bravais and non-Bravais lattice is provided
by the CTQW on another 2D non-Bravais lattice: the truncated square tiling (or truncated quadrille
[154]), whose Schläfli symbol is t {4,4} (legend of Fig. 3.3). It is a semiregular or Archimedean
tessellation, all of whose tiles are regular polygons, with one square and two octagonal tiles about

2Nooffset is introduced since thewalker is initially localized in a single vertex, thus, aswe checked, σ2
x(0) = σ2

y(0) = 0.
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each vertex, and the tiling pattern around each vertex being the same [148]. Weakening the
definition of lattice graph in order to include also semiregular tilings, in the following we will
refer to this non-Bravais lattice as the truncated square lattice graph. In such graph, a generic
vertex has deg(V ) = 3, as in the honeycomb lattice graph, but unlike the latter, here there are
four classes of nonequivalent vertices { , , , }. The CTQW Hamiltonian matrix H = −JL has
been here defined according to Eq. (3.3). Indeed, since for a given vertex the hopping directions
are not symmetrically distributed, defining the Laplacian by means of finite-difference formulas
from Taylor expansion is ill defined, since it provides different hopping terms depending on the
direction. Even in this case, we observe σ2

x(Jt) = σ2
y(Jt) ∝ (Jt)p, with 1 < p < 2, i.e., a sub-

ballistic spreading.
A proper measure of quantum coherence is provided by the l1 norm of coherence [113, 155]

Cl1(ρ) =
∑
m/=n

|ρmn| =
∑
m,n

|ρmn| − 1 , (3.35)

i.e., the sumof the absolute values of the off-diagonal elements of the densitymatrix. According to
this definition, after writing the densitymatrix in the vertex states basis, we observe that the PLGs
causing more coherence are those in which the CTQW is properly ballistic, and vice versa CTQWs
on the non-Bravais PLGs are characterized by a lower coherence and a sub-ballistic spreading
(Fig. 3.4). This is in agreement with the idea that the ballistic spreading is due to interference
phenomena.

Maps of the time-evolving probability density are shown in Fig. 3.5. In each case, the spread
path is characterized by the symmetry of the underlying lattice.
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Figure 3.3. Variance of the space coordinates obtained in a CTQW of a free particle on a square (red
squares), triangular (blue triangles), honeycomb (green hexagons), and truncated square (yellow
four-pointed star) lattice graph. The latter, shown in the legend, consists of squares and octagons
and it is characterized by four classes of nonequivalent vertices { , , , }. The variance of the two
spatial coordinates is equal, σ2

x(Jt) = σ2
y(Jt) = σ2(Jt). Lines denote the fitting curves in Eq. (3.34).
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Figure 3.4. Quantum coherence of a CTQW of a free particle on square (red squares), triangular
(blue triangles), honeycomb (green hexagons), and truncated square (yellow four-pointed star) lat-
tice graphs. In this computation, the same lattice size has been adopted for all the PLGs, in order to
have Hilbert spaces of the same dimension and so a proper comparison.
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(a) (b) (c)

Figure 3.5. Maps of the time evolution of the probability density according to the CTQW of a free
particle on a (a) 41× 41 triangular, (b) 31× 31 square, and 31× 21 (c) honeycomb lattice graph.
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3.3 A charged quantum walker in a magnetic field
3.3.1 The Hamiltonian of the system: The issue of the spatial discretization
The Hamiltonian of a particle of massm and charge q in a plane in the presence of a electromag-
netic field is obtained on the basis of the Hamiltonian of the free particle through the minimal
substitution p̂→ p̂− qA and by inserting the electric potential, namely

Ĥ =
1

2m
(p̂− qA)

2
+ qφ , (3.36)

where φ andA are, respectively, the scalar and vector potential of the electric fieldE = −∇φ−∂tA
and magnetic field B = ∇ × A. In order to study a charged particle in the presence of the
perpendicular magnetic field only, we set φ = 0 and choose a time-independent vector potential
A = Ax(x, y)̂i +Ay(x, y)̂j. The Hamiltonian is then

Ĥ =
1

2m
p̂2 − q

2m
(p̂ ·A + A · p̂) +

q2

2m
A2 , (3.37)

where p̂ ·A acts on the wave function as p̂ · (Aψ(r)).
In the light of the strict connection between the generator of the evolution of the CTQW and

the Hamiltonian (see Sec. 1.1.2), the straightforward approach to get a CTQW Hamiltonian is
to spatially discretize the Hamiltonian of the corresponding system in the continuum. Several
works addressed the presence of potentials [156], defects, or disorder [157] which depend on the
vertices and interactions between the walkers when in the same vertex or in NNs [15]. However,
this spatial dependence has been usually considered for 1D systems or graphs, the latter intended
as mathematical objects for algorithmic purposes [158]. When inserting the magnetic field, the
vector potential has an actual spatial dependencewe cannot prescind from the spatial coordinates
of vertices. Moreover, unlike the aforementioned cases, the Hamiltonian in Eq. (3.37) includes a
cross term∼ (A·p̂+p̂·A), the orbital paramagnetic term, which couples the field to the particle’s
orbitalmotion, so that the linearmomentum is present both at first and second orders. Thismeans
that not only the Laplacian, but also the first-order differential operator is required. We expect
the Laplacian to behave like the graph one, for which we already have a general definition in
Eq. (3.3), but we expect also the first-order differential operator, for which we do not have an
analogous general definition, to be sensitive to the geometry of the lattice and to return not only
non-negative results for NNs, as instead the kinetic term (the graph Laplacian) does (Ljk = 1 if
j /= k and connected). Here lies the crux of the present work and its peculiarity, i.e., the hard task
of spatially discretizing Eq. (3.37) – and so the differential operators – in a 2D space according to
the different geometries characterizing the PLGs. Indeed, to the best of our knowledge, such issue
has not been addressed for CTQWs yet. However, there are works considering DTQWs under
artificial magnetic fields on square lattices involving Peierls phase-factors [135, 138], and this is a
first hint to treat our CTQW in the presence of a magnetic field without explicitly involving the
spatial discretization of differential operators. On the other hand, we are also interested in finding
a way to spatially discretize the Hamiltonian in Eq. (3.37) according to the different geometries
of the PLGs (Fig. 3.1).

In the free-particle Hamiltonian we know the hopping must be equiprobable along the al-
lowed directions, i.e., the walker must have the same jumping rate forward or backward, along
a direction or another (see Sec. 1.1.2). Such requirement is usually satisfied computing∇2ψV in
a given vertex V by means of central finite difference formulas,3 which involve all the NNs of V .

3The use of backward or forward finite difference formulas, instead, would produce a bias in the hopping of the walker,
a non-Hermitian Hamiltonian, and so the system would not describe a CTQW.
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Moreover, this ensures the hermiticity of the Hamiltonian (as regards the terms in p̂). The latter,
we recall, is the ultimate condition for having a CTQW, since any Hermitian operator abiding
the topology of the graph can describe a CTQW. Let us consider the 1D case for the free particle:
The central difference formula to compute the ∇2ψ(xn), with xn = n ∈ Z, involves the vertex xn
itself and its NNs xn±1. Considering the hopping terms, the central difference formula allows
the walker to jump from xn to xn±1, with the same jumping rate (see Eq. (1.22)). Since it holds
∀n, this Hamiltonianmatrix is symmetric (hermiticity for a real-valuedmatrix), meaning that the
hopping term from xn to xn±1 is the same as the one from xn±1 to xn. This reasoning also applies
to a complex-valued Hamiltonian matrix and hermiticity, where the hopping terms between two
NNs are each the Hermitian conjugate of the other.

We assume a hopping to NNs which takes into account the contribution of the magnetic field.
We therefore explore the two approaches: (i) the introduction of the Peierls phase-factors (Sec.
3.4), according to which the tunneling matrix element of the free particle becomes complex, ac-
companied by the Peierls phase due to the vector potential; and (ii) the spatial discretization
of the Hamiltonian of Eq. (3.37) in terms of finite-difference formulas (Sec. 3.5). In the first
case, the assumption on the hopping to NNs is fulfilled for free, since the model is based on the
CTQW Hamiltonian of the free particle (ultimately on the graph Laplacian); in the second case,
the differential operators must be discretized according to the NNs of a given vertex by means of
“central difference”-like formulas.

3.3.2 Numerical simulation: Parameter setting
In addition to what stated in Sec. 3.2.3, we set the following:

Units. For the computational implementation we set the electric charge q = 1 (see Appendix
3.C for units and dimensions). Please notice that all the results shown in the following concern
dimensionless quantities.

Gauge and magnetic field. A uniform magnetic field B = Bk̂ is introduced by means of the
vector potential (symmetric gauge) A = B

2 (−(y − yc), (x− xc),0). In this gauge, as known, the
Hamiltonian in Eq. (3.37) turns out to be the Hamiltonian of a 1D harmonic oscillator, whose
degenerate energy levels are the so-called Landau levels [159] and which is characterized by the
cyclotron frequency ω0 = qB/m, which depends on the magnetic field. This choice of gauge breaks
translational symmetry in both the x and the y directions, but it does preserve rotational symme-
try about the center (xc, yc) of the PLG. This means that the angular momentum together with
the Landau level are good quantum numbers [160] to label states. The angular momentum is
classically defined as L = r × p, but since our charged particle lies in the xy plane, the angular
momentum is L = Lzk̂ and the corresponding operator is

L̂z = (x̂p̂y − ŷp̂x) . (3.38)

Since the symmetric gauge belongs to the Coulomb gauge, where ∇ · A = 0 so [p̂, Â] = 0, it
can be proved that [Ĥ, L̂z] = 0, i.e., Ĥ and L̂z represent a complete set of compatible observables.
The states belonging to the lowest Landau level, i.e., the ground state, are characterized by a ring-
shaped probability density. So, if we allow the PLG to better follow the rotational symmetry of
the Hamiltonian, we expect more circular structures in the probability density of the walker. In
particular, we expect the triangular lattice graph, because of its six NNs per vertex, to provide
the best discrete approximation of a circle among the PLGs; instead, because of the only three
NNs per vertex, we expect the honeycomb lattice graph to provide the worst one. Moreover,
due to structure of nonequivalent vertices of the latter, symmetries may struggle to emerge. It is
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3.4 – CTQW under magnetic field: The Peierls model

important to keep inmind this premise about the rotational symmetry and the harmonic oscillator
because it will be of help in the interpretation of the results in the following.

Themagnetic length is the fundamental characteristic length scale for any quantumphenomena
in the presence of a magnetic field [160] and it imposes an upper bound to the interval of fields
investigated. Indeed, it is defined as

lB :=

√
~
qB

= B−
1
2 , (3.39)

where the last equality holds because of our units (~ = q = a = 1), so, since for B > 1 the
magnetic length becomes smaller than the lattice constant a, we consider B ∈ [0,1].

3.4 CTQW under magnetic field: The Peierls model
3.4.1 The Peierls phase-factors
The motion of a charged particle in a magnetic field is accompanied by a geometric phase, the
Aharonov-Bohm phase [161]. On a lattice, these phases are introduced in the form of the so-
called Peierls phases that a particle picks up when hopping in the lattice. Such phases allow us
to rewrite the tight-binding Hamiltonian of a charged particle in a magnetic field as the tight-
bindingHamiltonian of a free particlewhere tunnelingmatrix elements are complex and hopping
in the lattice is accompanied by the Peierls phase [162, 163]. The spectrum of the Hamiltonian
so obtained is the famous Hofstadter butterfly [164]. According to Feynman, the Hamiltonian
having such Peierls phase-factors can be traced, in some limits, to the well-known Hamiltonian
in Eq. (3.36) [165, 166].

a

b

γ

Figure 3.6. The probability amplitude to go from a to b along the path γ, in the presence of a vector
potential A, is proportional to exp

[
iq
~
∫ b
a
A · ds

]
.

Proof. Feynman’s argument develops as follows. An external magnetic field is described by a
vector potential. The probability amplitude that a particle goes from one place to another, along
a certain path when there is a field present (Fig. 3.6), is

〈b|a〉in A = 〈b|a〉A=0 · exp

[
iq

~

∫ b

a

A · ds

]
; (3.40)

i.e., it is the same as that of the particle going along the same path when there is no field, multi-
plied by a phase factor which depends on the line integral of the vector potential.

Feynman considers then a simple example in which instead of having a continuous situation
there is a line of atoms along the x axis with the spacing a, an electron has a probability amplitude
−K to jump from one atom to another when there is no field, and there is a vector potential in
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the x direction Ax(x, t). The rate of change of the probability amplitude C(x) to find the electron
at the atom “n” located at x is given by the following equation:

i~∂tC(x) = E0C(x)−Ke−iaf(x+a/2)C(x+ a)−Ke+iaf(x−a/2)C(x− a) , (3.41)
where E0 is the energy of the electron if located at x, f(x) := (q/~)Ax, and −KC(x ± a) is the
probability amplitude for the electron to have jumped backward or forward, respectively, one
step from atom “n± 1”, located at x±a. IfAx is not changing appreciably in one atomic spacing,
the integral can be written as just the value of Ax at the midpoint times the spacing a, resulting
in a phase factor exp{±iaf(x± a/2)}. The sign of the phase shift reflects the direction of the
hopping: backward (−) or forward (+).

If the function C(x) is smooth enough (long wavelength limit), and if we let the atoms get
closer together (a→ 0), Eq. (3.41) will approach the behavior of an electron in free space. So the
next step is to Taylor expand the right-hand side of Eq. (3.41) (C(x), f(x), and the exponentials)
in powers of a, to collect the terms up to O(a2) and to recast all into

i~∂tC(x) = (E0 − 2K)C(x)−Ka2 [∂x − if(x)]
2
C(x) . (3.42)

The solutions for zero magnetic field represent a particle with an effective massmeff given by

Ka2 =
~2

2meff
. (3.43)

After setting E0 = 2K and restoring f(x) = (q/~)Ax, we can easily check that Eq. (3.42) is the
same as the first part of Eq. (3.36). Hence, the proposition of Eq. (3.40) that the vector potential
changes all the probability amplitudes by the exponential factor is the same as the rule that the
momentum operator −i~∇ gets replaced by

−i~∇− qA , (3.44)
as we see in the Schrödinger equation of Eq. (3.36).

Since resorting to Peierls phase-factors is equivalent to the minimal substitution in the Hamil-
tonian, they can be used to study the CTQW in the presence of a magnetic field, with no need
of discrete differential operators but the graph Laplacian. In other words, we may simply cor-
rect the free-particle Hamiltonian according to the Peierls substitution [167], i.e., by making the
tunneling matrix element complex:

J −→ J exp

[
iq

~

∫ rb

ra

A · dr
]
, (3.45)

where J is the NN hopping amplitude and the integral is evaluated along the edge connecting
ra and rb, i.e., the initial and final positions (vertices) of the particle, respectively. However,
the Peierls phase-factors are equivalent to the minimal substitution in the continuum limit. This
means that the quadratic term inA is recovered only in such limit, and so it is not present in this
Hamiltonian. Indeed, such term would affect the diagonal elements, the on-site energies, but in
this model they are left as the degree of the vertex (or set equal to zero, being the lattice graph
regular – deg(V ) = const – and so providing an irrelevant global phase to the wave function).

The Peierls phase-factor in Eq. (3.45) involves a line integral which does depend on the chosen
path (Fig. 3.6), and it is calculated as follows:∫

γ

A(r) · dr =

∫ b

a

A(r(t)) · r′(t)dt

=

∫ b

a

[Ax(r(t))x′(t) +Ay(r(t))y′(t)] dt , (3.46)
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where r(t) : [a, b] → γ is a bijective parametrization of the curve γ such that ra := r(a) and
rb := r(b) give the endpoints of γ. In particular, r(t) = x(t)̂i + y(t)̂j and r′(t) = dr

dt . Such
line integral has to be evaluated along the edges of the PLG, i.e., pieces of straight lines that we
parametrize as follows:

{
x(t) = x0 + t(x1 − x0)

y(t) = y0 + t(y1 − y0)
, t ∈ [0,1] , (3.47)

from which x′ = x1 − x0 and y′ = y1 − y0 are constants. Then the integral is approximated
according to the trapezoidal rule [168, 169]:

∫ 1

0

A(r(t)) · r′(t)dt ≈ 1

2
[(x1 − x0) (Ax(r0) +Ax(r1)) + (y1 − y0) (Ay(r0) +Ay(r1))] , (3.48)

where r0 = (x0, y0) and r1 = (x1, y1) are the coordinates of the initial and final vertex, respec-
tively. Moreover, if the vector potential components depend linearly on the x and y coordinates,
e.g., in the Landau and in the symmetric gauge (providing a uniform magnetic field B = Bk̂),
Eq. (3.48) is exact and it holds as equality. Indeed, let f(x) = mx+ q, then

∫ b

a

f(x)dx =
b− a

2
(ma+mb+ 2q) =

b− a
2

(f(a) + f(b)) . (3.49)

3.4.2 The CTQWHamiltonian

Square lattice graph

With reference to Table 3.1, the Hamiltonian describing the CTQW according to the Peierls model
is

Ĥ =− JS
∑
V

[
exp

{
iqa

2~
(AxV +AxA)

}
|A〉〈V |

+ exp

{
iqa

2~
(AyV +AyB)

}
|B〉〈V |

+ exp

{
− iqa

2~
(AxV +AxC)

}
|C〉〈V |

+ exp

{
− iqa

2~
(AyV +AyD)

}
|D〉〈V | − 4 |V 〉〈V |

]
, (3.50)

where JS is defined in Eq. (3.13).
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Triangular lattice graph
With reference to Table 3.1, the Hamiltonian describing the CTQW according to the Peierls model
is

Ĥ =− JT
∑
V

[
exp

{
iqa

2~
(AxV +AxA)

}
|A〉〈V |

+ exp

{
iqa

4~

[
AxV +AxB +

√
3(AyV +AyB)

]}
|B〉〈V |

+ exp

{
− iqa

4~

[
AxV +AxC −

√
3(AyV +AyC)

]}
|C〉〈V |

+ exp

{
− iqa

2~
(AxV +AxD)

}
|D〉〈V |

+ exp

{
− iqa

4~

[
AxV +AxE +

√
3(AyV +AyE)

]}
|E〉〈V |

+ exp

{
iqa

4~

[
AxV +AxF −

√
3(AyV +AyF )

]}
|F 〉〈V |

− 6 |V 〉〈V |
]
, (3.51)

where JT is defined in Eq. (3.25).

Honeycomb lattice graph
With reference to Table 3.1, the Hamiltonian describing the CTQW according to the Peierls model
is

Ĥ = −JH
∑

�∈{◦,•}

∑
(V,�)

[
eiθAV |A, �̄〉〈V,�| + eiθBV |B, �̄〉〈V,�|+ eiθCV |C, �̄〉〈V,�|

− 3 |V,�〉〈V,�|
]
, (3.52)

where JH is defined in Eq. (3.32), and we have defined:

θAV :=
qa

4~

[√
3
(
Ax(V,�) +Ax(A,�̄)

)
− sgn(�)

(
Ay(V,�) +Ay(A,�̄)

)]
, (3.53)

θBV :=− qa

4~

[√
3
(
Ax(V,�) +Ax(B,�̄)

)
+ sgn(�)

(
Ay(V,�) +Ay(B,�̄)

)]
, (3.54)

θCV := sgn(�)
qa

2~

(
Ay(V,�) +Ay(C,�̄)

)
. (3.55)

3.4.3 Numerical simulation: results
The behavior of the variance of the space coordinates is shown in Fig. 3.7, and it is the same
for both the x and y coordinates, i.e., σ2

x(Jt) = σ2
y(Jt). We observe that, as the modulus of the

magnetic field increases, the curve of the variance of the space coordinates deviates from that of
the free particle, decreasing.

Maps of the time evolution of the probability density are shown in Figs. 3.8–3.10 and are
characterized by a trade-off between the circular symmetry due to the gauge and the symmetry of
the underlying lattice. In general, we observe a distribution of probability which initially spreads
over the lattice, and then the maxima come back toward the initial vertex and eventually move
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away from it. However, during the time evolution, the tails of the wave function continue to get
away from the center of the lattice graph. Indeed, in the Peierls model, being its Hamiltonian
based on the graph Laplacian, there is no term confining or limiting the spreading of the walker,
since the quadratic term inA is not explicitly present but only recovered, in the continuum limit,
from the Peierls phase-factors of the hopping terms.
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Figure 3.7. Variance of the space coordinates obtained in a CTQW of a charged particle in the
(a) triangular, (b) square, and (c) honeycomb lattice graphs for increasing values of themodulus
B of the perpendicular uniform magnetic field. As the latter increases, the variance deviates
from the curve of the free particle. The variance of the two spatial coordinates is equal, σ2

x(t) =
σ2
y(t). The stronger magnetic fields correlate with smaller variances. The CTQWHamiltonian is

obtained from the Peierls model.
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Figure 3.8. Map of the time evolution of the probability density according to the CTQWof a charged
particle on a triangular lattice graph in the presence of a perpendicular uniform magnetic field
(B = 0.6). The CTQWHamiltonian is obtained from the Peierls model.
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Figure 3.9. Map of the time evolution of the probability density according to the CTQWof a charged
particle on a square lattice graph in the presence of a perpendicular uniformmagnetic field (B = 0.6).
The CTQWHamiltonian is obtained from the Peierls model.
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Figure 3.10. Map of the time evolution of the probability density according to the CTQW of a
charged particle on a honeycomb lattice graph in the presence of a perpendicular uniform magnetic
field (B = 0.6). The CTQWHamiltonian is obtained from the Peierls model.
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3.5 CTQWundermagnetic field: the spatial discretization of the
Hamiltonian

3.5.1 Finite-difference formulas with Taylor expansion
Here we show how far we can go in using the Taylor expansion in order to get finite-difference
formulas for differential operators, as usually done for a square lattice. The same approach has
been already used in Sec. 3.2.2 to obtain the Laplacian in the different PLGs, so all we are left
to do is to determine the discrete version of the first partial derivatives of a scalar function f .
The idea is, again, to Taylor expand f evaluated in the NN vertices about the given one V and
combining the resulting expansions to obtain ∂xfV and ∂yfV in terms of finite differences. We
point out that after combining such Taylor expansions we have then to solve a system of linear
equations specific for each term we are interested in: The corresponding coefficient of the linear
combination will be set to 1, whereas all the others to 0. In particular, such systems consist of five
equations (one condition on the coefficient of fV , two on the first partial derivatives, and two on
the second partial derivatives forming the Laplacian) in deg(V ) unknowns.

Square lattice graph
To find the first partial derivatives of f , we recall the linear combination in Eq. (3.10) and we
impose the following systems of equations:

(i) ∂xfV (ii) ∂yfV

α+ β + γ + δ

a(α− γ)

a(β − δ)
a2

2 (α+ γ)

a2

2 (β + δ)

= 0

= 1

= 0

= 0

= 0

and

= 0

= 0

= 1

= 0

= 0 .

(3.56)

(i) ∂xfV is obtained from the solution of a system of five equations in four unknowns: If we
consider only the last four equations, the resulting system of four equations is definite;
i.e., it admits the unique solution (α, β, γ, δ) =

(
1
2a ,0,−

1
2a ,0

), which also satisfies the first
equation. This leads to

∂xfV =
1

2a
(fA − fC) . (3.57)

(ii) ∂yfV is obtained from the solution of a system of five equations in four unknowns: If we
consider only the last four equations, the resulting system of four equations is definite and
admits the unique solution (α, β, γ, δ) =

(
0, 1

2a ,0,−
1
2a

), which also satisfies the first equa-
tion. This leads to

∂yfV =
1

2a
(fB − fD) . (3.58)

This approach, on a square lattice graph, provides the finite-difference formulas both for the
first partial derivatives, Eqs. (3.57) and (3.58), and for the Laplacian, Eq. (3.11), and these are
consistent with those used in numerical analysis [151]. A point we want to stress is that the
systems of equations returning the first partial derivatives are characterized by a coefficientmatrix
whose rank is the same as that of the augmented matrix and equal to the number of unknowns.
This is the reason why we can state that solutions are unique.
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Triangular lattice graph
To find the first partial derivatives of f , we recall the linear combination in Eq. (3.20). The re-
sulting systems consist of five equations in six unknowns, and hence we can not have a (unique)
solution. Even if we increase the order of the Taylor expansion (in order to have systems of more
equations than unknowns), the rank of the coefficient matrix turns out to be less than the number
of unknowns. So, there is no way of finding a unique solution, if any. This approach, on a trian-
gular lattice graph, can only provide the finite-difference formula of the Laplacian, Eq. (3.21).

Honeycomb lattice graph
To find the first partial derivatives of f we recall the linear combination in Eq. (3.29). The re-
sulting systems consist of five equations in three unknowns. The rank of the coefficient matrix is
equal to the number of unknowns, the rank of the augmented matrix of the system for ∂xf(V,�) is
equal to the rank of the coefficient matrix, but the rank of the augmented matrix of the system for
∂yf(V,�) is greater than the rank of the coefficient matrix. This approach, on a honeycomb lattice
graph, does not provide finite-difference formulas of both first partial derivatives (only ∂xf(V,�)

is returned), whereas it does for the Laplacian, Eq. (3.30).

3.5.2 Conservative finite-difference methods
Numerically solving problems has shown that the best results are usually obtained by using dis-
crete models that reproduce fundamental properties of the original continuum model of the un-
derlying physical problem, such as conservation, symmetries of the solution, etc. The devel-
opment of the discrete algorithms that capture all the important characteristics of the physical
problem becomes more difficult with the increasing complexity of the latter (number of involved
physical processes, shape of the physical domain, etc.). Hence, there is need to have a discretiza-
tion method that is sufficiently general to be applied to a wide range of physical systems. In
Ref. [170], it is shown how to construct, by using the support-operators method [171, 172], high-
quality finite-difference schemes such that the resulting discrete difference operators mimic the
crucial properties of the continuum differential operators, e.g., symmetry, conservation, stabil-
ity, and the integral identities between the gradient, curl, and divergence. Moreover, many of
the standard finite difference methods, e.g., the finite-volume methods, are special cases of the
support-operators method. Unlike the former ones, the latter one can be used to construct finite-
difference schemes on grids of arbitrary structure and, because invariant operators are used, the
method can be easily used in any coordinate system. However, there are some points of such
method differing from our constraints and purposes (see Sec. 3.3.1), so that it can not directly
apply to the present work:
(i) There are two main types of scalar functions of a discrete argument depending on the dis-

cretization adopted: nodal discretization, where the values of the function correspond to the
nodes, or cell-valued (or cell-centered) discretization, where the value of a function does not
correspond to a specific point in the cell but corresponds to the cell as a whole geometrical
object (Fig. 3.11). It is shown in Ref. [170] that if we choose the nodal discretization for the
scalar function (since we know the wave function on the nodes of the graph), then the dif-
ference analog, e.g., of the derivative ∂x, which is the discrete operator Dx, acts as follows:

Dx : HN −→ HC , (3.59)
where HN and HC denote the spaces of discrete scalar functions according to nodal and
cell-valued discretization, respectively. In other words, if we know the scalar function f on
the nodes of the graph, then its first partial derivatives are assigned to the cell used for the
discretization as a whole, but we want them to be assigned to a node.
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Figure 3.11. (a) Nodal and (b) cell-valued discretizations of a scalar function f in 2D.

(ii) This method involves quadrangular cells, because related to 2D logically rectangular grids
(very suitable for algorithmic implementation), and it is inspired to the forward difference
method. In our case, then, we can not remap our PLGs into rectangular grids, because
otherwise the resulting discrete operators would not involve all and only theNNs of a given
node.

(iii) The Laplacian is rightly seen as the divergence of the gradient, but in terms of finite differ-
ences this means that the Laplacian is computed as difference of differences, so involving
further nodes. A first cell is needed to compute the gradient of a scalar function f ∈ HN ,
then computing the divergence of∇f requires the differences of the components of the lat-
ter, so the adjacent cells are involved (Fig. 3.12). Therefore, in order to approximate the
second derivative, we must construct another difference analog for the first derivative

Dx : HC −→ HN , (3.60)

so that the discrete analog of the second derivative is

DxDx : HN −→ HN . (3.61)

n n+1 n+2n-1 n+3

n n+1 n+2n-1 n+3

Dx fn

{ n n+1 n+2n-1 n+3

Dx fn+1

Dx fnDx Dx fn

Figure 3.12. 1D example of the different nodes involved in the computation of the discrete ana-
log of the gradient and the Laplacian of a discrete scalar function f ∈ HN . The discrete operator
D : HN → HC, whereasD : HC → HN , so that the Laplacian∇2 = ∇·∇ readsD·D : HN → HN .
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Despite these issues, thismethodprovides an effective tool to compute the first partial derivatives.
Green’s formulas [173], which are the key to determine the discrete versionD = (Dx, Dy) of the
differential operator ∇ = (∂x, ∂y), descend from the proof of the Green’s theorem in a plane
(Appendix 3.A.1) and read as follows:

∂xf = lim
S→0

∮
∂S
f dy

S
, (3.62)

∂yf = − lim
S→0

∮
∂S
f dx

S
, (3.63)

where S is some area and ∂S is its boundary (Fig. 3.13(a)).

∂S

S

(i,j+1)

(i+1,j+1)

(i+1,j)
(i,j)

Ωi,jbi,j

ai,j

ai,j+1

bi+1,j

(a) (b)

Figure 3.13. Continuous and discrete version of the region needed to compute the first partial
derivatives of a scalar function f according to Green’s formulas, Eqs. (3.62)–(3.63) . (a) A region S in
R2 with boundary ∂S (line); (b) a cell gridΩi,j whose boundary is the union ai,j∪bi+1,j∪ai,j+1∪bi,j .

In a discrete case, the role of S is played by the grid cell Ωij and therefore the boundary ∂S
is the union of sides ai,j , bi+1,j , ai,j+1, and bi,j (Fig. 3.13(b)). For approximation of the contour
integral in the right-hand side of Eqs. (3.62) and (3.63), we divide the contour integral into four
integrals each over the corresponding side of quadrangle Ωij and for the approximate evaluation
of each integral we use the trapezoidal rule. According to this, as a result, we get the following
expression for the difference analog of the derivative ∂xf :

(Dxf)i,j =
1

Ωi,j

[
fi+1,j + fi,j

2
(yi+1,j − yi,j) +

fi+1,j+1 + fi+1,j

2
(yi+1,j+1 − yi+1,j)

+
fi,j+1 + fi+1,j+1

2
(yi,j+1 − yi+1,j+1) +

fi,j + fi,j+1

2
(yi,j − yi,j+1)

]
, (3.64)

where yi,j denotes the y coordinate of the node (i, j) and Ωi,j is also the area of the grid cell.
Notice that this area is the area of the region bounded by the contour of integration. In the same
way, the difference analog of the derivative ∂yf can be found.

In the present workwe analogously apply the Green’s formulas to our purposes, i.e., by defin-
ing a suitable closed path crossing the nodes of interest (Fig. 3.14) and then performing a discrete
evaluation of the contour integral according to the trapezoidal rule. Indeed, as previously said,
the first partial derivatives of a scalar function f ∈ HN are cell-valued, and hence the need to
design our approach in such a way that all the NNs of a node are involved, so that the result can
be reasonably intended as node valued. In the following, for sake of simplicity, we will denote
by ∂x, ∂y , and ∇2 also their discrete version, and with Ω the area of the region bounded by the
closed curve γ. Notice that for a PLG such area is constant, Ωi,j = Ω∀ (i, j) ∈ Z2.
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Figure 3.14. NNs of a vertex V and closed path γ (blue dashed line) involved in the computation
of the discrete analogs of ∂xfV and ∂yfV in the different PLGs. The geometry of the region of area
Ω (orange shade) bounded by the curve γ is also reported. (a) Square (Ω = 2a2), (b) triangular
(Ω = 3

√
3

2
a2), and (c)–(d) honeycomb (Ω = 3

√
3

4
a2) lattice graph, with lattice parameter a.

Square lattice graph

A vertex V has four NNs, i.e.,A,B, C, andD (see Fig. 3.14(a) and Table 3.1). We denote by γ the
closed path crossing such adjacent vertices and bounding a region of area Ω = 2a2. According to
Green’s formulas, the discrete analogs of the first partial derivatives read

∂xfV =
1

2a
(fA − fC) , (3.65)

∂yfV =
1

2a
(fB − fD) , (3.66)

since ∮
γ

f dy ≈ a(fA − fC) , (3.67)∮
γ

f dx ≈ −a(fB − fD) . (3.68)

The finite-difference formulas so computed are the same used in numerical analysis [151] and
already seen in Eqs. (3.57) and (3.58).
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Triangular lattice graph
A vertex V has six NNs, i.e., A, B, C, D, E, and F (see Fig. 3.14(b) and Table 3.1). We denote
by γ the closed path crossing such adjacent vertices and bounding a region of area Ω = 3

√
3

2 a2.
According to Green’s formulas, the discrete analogs of the first partial derivatives read

∂xfV =
1

6a
(2fA + fB − fC − 2fD − fE + fF ) , (3.69)

∂yfV =
1

2
√

3a
(fB + fC − fE − fF ) , (3.70)

since ∮
γ

f dy ≈
√

3

4
a(2fA + fB − fC − 2fD − fE + fF ) , (3.71)∮

γ

f dx ≈ −3

4
a(fB + fC − fE − fF ) . (3.72)

Honeycomb lattice graph
A vertex V has three NNs, i.e., A, B, and C (see Fig. 3.14(c) and (d) and Table 3.1). We denote
by γ the closed path crossing such adjacent vertices and bounding a region of area Ω = 3

√
3

4 a2.
According to Green’s formulas, the discrete analogs of the first partial derivatives read

∂xf(V,�) =
1√
3a

(
f(A,�̄) − f(B,�̄)

)
, (3.73)

∂yf(V,�) =
sgn(�)

3a

(
2f(C,�̄) − f(A,�̄) − f(B,�̄)

)
, (3.74)

since ∮
γ

f dy ≈ 3

4
a
(
f(A,�̄) − f(B,�̄)

)
, (3.75)∮

γ

f dx ≈ − sgn(�)

√
3

4
a
(
2f(C,�̄) − f(A,�̄) − f(B,�̄)

)
. (3.76)

3.5.3 The CTQWHamiltonian
Whereas the Peierls phase-factors are a suitable solution to our problem, the issue about the spa-
tial discretization of the Hamiltonian satisfying our assumptions is still open, in particular in the
triangular and honeycomb lattice graph. If the finite difference formulas from Taylor expansion
are well-behaved only in the square lattices and ill-defined in the other PLGs, then this approach
returns, for all the PLGs, a discrete Laplacian which is analogous to the graph one. The discrete
first partial derivatives, instead, are provided by the discretization of the Green’s formulas. Fol-
lowing the latter approach, the discrete Laplacian is given by the divergence of the gradient, i.e.,
as a finite difference of finite differences, thus involving next NNs of a given vertex. This point is
at odds with our assumption of hopping only to NNs (Sec. 3.3.1), because the kinetic term of the
free particle would be accountable for the hopping up to next NNs, whereas the orbital param-
agnetic term for the hopping only to NNs. In view of these results, we therefore suggest a hybrid
method which combines the above-mentioned results: The discrete first partial derivatives are
provided by conservative finite-difference methods (Sec. 3.5.2), whereas the Laplacian by finite
difference formulas from Taylor expansion (Sec. 3.5.1). According to this approach, we spatially
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discretize Eq. (3.37) in order to obtain the Hamiltonian describing the CTQW of a charged par-
ticle on the different PLGs in the presence of a perpendicular magnetic field. As we are going
to see below, what we obtain is reminiscent of the Peierls model (Sec. 3.4). Indeed, the hopping
terms can be regarded as the first-order Taylor expansion of the Peierls phase-factors but now the
diagonal elements of the Hamiltonian matrix, i.e., the on-site terms, also include the quadratic
term in A.

Square lattice graph

With reference to Table 3.1, according to the Laplacian in Eq. (3.11) and the first partial derivatives
in Eqs. (3.65) and (3.66), the resulting CTQWHamiltonian reads

Ĥ =− JS
∑
V

{[
1 + i

qa

2~
(AxV +AxA)

]
|A〉〈V |

+
[
1 + i

qa

2~
(AyV +AyB)

]
|B〉〈V |

+
[
1− i qa

2~
(AxV +AxC)

]
|C〉〈V |

+
[
1− i qa

2~
(AyV +AyD)

]
|D〉〈V |

−
[
4 +

q2a2

~2

(
AxV

2 +AyV
2
)]
|V 〉〈V |

}
, (3.77)

where JS is defined in Eq. (3.13).

Triangular lattice graph

With reference to Table 3.1, according to the Laplacian in Eq. (3.21) and the first partial derivatives
in Eqs. (3.69) and (3.70), the resulting CTQWHamiltonian reads

Ĥ =− JT
∑
V

{[
1 + i

qa

2~
(AxV +AxA)

]
|A〉〈V |

+
[
1 + i

qa

4~

(
AxV +AxB +

√
3 (AyV +AyB)

)]
|B〉〈V |

+
[
1− i qa

4~

(
AxV +AxC −

√
3 (AyV +AyC)

)]
|C〉〈V |

+
[
1− i qa

2~
(AxV +AxD)

]
|D〉〈V |

+
[
1− i qa

4~

(
AxV +AxE +

√
3 (AyV +AyE)

)]
|E〉〈V |

+
[
1 + i

qa

4~

(
AxV +AxF −

√
3 (AyV +AyF )

)]
|F 〉〈V |

−
[
6 +

3q2a2

2~2

(
AxV

2 +AyV
2
)]
|V 〉〈V |

}
, (3.78)

where JT is defined in Eq. (3.25).
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Honeycomb lattice graph
With reference to Table 3.1, according to the Laplacian in Eq. (3.30) and the first partial derivatives
in Eqs. (3.73) and (3.74), the resulting CTQWHamiltonian reads

Ĥ = −JH
∑

�∈{◦,•}

∑
(V,�)

[
hAV |A, �̄〉〈V,�| + hBV |B, �̄〉〈V,�|+ hCV |C, �̄〉〈V,�|

+ hV V |V,�〉〈V,�|
]
, (3.79)

where JH is defined in Eq. (3.32), and we have defined

hAV :=1 + i
qa

4~

[√
3
(
Ax(V,�) +Ax(A,�̄)

)
− sgn(�)

(
Ay(V,�) +Ay(A,�̄)

)]
, (3.80)

hBV :=1− i qa
4~

[√
3
(
Ax(V,�) +Ax(B,�̄)

)
+ sgn(�)

(
Ay(V,�) +Ay(B,�̄)

)]
, (3.81)

hCV :=1 + sgn(�)i
qa

2~

(
Ay(V,�) +Ay(C,�̄)

)
, (3.82)

hV V :=−
[
3 +

3q2a2

4~2

(
Ax2

(V,�) +Ay2
(V,�)

)]
. (3.83)

3.5.4 Numerical simulation: results
The behavior of the variance of the space coordinates is shown in Fig. 3.15, and it is the same
for both the x and y coordinate, i.e., σ2

x(Jt) = σ2
y(Jt). We observe that, as the modulus of the

magnetic field increases, the curve of the variance of the space coordinates deviates from that of
the free particle, it shows amaximumwhich lowers, and a oscillation having increasing frequency.
This is more evident in the square and triangular lattice graph than in the honeycomb one.

(b)(a) (c)

Figure 3.15. Variance of the space coordinates obtained in a CTQW of a charged particle in the (a)
triangular, (b) square, and (c) honeycomb lattice graph for increasing values of themodulusB of the
perpendicular uniform magnetic field. As the latter increases, the variance deviates from the curve
of the free particle. Stronger magnetic fields correlate with smaller variance and higher frequency
pseudo-oscillations. The variance of the two spatial coordinates is equal, σ2

x(t) = σ2
y(t). The CTQW

Hamiltonian is obtained from the spatial discretization of Eq. (3.37).

Maps of the time evolution of the probability density are shown in Figs. 3.16–3.18. We observe
that CTQWs on PLGs are characterized by an oscillating (spiral) probability density which arises
from the trade-off among the symmetry of the lattice, the rotational symmetry of theHamiltonian
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in the continuum and the harmonic oscillator behind the latter. Moreover the probability density,
in time, seems to rotate, mimicking the effects of the Lorentz force (this is particularly evident on
the square lattice graph, Fig. 3.17).

Clues of the harmonic oscillator behind the Hamiltonian in the continuum are revealed by
the maps of the time evolution of the probability density, alternating phases of expansion and
contraction, and by the variance of the space coordinates, alternating local maxima and min-
ima, which becomemore frequent for increasing magnetic field (reminiscent of the cyclotron fre-
quency). However, the observed behavior is not exactly oscillating and periodic because of the
spatial discretization. Even in the Peirls model we observe something similar, e.g., the probability
distribution has an expansion and then a contraction, but this model is based on the Hamiltonian
of the free particle, and indeed the tails of the wave function continue to move away. Instead,
when spatially discretizing Eq. (3.37), the quadratic term in A – absent in the Peirls model – is
here explicitly present. In the symmetric gauge such a term reads as

q2

2m
A2 =

q2B2

8m

[
(x− xc)2 + (y − yc)2

]
, (3.84)

i.e., it is a 2D harmonic potential. The role of this term is clearer in Fig. 3.19, where we report the
variance of the space coordinate for a CTQW on a square lattice according to different models:
the original Peierls model (Sec. 3.4); i.e., the presence of the magnetic field is encoded in the
Peierls phase-factors describing the hopping terms. Then we correct such a model by including
in the Hamiltonian the on-site energies due to Eq. (3.84) and the spatial discretization of the
Hamiltonian of the corresponding system in the continuum (Sec. 3.5). In the end, we consider
the CTQW of a particle in a harmonic potential equivalent to Eq. (3.84).
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Figure 3.16. Map of the time evolution of the probability density according to the CTQW of a
charged particle on a triangular lattice graph in the presence of a perpendicular uniform magnetic
field (B = 0.6). The CTQWHamiltonian is obtained from the spatial discretization of Eq. (3.37).
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Figure 3.17. Map of the time evolution of the probability density according to the CTQW of a
charged particle on a square lattice graph in the presence of a perpendicular uniform magnetic field
(B = 0.6). The CTQWHamiltonian is obtained from the spatial discretization of Eq. (3.37).
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Figure 3.18. Map of the time evolution of the probability density according to the CTQW of a
charged particle on a honeycomb lattice graph in the presence of a perpendicular uniform magnetic
field (B = 0.6). The CTQWHamiltonian is obtained from the spatial discretization of Eq. (3.37).
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Figure 3.19. Comparison of the variance of the space coordinates obtained in a CTQW of a
charged particle on a square lattice graph in the presence of a perpendicular uniform magnetic
field (B = 0.6) according to different models: “Peirls (original),” the model according to which
the presence of the magnetic field is encoded in the Peierls phase-factors describing the hopping
terms; “Peirls (modified),” a correction to the Peirls model by including in the Hamiltonian the
on-site energies due to the quadratic term q2A2/2m; “Discretization,” the spatial discretization of
the Hamiltonian of the corresponding system in the continuum; and “Harmonic oscillator,” the
CTQW of a particle in a harmonic potential equivalent to the quadratic term q2A2/2m (A in the
symmetric gauge). The curve of the free particle is reported as reference. The variance of the two
spatial coordinates is equal, σ2

x(Jt) = σ2
y(Jt).

3.6 Conclusions
In the present chapter, we have studied the continuous-time quantum walks (CTQWs) of a
charged particle in the presence of a perpendicular uniform magnetic field on planar lattice
graphs (PLGs), i.e., graphs possessing a drawingwhose embedding in a Euclidean plane forms a
regular tessellation (triangular, square, and honeycomb lattice graphs). Because of the strict con-
nection between the generator of the evolution of the CTQW and the Hamiltonian, the straight-
forward approach to get a CTQWHamiltonian has been to spatially discretize theHamiltonian of
the corresponding system in the continuum. Then we have numerically simulated the CTQWs in
order to study the time evolution of the probability density and variance of the spatial coordinates
of a walker initially localized in the center of the PLG.

CTQW of the free particle. As a reference, we have first considered the CTQW of the free par-
ticle, whose Hamiltonian only consists of the kinetic term. In the vertex states basis, we have
spatially discretized the Laplacian by means of finite difference formulas derived from Taylor ex-
pansion. The reason for this, even though the discrete Laplacian so obtained has turned out to
be analogous to the graph Laplacian, is that this approach allows us to actually take into account
the underlying geometry of the PLG. Indeed, by changing the degree of a vertex we expect the
hopping amplitude to change accordingly: While for the graph Laplacian, because of its defini-
tion in terms of adjacency and diagonal degree matrices, there is no computation telling us how
the hopping amplitude changes in the different PLGs, using Taylor expansion is a constructive
way to determine the discrete Laplacian and the resulting hopping amplitude depends on the
PLG. From the numerical simulations of the CTQWs of the free particle, the first result is that the
variance of the two spatial coordinates is equal, σ2

x(t) = σ2
y(t) =: σ2(t), and it can be related to
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the degree of the generic vertex in the different PLGs: σ2
H(t) ≤ σ2

S(t) ≤ σ2
T (t) and in the hon-

eycomb lattice graph deg(V ) = 3, in the square lattice graph deg(V ) = 4, and in the triangular
lattice graph deg(V ) = 6. An analogous behavior has been observed for the quantum coherence.
The second, but more relevant result is that there exist limits to the envisaged universal ballistic
spreading for both 1D and 2D QWs: On the square and triangular lattice graphs (Bravais lat-
tices, thus characterized by discrete translation invariance), we have observed a variance of the
space coordinates σ2(t) ∝ t2 (ballistic spreading), whereas on the honeycomb lattice graph (non-
Bravais lattice) σ2(t) ∝ tp, with 1 < p < 2 (sub-ballistic spreading, because neither ballistic, p = 2,
nor diffusive, p = 1). The hypothesis that the underlying reason is to be found in the presence or
not of discrete translation invariance is further corroborated by the fact that we have observed an
analogous sub-ballistic spreading on another 2D non-Bravais lattice, the truncated square tiling,
which consists of octagons and squares. After all, the ballistic spreading has been usually proved
for QWs on a line or on a n-D hypercube and in the latter the walker moves one unit in each di-
mension, and thus it clearly reproduces the results on the line, because it is as if the QW is taking
place on n orthogonal lines (dimensions).

CTQW under magnetic field. Then we have turned on the perpendicular uniform magnetic
field, considering the vector potential in the symmetric gauge. In such gauge, the Hamiltonian
in the continuum is known to be the Hamiltonian of a 1D harmonic oscillator, having degenerate
energy levels (the so-called Landau levels) and cyclotron frequency ω0 = qB/m. This choice of
gauge breaks translational symmetry in both the x and the y directions, but it does preserve
rotational symmetry, i.e., [Ĥ, L̂z] = 0. Under the assumption of a hopping to nearest neighbors
(NN), we have addressed the definition of the CTQWHamiltonian in the presence of a magnetic
field in two ways:

(i) Peierls model, i.e., the tunneling matrix elements of the free-particle Hamiltonian are now
accompanied by complex Peierls phase-factors due to the vector potential. To our knowl-
edge, this is the way the discrete-time QWs under artificial magnetic field have been stud-
ied.

(ii) Spatial discretization of the Hamiltonian of a spinless charged particle in the presence of a
magnetic field. Since the linear momentum is present both at the first and second orders,
we have faced the non-trivial issue of determining the finite difference formulas approxi-
mating the first partial derivatives (fromGreen’s formulas) and the Laplacian (from Taylor
expansion, already obtained for the free particle) in the different PLGs.

Again, the first result is that σ2
x(t) = σ2

y(t) =: σ2(t). In both cases we have observed that the
variance of the space coordinates lowers as the modulusB of the magnetic field increases and, as
expected, we have found more circular structures in the probability density of the walker when
allowing the PLG to better follow the rotational symmetry of the Hamiltonian: The triangular
lattice graph, deg(V ) = 6, provides the best discrete approximation of a circle among the PLGs,
while the honeycomb lattice graph, deg(V ) = 3, provides the worst one. In particular, the maps
of the time evolution of the probability density are characterized by a trade-off between the cir-
cular symmetry due to the gauge and the symmetry of the underlying lattice. Apart from these
qualitatively common features, as soon as we let the CTQW evolve longer, the difference between
the two methods shows up and the quadratic term in the vector potential q2A2/2m plays a cru-
cial role in it. In the Peierls model, the walker initially spreads over the lattice; then the maxima
of probability density come back toward the initial vertex and eventually move away from it (as
revealed also by the variance). However, during the time evolution, the tails of the wave function
continue to get away from the center of the lattice graph: Being this CTQW Hamiltonian based
on the graph Laplacian, there is no term confining or limiting the spreading of the walker, since
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the quadratic term inA is not explicitly present but only recovered, in the continuum limit, from
the Peierls phase-factors of the hopping terms. Such a term, in the symmetric gauge, plays the
role of a 2D harmonic potential. It is explicitly present when spatially discretizing the original
Hamiltonian in the continuum and it affects the diagonal elements of theHamiltonianmatrix, i.e.,
the on-site terms. According to this method, clues of the harmonic oscillator behind the Hamilto-
nian in the continuum are revealed by the maps of the time evolution of the probability density,
alternating phases of expansion and contraction, and by the variance of the space coordinates,
alternating local maxima andminima which become more frequent for increasing magnetic field
(reminiscent of the cyclotron frequency). However, the observed behavior is not exactly oscillat-
ing and periodic because of the spatial discretization. Another difference from the Peierls model
is that the probability density, in time, seems to rotate, mimicking the effects of the Lorentz force
(this is particularly evident on the square lattice graph).

Appendices

3.A Mathematical tools and discretization of the space
3.A.1 Green’s theorem in a plane
Suppose the functions P (x, y), Q(x, y) and their partial derivatives are single-valued, finite, and
continuous inside and on the boundary C of some simply connected region R in the xy plane.
Green’s theorem in a plane (also known as the “divergence theorem in 2D”) then states∮

C

(Pdx+Qdy) =

∫∫
R

(∂xQ− ∂yP ) dxdy , (3.85)

and so relates the line integral around C to a double integral over the enclosed region R [174].

C

R

x

y

d

c

a b

S

T

U

V

Figure 3.20. A simply connected region R bounded by the curve C.

Proof. Consider the simply connected region R in Fig. 3.20, and let y = y1(x) and y = y2(x) be
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the equations of the curves STU and SV U respectively. We then write
∫∫

R

∂yPdxdy =

∫ b

a

dx

∫ y2(x)

y1(x)

dy ∂yP

=

∫ b

a

dx [P (x, y)]
y=y2(x)
y=y1(x)

=

∫ b

a

[P (x, y2(x))− P (x, y1(x))] dx

= −
∮
C

Pdx ,

where the last equality follows from ∫ b
a
P (x, y2(x))dx = −

∫ a
b
P (x, y2(x))dx. If we now let x =

x1(y) and x = x2(y) be the equations of the curves TSV and TUV respectively, we can similarly
show that ∫∫

R

∂xQdxdy =

∫ d

c

dy

∫ x2(y)

x1(y)

dx ∂xQ

=

∫ d

c

dy [Q(x, y)]
x=x2(y)
x=x1(y)

=

∫ d

c

[Q(x2(y), y)−Q(x1(y), y)] dy

=

∮
C

Qdy ,

where the last equality follows from − ∫ d
c
Q(x1(y), y)dy =

∫ c
d
Q(x1(y), y)dy. Subtracting these

two results gives Green’s theorem in a plane.

3.A.2 Spatial discretization
Let us consider a particle in a plane: The spatial discretization is accomplished by reducing the
Euclidean plane into a square lattice of lattice parameter a. Sites of the lattice correspond to
positions (xj , yk) = (ja, ka), where j, k ∈ Z, and so each site can be labeled by the couple of
indices (j, k). The Hilbert space of such discretized system can be obtained as

H = Hx ⊗Hy , (3.86)

with dim(H ) = dim(Hx) × dim(Hy), i.e., as a tensor product of two Hilbert subspaces – Hx

and Hy – describing the states of the particle within 1D orthogonal lattices. The basis of each
Hilbert subspace is provided, e.g., by the complete set of eigenstates of the position within the
corresponding 1D lattice: {|j〉}j=1,...,dim(Hx) for Hx and {|k〉}k=1,...,dim(Hy) for Hy . Then, the
basis of the resulting Hilbert space H is

{|j, k〉 = |j〉 ⊗ |k〉}j,k , (3.87)

according to which we outline in Table 3.2 the discrete version of the basic relations involving a
generic abstract state and position eigenstates in the position space.
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Continuum Lattice

Position eigenstate |x, y〉 −→ |j, k〉

Wave function 〈x, y|ψ〉 = ψ(x, y) −→ 〈j, k|ψ〉 = ψj,k

Orthonormality 〈x′, y′|x, y〉 = δ(x′ − x)δ(y′ − y) −→ 〈j′, k′|j, k〉 = δj′jδk′k

Completeness relation ∫ +∞
−∞

∫ +∞
−∞ |x, y〉〈x, y|dxdy = 1 −→

∑
(j,k)∈Z2 |j, k〉〈j, k| = 1

Expansion of a state |ψ〉 =
∫ +∞
−∞

∫ +∞
−∞ ψ(x, y) |x, y〉dxdy −→ |ψ〉 =

∑
(j,k)∈Z2 ψj,k |j, k〉

Table 3.2. Discrete version of the basic relations involving a generic abstract state |ψ〉 and po-
sition eigenstates in the position space. The lattice is assumed to be infinite and to have lattice
parameter a, so the discrete positions are (xj , yk) = (ja, ka) → (j, k) ∈ Z2. Notice that the
discrete version of the Dirac δ is the Kronecker δ.

3.A.3 Discrete differential operators
The next step is the discretization of the differential operators (first partial derivatives and Lapla-
cian4) by means of finite difference formulas [151]. If we consider a function f(x) defined on a
1D lattice, whose sites are xj = ja, and assume the lattice parameter a to be small enough, then
we can evaluate the following Taylor expansions up to the second order:

f(xj ± a) ≈ f(xj)± f ′(xj)a+
1

2
f ′′(xj)a

2 . (3.88)

Letting fj := f(xj), we have the following:

(i) The difference of such quantities provides the first derivative of f in the site j

f ′j ≈
fj+1 − fj−1

2a
; (3.89)

(ii) the sum of such quantities provides the second derivative of f in the site j

f ′′j ≈
fj+1 + fj−1 − 2fj

a2
. (3.90)

Notice that the discrete differential operator ∂x acts on a product of functions f(x)g(x) as on
(fg) (x), i.e.,

d(fg)j
dx

=
1

2a
[(fg)j+1 − (fg)j−1] =

1

2a
(fj+1gj+1 − fj−1gj−1) , (3.91)

since (fg) (x) = f(x)g(x).

4The first partial derivatives are not involved by the Hamiltonian of a free particle but they are when inserting the
magnetic field.
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Proof. This can be easily proved by considering the Taylor expansion of the product of such func-
tions

(fg) (x± a) ≈ (fg) (x)± (fg)
′
(x)a+

1

2
(fg)

′′
(x)a2 , (3.92)

from which, as before,

(fg)
′
(x) ≈ 1

2a
[(fg) (x+ a)− (fg) (x− a)] . (3.93)

Then, in 2D, the discrete versions of the gradient and the Laplacian are obtained by evaluating
the partial derivatives according to Eqs. (3.89) and (3.90):

∇fj,k =
1

2a

[
(fj+1,k − fj−1,k) î + (fj,k+1 − fj,k−1) ĵ

]
(3.94)

and
∇2fj,k =

1

a2
(fj+1,k + fj−1,k + fj,k+1 + fj,k−1 − 4fj,k) , (3.95)

where fj,k := f(xj , yk) and î, ĵ denote the unit vectors of the x, y axis, respectively.

3.A.4 Linear momentum operator
The linear momentum operator in the position space reads as follows:

p̂ = −i~∇ . (3.96)

For sake of simplicity, we consider a 1D space. If we recall the study of the linear momentum as
the generator of infinitesimal translations [175], the action of p̂ on a state |ψ〉 =

∫
dx′ ψ(x′)|x′〉,

where ψ(x′) = 〈x′|ψ〉, gives

p̂|ψ〉 =

∫
dx′ |x′〉 (−i~∂x′ψ(x′)) , (3.97)

or equivalently
〈x′|p̂|ψ〉 = −i~∂x′ψ(x′) , (3.98)

from which, for the matrix element p̂ in the x representation, we obtain

〈x′|p̂|x′′〉 = −i~∂x′δ(x′ − x′′) . (3.99)

By repeatedly applying Eq. (3.98), we also have

〈x′|p̂n|ψ〉 = (−i~)n∂nx′ψ(x′) . (3.100)

Now we adapt this result to a discrete 1D space (see also Table 3.2). The state |ψ〉 is ex-
panded on the site states basis {|j〉}j , the equivalent of position states, as |ψ〉 =

∑
j ψj |j〉, where

ψj = 〈j|ψ〉. Then, by reading ∇ as the discrete differential operator acting on the wave function
according to Eq. (3.89), we have that

〈j|p̂|ψ〉 =
−i~
2a

(ψj+1 − ψj−1) =
−i~
2a

(〈j + 1| − 〈j − 1|) |ψ〉 , (3.101)
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and so

p̂|ψ〉 =
−i~
2a

∑
j

|j〉 (ψj+1 − ψj−1)

=
−i~
2a

∑
j

ψj (|j − 1〉 − |j + 1〉)

=

−i~
2a

∑
j

(|j − 1〉〈j| − |j + 1〉〈j|)

 |ψ〉 , (3.102)

where the second equality follows from rescaling the dummy index of summation, with the latter
being infinite. Analogously, by reading ∇2 as the discrete Laplacian acting on the wave function
according to Eq. (3.90), we have that

p̂2|ψ〉 =
(−i~)2

a2

∑
j

|j〉 (ψj+1 + ψj−1 − 2ψj)

=
(−i~)2

a2

∑
j

ψj (|j − 1〉+ |j + 1〉 − 2|j〉)

=

−~2

a2

∑
j

(|j − 1〉〈j|+ |j + 1〉〈j| − 2|j〉〈j|)

 |ψ〉 . (3.103)

The point we want to stress is that, as well as in the continuum, differential operators act on
the wave functions, not on the kets. Indices of bras and kets are then accordingly rescaled after
the differential operators acted on the wave function.

3.A.5 Derivation of the discrete Hamiltonian: details
As seen in Sec. 3.A.4, the way to obtain the Hamiltonian in terms of projectors all in the form
|W 〉〈V |, where V denotes an initial vertex and W denotes one of its NNs, comes through the
rescaling of the indices of summation. Another way, more suitable when dealing with PLGs, is to
exploit the Hermiticity of the Hamiltonian, so that HWV = 〈W |Ĥ|V 〉 = 〈V |Ĥ|W 〉∗ = (HVW )

∗.
This allows us towrite theHamiltonian in terms of projectors in the form |W 〉〈V | knowing thema-
trix element describing the opposite hoppingHVW . Below, we show further details in the deriva-
tion of the CTQW Hamiltonian from the spatial discretization of Eq. (3.37) (the free-particle
Hamiltonian is recovered forB = 0). Notice that the term p̂ ·AψV = −i~ [∂x(AxfV ) + ∂y(AyfV )]
is to be computed in the spirit of Eq. (3.91). The outline to obtain the CTQW Hamiltonian is as
follows:
(i) We expand the generic state |ψ〉 on the vertex states basis {|V 〉} as

|ψ〉 =
∑
V

ψV |V 〉 , (3.104)

where ψV = 〈V |ψ〉 is the wave function and the index of summation runs over all the
vertices in the graph (infinite, in principle);

(ii) the differential operators act on ψV ;
(iii) we exploit the Hermiticiy of the Hamiltonian in order to write it in terms of projectors in

the form |W 〉〈V |, where V is the starting vertex andW the final one.
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Square lattice graph
With reference to Eqs. (3.11), (3.13), (3.65), and (3.66) and to Table 3.1, the CTQWHamiltonian
acts on a state |ψ〉 as follows:

Ĥ |ψ〉 = − ~2

2ma2

∑
V

{
(ψA + ψB + ψC + ψD − 4ψV )− i qa

2~
[(AxV +AxA)ψA − (AxV +AxC)ψC ]

−i qa
2~

[(AyV +AyB)ψB − (AyV +AyD)ψD]− q2a2

~2

(
AxV

2 +AyV
2
)
ψV

}
|V 〉

= −JS
∑
V

{[
1− i qa

2~
(AxV +AxA)

]
|V 〉〈A|+

[
1− i qa

2~
(AyV +AyB)

]
|V 〉〈B|

+
[
1 + i

qa

2~
(AxV +AxC)

]
|V 〉〈C|+

[
1 + i

qa

2~
(AyV +AyD)

]
|V 〉〈D|

−
[
4 +

q2a2

~2

(
AxV

2 +AyV
2
)]
|V 〉〈V |

}
|ψ〉

=
∑
V

(HVA |V 〉〈A|+HVB |V 〉〈B|+HVC |V 〉〈C|+HVD |V 〉〈D|+HV V |V 〉〈V |) |ψ〉 .

(3.105)
ExploitingH† = H, Eq. (3.105) can be recast into Eq. (3.77).

Triangular lattice graph
With reference to Eqs. (3.21), (3.25), (3.69), and (3.70) and to Table 3.1, the CTQWHamiltonian
acts on a state |ψ〉 as follows:

Ĥ |ψ〉 = − ~2

3ma2

∑
V

{
(ψA + ψB + ψC + ψD + ψE + ψF − 6ψV )− i qa

4~
[2 (AxV +AxA)ψA

+ (AxV +AxB)ψB − (AxV +AxC)ψC − 2 (AxV +AxD)ψD − (AxV +AxE)ψE + (AxV +AxF )ψF ]

− i
√

3qa

4~
[(AyV +AyB)ψB + (AyV +AyC)ψC − (AyV +AyE)ψE − (AyV +AyF )ψF ]

−3q2a2

2~2

(
AxV

2 +AyV
2
)
ψV

}
|V 〉

= −JT
∑
V

{[
1− i qa

2~
(AxV +AxA)

]
|V 〉〈A|+

[
1− i qa

4~

(
AxV +AxB +

√
3(AyV +AyB)

)]
|V 〉〈B|

+
[
1 + i

qa

4~

(
AxV +AxC −

√
3(AyV +AyC)

)]
|V 〉〈C|+

[
1 + i

qa

2~
(AxV +AxD)

]
|V 〉〈D|

+
[
1 + i

qa

4~

(
AxV +AxE +

√
3(AyV +AyE)

)]
|V 〉〈E|

+
[
1− i qa

4~

(
AxV +AxF −

√
3(AyV +AyF )

)]
|V 〉〈F |

−
[
6 +

3q2a2

2~2

(
AxV

2 +AyV
2
)]
|V 〉〈V |

}
|ψ〉

=
∑
V

(HVA |V 〉〈A|+HVB |V 〉〈B|+HVC |V 〉〈C|+HVD |V 〉〈D|+HVE |V 〉〈E|

+HVF |V 〉〈F |+HV V |V 〉〈V |) |ψ〉 . (3.106)
ExploitingH† = H, Eq. (3.106) can be recast into Eq. (3.78).
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Honeycomb lattice graph
With reference to Eqs. (3.30), (3.32), (3.73), and (3.74) and to Table 3.1, the CTQWHamiltonian
acts on a state

|ψ〉 =
∑

�∈{◦,•}

∑
(V,�)

ψ(V,�) |V,�〉 , where ψ(V,�) = 〈V,�|ψ〉 , (3.107)

as follows:

Ĥ |ψ〉 = − 2~2

3ma2

∑
�∈{◦,•}

∑
(V,�)

{(
ψ(A,�̄) + ψ(B,�̄) + ψ(C,�̄) − 3ψ(V,�)

)
− i
√

3qa

4~

[(
Ax(V,�) +Ax(A,�̄)

)
ψ(A,�̄) −

(
Ax(V,�) +Ax(B,�̄)

)
ψ(B,�̄)

]
− sgn(�)i

qa

4~

[
2
(
Ay(V,�) +Ay(C,�̄)

)
ψ(C,�̄) −

(
Ay(V,�) +Ay(A,�̄)

)
ψ(A,�̄)

−
(
Ay(V,�) +Ay(B,�̄)

)
ψ(B,�̄)

]
− 3q2a2

4~2

(
Ax2

(V,�) +Ay2
(V,�)

)
ψ(V,�)

}
|V,�〉

= −JH
∑

�∈{◦,•}

∑
(V,�){ [

1− i qa
4~

(√
3
(
Ax(V,�) +Ax(A,�̄)

)
− sgn(�)

(
Ay(V,�) +Ay(A,�̄)

))]
|V,�〉〈A, �̄|

+
[
1 + i

qa

4~

(√
3
(
Ax(V,�) +Ax(B,�̄)

)
+ sgn(�)

(
Ay(V,�) +Ay(B,�̄)

))]
|V,�〉〈B, �̄|

+
[
1− sgn(�)i

qa

2~

(
Ay(V,�) +Ay(C,�̄)

)]
|V,�〉〈C, �̄|

−
[
3 +

3q2a2

4~2

(
Ax2

(V,�) +Ay2
(V,�)

)]
|V,�〉〈V,�|

}
|ψ〉

=
∑

�∈{◦,•}

∑
(V,�)

(HVA |V,�〉〈A, �̄|+HVB |V,�〉〈B, �̄|+HVC |V,�〉〈C, �̄|

+HV V |V,�〉〈V,�|) |ψ〉 . (3.108)

ExploitingH† = H, Eq. (3.108) can be recast into Eq. (3.79), sinceHWV = −JHhWV .

3.B Computational details
3.B.1 Plotting the maps
Here we report how we plot the maps representing the time evolution of the probability density
(population of the vertices). The idea is to assign to each vertex a patch colored according to the
corresponding value of the population. The patch must have a shape reproducing the degree of
the vertex, so that the adjacent patches really represent its NNs. The dual of {p, q} is the tessella-
tion whose edges are the perpendicular bisectors of the edges of {p, q} (Fig. 3.21). Thus the dual
of {p, q} is {q, p}, and vice versa; the vertices of either are the centers of the faces of the other [146].
Adopting the dual of the tessellation of interest provides patches exactly meeting our needs. So,
the proper way of representing and interpreting the maps of the populations of the vertices is
shown in Fig. 3.22. Be aware that a map made of hexagonal patches refers to triangular lattice
graph, whereas a mapmade of triangular patches refers to honeycomb lattice graph, because one
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is the dual of the other; instead, a mapmade of square patches refers to square lattice graph, since
the dual of {4, 4} is an equal {4, 4}.

(a) (b)

Figure 3.21. Duals of the regular tessellations of the Euclidean plane: (a) {6,3} dual←→ {3,6}, (b)
{4,4} dual←→ {4,4}. See also Fig. 3.1.

(b) (c)(a)

Figure 3.22. The expedient adopted to represent the maps of the populations of the vertices for the
(a) triangular, (b) square, and (c) honeycomb lattice graphs: The value of the population in a vertex
(colored circle) of the lattice graph is assigned to the corresponding patch of its dual lattice. In doing
so, the degree of the vertex is recovered.

3.B.2 Indexing and coordinates of vertices
Indexing
When numerically dealing with PLGs (in particular the nonsquare ones), the first issue is how to
label each vertex of the graph with a couple of indices (j, k), with j = 1, . . . , Nj and k = 1, . . . , Nk
(the lattice graph is finite). We adopt the indexing shown in Fig. 3.23. While for the square lat-
tice graph the x and y directions provide the natural framework in which defining the couple of
indices (j, k), for the non-square PLGs we have to define polylines of vertices referring to the same
x index, denoted as j, or to the same y index, denoted as k. So, we denote byNj andNk the total
number of vertices along the j and k polylines, respectively. Notice, when implementing the sys-
tem, that the NNs of a vertex may be differently labeled depending on the location of such vertex.

Triangular. In a triangular lattice graph, according to our indexing (Fig. 3.23(a)), we have to
distinguish between even (k mod 2 = 0) and odd (k mod 2 = 1) y indices, k. Consider, e.g., the
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vertex V = (j, k) = (2,1): If we move one step along the unit vector (1/2,
√

3/2) we reach the
vertex (2,2) = (j, k + 1), but if we do the same starting from V ′ = (j′, k′) = (2,2) we reach the
vertex (3,3) = (j′ + 1, k′ + 1), not (2,3) = (j′, k′ + 1).

Square. In a square lattice graph (Fig. 3.23(b)) the coordinates of a vertex are integer multiples
of the lattice parameter a = 1, so they provide the indices (xj , yk) = (j, k).

Honeycomb. In a honeycomb lattice graph there are two classes of nonequivalent vertices {◦, •}.
According to our indexing (Fig. 3.23(c)), a vertex V = (j, k) belongs to either class according to
the following rule:

V =

{
(V, ◦) if (j + k) mod 2 = 0 ,

(V, •) if (j + k) mod 2 = 1 .
(3.109)

Truncated square. In a truncated square lattice graph there are four classes of nonequivalent
vertices { , , , }. According to our indexing (Fig. 3.23(d)), a vertex V = (j, k) belongs to one
of the different classes according to the following rule:

V =


(V, ) if (k mod 2 = 1 ∧ j mod 4 = 1) ∨ (k mod 2 = 0 ∧ j mod 4 = 3) ,

(V, ) if (k mod 2 = 1 ∧ j mod 4 = 2) ∨ (k mod 2 = 0 ∧ j mod 4 = 0) ,

(V, ) if (k mod 2 = 1 ∧ j mod 4 = 3) ∨ (k mod 2 = 0 ∧ j mod 4 = 1) ,

(V, ) if (k mod 2 = 1 ∧ j mod 4 = 0) ∨ (k mod 2 = 0 ∧ j mod 4 = 2) .

(3.110)

Notice that being this lattice graph symmetric under rotation of π/2, we may adopt the same
indexing along the y axis as well as along the x axis. However, this would generate a virtual logi-
cally rectangular grid where we should discard the vertices not corresponding to the actual ones:
E.g., we might pick up a virtual vertex inside the octagon which actually does not exist. Adopt-
ing an indexing analogous to that of the honeycomb ensures that any couple of indices (j, k) is
associated to an actual vertex.

In conclusion, after labeling each vertex with a couple of indices (j, k) (which also label the
vertex state |j, k〉), from the computational point of view it is worth indexing verticeswith a single
index l. This is accomplished, for instance, as follows:

(j, k) −→ l = Nk(j − 1) + k , (3.111)
where Nk denotes the number of vertices along the k polyline, which plays the role of the y axis.

Coordinates
Here we show how to restore the coordinates (xV , yV ) of a vertex V given its indices (jV , kV ) ∈
[1, Nj ]× [1, Nk] (lattice parameter a = 1).

Triangular. In a triangular lattice graph, the coordinate yV is an integermultiple of
√

3/2, whereas
the coordinate xV is integer or half-integer depending on the parity of the index kV :
1: xV = jV + [1−mod(kV ,2)]/2;
2: yV =

√
3× kV /2;
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Figure 3.23. Labeling of vertices with a couple of indices (j, k) and corresponding (x, y) co-
ordinates for the (a) triangular, (b) square, (c) honeycomb, and (d) truncated square lattice
graphs. Lattice parameter a = 1.

Square. In a square lattice graph, the coordinates xV and yV of a vertex coincidewith the indices
jV and kV , respectively:
1: xV = jV ;
2: yV = kV ;

Honeycomb. In a honeycomb lattice graph, the coordinate xV of a vertex is an integer multiple
of
√

3/2, whereas the coordinate yV , with respect to the index kV , requires a correction depending
on the parity of both the indices (jV , kV ) and a shift by ∆ = ∆(kV ):
1: xV =

√
3× jV /2;

2: ∆ = floor[(kV − 1)/2];
3: yV = kV + ∆ + [1−mod(jV ,2)]× [1/2−mod(kV ,2)];

where the expression [1−mod(jV ,2)]× [1/2−mod(kV ,2)] adjusts the value kV + ∆ by 0 or ±1/2
according to the parity of the indices.

100



3.B – Computational details

Truncated square. In a truncated square lattice graph, along the x and y axes the coordinate
increases by 1 or 1/

√
2. Because of the indexing analogous to the honeycomb lattice graph, the

coordinate xV = xV (jV ), whereas the coordinate yV , with respect to the index kV , requires a
correction depending on the parity of both the indices (jV , kV ) and a shift by ∆ = ∆(kV ):
1: xV = floor[(jV + 1)/2] + floor(jV /2)/

√
2;

2: ∆ =
√

2× floor[(kV − 1)/2];
3: yV = kV + ∆ +

√
2[1/2−mod(kV ,2)]× [mod(jV ,2) /= mod(jV ,4)];

where the expression mod(jV ,2) /= mod(jV ,4) is to be understood as the (logical) value 1 if true
and 0 if false.

3.B.3 Boundary conditions
When dealing with the magnetic field, since the hopping terms depend on the vector potential
evaluated in both the initial and final vertices, boundary conditions may raise some issues. In
Fig. 3.24, the components Ax and Ay of the vector potential (symmetric gauge) computed in the
different PLGs are reported and they show a discontinuity at the boundaries. Since the hopping
terms in theHamiltonianmay involve both the components, e.g., in the triangular (see Eqs. (3.51)
and (3.78)) and honeycomb (see Eqs. (3.52) and (3.79)) lattice graph, periodic boundary con-
ditions are not appropriate. On the other hand, in the square lattice graph the hopping occurs
along the orthogonal directions x and y and it respectively only involves Ax and Ay (see Eqs.
(3.50) and (3.77)). Thus, in this case, periodic boundary condition can be assumed.
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(a)

(b)

(c)

Figure 3.24. The components Ax and Ay of the vector potential (symmetric gauge, B = 0.6) com-
puted in (a) 7 × 7 triangular, (b) 7 × 7 square, and (c) 7 × 5 honeycomb lattice graphs. The vector
potential is centered in (4,4) in the triangular and square lattice graph and in (4,3) in the honeycomb
one. Such components show a discontinuity at the boundaries. So, since the hopping terms in the
Hamiltonian may involve both the components, periodic boundary conditions are not appropriate.
However, since in the square lattice graph the hopping along the x(y) direction only involves Ax(y),
periodic boundary conditions can be assumed.

3.C Units
The CTQW Hamiltonian of the system has some characteristic parameters, such as the electric
charge q, the mass m of the particle, and the lattice parameter a. In order to perform numerical
simulations, we have to declare them. We consider it appropriate to design a computation whose
character is as general as possible. To this end, we set the lattice parameter, the reduced Planck’s
constant and the elementary electric charge equal to 1, i.e., a = ~ = e = 1, and so these quantities
are dimensionless in the resulting system of units, which we refer to as QW units. The physical
quantities we treat in the present work derive from the fundamental ones (in the SI): mass (M),
length (L), time (T), and electric current (I). Setting a = ~ = e = 1 means that:

(i) length is measured in units of a (lattice parameter);
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(ii) angularmomentum(itsmodulus |L|) ismeasured in units of ~ (reducedPlanck’s constant);
and

(iii) electric charge q is measured in units of e (elementary electric charge).
Let X be a physical quantity. Then, its dimensions read as follows:

[X] =

SI base quantities︷ ︸︸ ︷
MαLβT γIδ

= MALB [|L|]C [q]
D︸ ︷︷ ︸

QW base quantities

= MA+CLB+2CT−C+DID , (3.112)

since [|L|] = ML2T−1 and [q] = IT . This means that

α = A+ C ,

β = B + 2C ,

γ = −C +D ,

δ = D ,

⇒



A = α+ γ − δ ,

B = β + 2γ − 2δ ,

C = −γ + δ ,

D = δ ,

(3.113)

from which
[X] = Mα+γ−δLβ+2γ−2δ [|L|]−γ+δ

[q]
δ
. (3.114)

Then, we have
[X] |QW = Mα+γ−δ , (3.115)

since a|QW = ~|QW = e|QW = 1, and so the relation between QW units and the SI ones is:

X|QW = x|QW kgα+γ−δ = x kgαmβ sγ Aδ , (3.116)

where x = x|QW aβ+2γ−2δ ~−γ+δ eδ . In the present work the relevant quantities are:
(i) space coordinates, for which α = γ = δ = 0, β = 1;
(ii) time, for which α = β = δ = 0, γ = 1;
(iii) modulus of magnetic field, for which α = 1, β = 0, γ = −2, δ = −1;
(iv) hopping amplitude (see, e.g., Eq. (3.13)), for which α = 1, β = 2, γ = −2, δ = 0.

The definition of this system of units is consistent with the SI. In particular, if we consider
the four fundamental quantities – length, time, mass and electric current – length is redefined
accordingly to a = 1, whereas time and electric current are refined accordingly to ~ = e = 1. In
this way, the dimensions of all the physical quantities are expressed in terms of mass (hence J),
which becomes the only characteristic physical quantity of the system (see Table 3.3).
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Base quantity
Dimensions

SI SI→QW QW

Mass M M M

Length L L

Angular momentum ML2T−1 [|L|]

Electric charge IT [q]

Derived quantity
Dimensions

SI SI→QW QW

Time T ML2 [|L|]−1
M

Magnetic field MT−2I−1 L−2 [|L|] [q]
−1

Hopping amplitude ML2T−2 M−1L−2 [|L|]2 M−1

Table 3.3. Dimensional analysis of the QW base quantities and the derived quantities in differ-
ent systems of units: in the International System of Units (SI), after redefining the base quantities
(SI→QW), and in the QW system of units (QW), for which a = ~ = e = 1.
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Chapter 4

Lattice quantum magnetometry

In this chapter we put forward the idea of lattice quantummagnetometry, i.e., quantum sensing of magnetic
fields by a charged (spinless) particle placed on a finite two-dimensional lattice. In particular, we focus
on the detection of a locally static transverse magnetic field, either homogeneous or inhomogeneous, by
performing ground-state measurements. The system turns out to be of interest as a quantummagnetometer,
since it provides non-negligible quantum Fisher information (QFI) in a large range of configurations.
Moreover, the QFI shows some relevant peaks, determined by the spectral properties of the Hamiltonian,
suggesting that certain values of the magnetic fields may be estimated better than others, depending on the
value of other tunable parameters. We also assess the performance of coarse-grained position measurement,
showing that it may be employed to realize nearly optimal estimation strategies.

4.1 Introduction
A quantum probe is a physical system, usually a microscopic one, prepared in a quantum super-
position. As a result, the system may become very sensitive to changes occurring in its environ-
ment and, in particular, to fluctuations affecting one or more parameters of interest. Quantum
sensing [55, 176] is thus the art of exploiting the inherent fragility of quantum systems in or-
der to design quantum protocols of metrological interest. Usually, a quantum probe also offers
the advantage of being small compared to its environment and, in turn, non-invasive and only
weakly disturbing. In recent years, quantum probes have been proved useful in several branches
of metrology, ranging from quantum thermometry [177–180] to magnetometry [181–186], also
including characterization of complex systems [187–198].

In this chapter, we address a specific instance of the quantum probing technique, which we
term lattice quantum magnetometry. It consists in employing a charged spinless particle, confined
on a finite two-dimensional square lattice (see Fig. 4.1), in order to detect and estimate the value
of a transverse magnetic field, either homogeneous or inhomogeneous. Our scheme finds its
root in the study of continuous-time quantum walks (CTQWs) [5, 6] and their noisy versions
[33, 93, 94, 133] on two-dimensional systems [18, 199–201], but it does not exploit the dynamical
properties of the quantum walker, being based on performing measurement on the ground state
of the system. Indeed, a charged quantumwalker may be used as a quantummagnetometer even
when it is not walking since, as we will see, the ground-state quantum Fisher information (QFI) is
non-negligible in a large range of configurations. In addition, the QFI has a non-trivial behavior
(with peaks) as a function of the field itself, suggesting that certain values of the magnetic field
may be estimated better than the others. Those values may be in turn tuned by varying other
parameters, e.g., the field gradient, making the overall scheme tunable and robust. Moreover,
focusing on a finite discrete system allows us to avoid the infinite degeneracy of the continuous
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case ground state for a homogeneous magnetic field (the so-called lowest Landau level).
We also investigate whether measuring the position distribution on the ground state provides

information about the external field. Our results indicate that this is indeed the case, and that
position measurements, also when coarse grained, may be employed to realize nearly optimal
magnetometry. In turn, as a possible implementation of our scheme we might think of the quan-
tum walk of a charged particle in an ion trap lattice [202] or of an excitation in a ferromagnetic
film [203].

As already mentioned above, in order to assess and compare different estimation schemes,
we employ the QFI as figure of merit. This is a proper choice, since we address situations where
some a priori information about the field is available, and a local estimation approach is thus
appropriate to optimize the detection scheme. We evaluate the QFI through the ground-state
fidelity and link it to the physical properties of the system. In particular, we observe a relationship
between the structure of the Hamiltonian spectrum and the QFI obtained from a ground-state
measurement, thus linking precision to the spectral properties of the probe. We also introduce a
possible strategy to optimize this estimation process by using a space-dependent magnetic field.

x

z

y

q

B

Nx

Ny
1

1

Figure 4.1. Schematic diagram of the probing technique discussed in this work. A charged spinless
particle confined on a finite two-dimensional square lattice is placed in a region subject to a locally
transverse magnetic field. The presence of the magnetic field alters the eigenvectors and the spectra
of theHamiltonian, such that information about the value of the fieldmay be retrieved by performing
measurement on the particle in its ground state. We derive the ultimate achievable precision and also
assess the performance of coarse-grained position measurement, showing that it may be employed
to realize nearly optimal estimation strategies.

4.2 The probing system
The quantum probe consists of a charged spinless particle on a finite two-dimensional (2D)
square lattice in the presence of a locally transverse magnetic field. The lattice lays on the xy
plane and the magnetic field in the neighboring region is parallel to the z axis. The finiteness of
the system is implemented by preventing the particle from hopping beyond the boundaries (see
Fig. 4.2). We set ~ = q = d = 1, where ~ is the reduced Planck constant, q the electric charge, and
d the lattice constant. The lattice has sizeNx×Ny , where we denote, respectively, withNx andNy
the total number of sites in the x and y directions. We setNx = Ny = 31, since a (2n+1)×(2n+1)
lattice has a properly defined center in (n + 1, n + 1) (i.e., having n sites before and after itself
along the two orthogonal directions).
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1 Nx

Ny

1

Figure 4.2. The finitiness of the system, i.e., of the Nx × Ny square lattice, is encoded in the
allowed hopping paths, i.e., in the fact that the particle cannot jump beyond the boundaries.
In this work we consider the hopping up to next-nearest neighbors. Here are some relevant
cases: in the middle of the lattice the hopping is allowed up to next-nearest neighbors in both
the directions; at the boundaries the hopping beyond the ends is forbidden; in the second last
site along either or both of the directions the hopping to nearest neighbors is preserved, while
some paths towards next-nearest neighbors are forbidden.

In the following we first discuss the details of the magnetic field and then the Hamiltonian of
this system. In particular, we briefly describe the configurations we are going to consider, with
emphasis on the constraints arising out of the particular shape chosen for the inhomogeneous
magnetic field. A homogeneous magnetic field orthogonal to the xy plane

B = B0 k̂ (4.1)
can be obtained by choosing the symmetric gauge with the vector potential defined as

A =
B0

2
(−(y − y0), (x− x0),0) , (4.2)

where the magnetic field magnitude B0 is constant, and (x0, y0) are the coordinates of the lattice
center.

We are also interested in the study of space-dependent magnetic fields. In particular, we will
consider a magnetic field profile constant along one axis (e.g., y) and varying along the other,
such that it reaches its maximum value in the middle of the lattice – sites of coordinates (x0, y) –,
as shown in Fig. 4.3. So, in order to get the desired magnetic field, we introduce a function

f(x) = β − α|x− x0| , (4.3)
where α, β ∈ R+, which leads to the following generalized expression for the vector potential:

A =
f(x)

2
(−(y − y0), (x− x0),0) . (4.4)

According to this definition, the analytical expression of the magnetic field reads

B = (B0 −mx|x− x0|)k̂ , (4.5)
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where mx = 3α/2 is the gradient and B0 = β is the maximum value of the magnitude of the
magnetic field assumed on the sites of coordinates (x0, y), i.e., in the middle of the lattice. Notice
that, having chosen a (2n + 1) × (2n + 1) lattice, the magnitude of the magnetic field at the
boundaries of the lattice (along x) is the same. It should be emphasized that such a magnetic
field profile is fully characterized by the two parameters B0 andmx, the homogeneous magnetic
field being just a special case formx = 0.

1 6 11 16 21 26 31

x
1

6
11

16
21

26
31

y

-0.2

-0.1

0

0.1

0.2

0.3

B

-0.3
-0.2
-0.1
0
0.1
0.2
0.3

Lα

αL

B0

mxL B
y

x

B

1 6 11 16 21 26 31

1
6

11
16

21
26

31

-0.2

-0.1

0

0.1

0.2

0.3

B

x

y

B

0.05

0.1

0.15

0.2

0.25

0.3

y

x

B

B0
α

L

α

mxL
B

Figure 4.3. (Top panel) Spatial dependence of the inhomogeneous magnetic field (B0 = 0.3,
mx = 0.015) described in Eq. (4.5). It reaches its maximum value B0 in the middle of the lattice,
i.e., in the sites of coordinates (x0, y). By moving away from it, it decreases linearly (slope ±mx,
with mx = tan(α)) along the x direction, while it is constant along the y one. (Bottom panel)
The couple of parameters (B0 = 0.3,mx = 0.035) must be chosen in a way that the reversal of B,
occurring when Eq. (4.7) holds, is avoided.

The spatial dependence of the inhomogenous magnetic field and the magnetic length play a
crucial role in defining the interval of fields investigated. The upper limit is given by themagnetic
length lB , which is the fundamental characteristic length scale for any quantum phenomena in
the presence of a magnetic field [160], and which is defined as follows:

lB :=

√
~
qB

. (4.6)

According to our units (~ = q = d = 1) the magnetic length reads lB = B−1/2. For B > 1 the
magnetic length becomes smaller than the lattice constant d, hence we consider onlyB0 < 1. The
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lower limit, instead, is due to the need of avoiding the reversal of the magnetic field (see bottom
panel of Fig. 4.3), which occurs when

B0 < mxL , (4.7)

where L := maxx(|x− x0|) = 15, in our system. In conclusion, we consider B0 ∈ [mxL,1].
TheHamiltonian describing a charged spinless particle in an electromagnetic field reads [204]

H =
1

2m
(p− qA)

2
+ qφ , (4.8)

where q is the charge andm the mass of the particle, φ and A are the scalar and vector potential
respectively. The former is set to zero in this work since we are interested in having the magnetic
field only. These potentials are defined by the following relations:

E = −∇φ− ∂A

∂t
, (4.9)

B =∇×A , (4.10)

where E andB are the electric and magnetic field, respectively. In order to have a magnetic field
parallel to the z axis, one can choose the vector potential A = (Ax(x, y), Ay(x, y),0).

The Hamiltonian describing such a system on a lattice is obtained by introducing a space
discretization of Eq. (4.8), i.e., by discretizing the xy plane into a square lattice. Since we are
considering a lattice, we have to express derivatives with finite difference and this, in turn, corre-
sponds to discretizing the space. We adopt a five-point finite difference formula [151] to express
derivatives and, according to this choice, we are able to write down the analytical expression of
the resulting Hamiltonian:

H =− J
Nx,Ny∑
j,k=1

{[
−5−

(
Axj,k

2 +Ayj,k
2
)]
|j, k〉〈j, k|

− 1

12

[
1 + i

(
Axj−2,k +Axj,k

)]
|j, k〉〈j − 2, k|

+
2

3

[
2 + i

(
Axj−1,k +Axj,k

)]
|j, k〉〈j − 1, k|

+
2

3

[
2− i

(
Axj+1,k +Axj,k

)]
|j, k〉〈j + 1, k|

− 1

12

[
1− i

(
Axj+2,k +Axj,k

)]
|j, k〉〈j + 2, k|

− 1

12

[
1 + i

(
Ayj,k−2 +Ayj,k

)]
|j, k〉〈j, k − 2|

+
2

3

[
2 + i

(
Ayj,k−1 +Ayj,k

)]
|j, k〉〈j, k − 1|

+
2

3

[
2− i

(
Ayj,k+1 +Ayj,k

)]
|j, k〉〈j, k + 1|

− 1

12

[
1− i

(
Ayj,k+2 +Ayj,k

)]
|j, k〉〈j, k + 2|

}
, (4.11)

where |j, k〉 (with j = 1, . . . , Nx and k = 1, . . . , Ny) denotes a position eigenvector, i.e., a state
describing the particle localized on the site of coordinates (jd, kd). Analogously, the components
of the vector potential have to be intended asAx(y)

j,k = Ax(y)(jd, kd). The parameter J is a constant
and, after restoring the fundamental constants and parameters, it reads J = ~2/(2md2). We set
m = 1/2 and thus J = 1.
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The expression of H in Eq. (4.11) fits the usual interpretation of the Hamiltonian describing
a CTQW [205] and it is consistent with the one given in Ref. [206]. In this case it would describe
the CTQW of a charged spinless particle on a finite 2D square lattice. The hopping of the walker
is described by projectors onto different position eigenvectors. For example |j, k〉〈j − 1, k| is the
tunneling from site (j − 1, k) to site (j, k), and the associated tunneling amplitude depends on
the vector potential. Moreover, the on-site energy (associated to projectors onto the same state)
depends quadratically on the magnitude of the vector potential. 1

4.3 The estimation procedure
In this section we make use of the concepts from classical and quantum estimation theory, re-
viewed in Sec. 1.2, on the estimation of a parameter λ, which in our case is the magnitude B0 of
the (in)homogeneous magnetic field. Let us consider the family ρλ of the possible states of our
probe, labeled by the parameter λ to be estimated. The main goal is to infer the value of λ by
measuring some observable quantity over ρλ. The variance of an unbiased estimator has a classi-
cal lower bound, the Cramèr-Rao inequality, but the ultimate lower bound is posed by quantum
mechanics, the quantum Cramèr-Rao inequality:

Var(λ) ≥ 1

MF (λ)
≥ 1

MH(λ)
, (4.12)

whereM is the number of measurements, F (λ) is the Fisher information (FI)

F (λ) =

∫
dx p(x|λ) [∂λ ln p(x|λ)]

2
, (4.13)

with p(x|λ) the conditional probability of obtaining the outcome xwhen the value of the parame-
ter is λ, andH(λ) is the quantum Fisher information (QFI).2 We recall that the FI of any quantum

1The method adopted in Chapter 3 to define the Hamiltonian of the system in a discrete space is different from the
one adopted in this Chapter. Such a difference reflects the difference of purposes. Purpose of Chapter 3 is to provide a
suitable way to include a magnetic field in CTQWs. The assumption of hopping only to nearest neighbors (NNs) allows
us i) to assess the effects of the magnetic field at the lowest order and ii) to have a model which can be easily generalized
to non-square lattices. Therefore, we have used finite-difference formulas (FDFs) based on the NNs to approximate
derivatives. Purpose of this Chapter, instead, is to estimate the magnetic field performing ground-state measurement on
a charged quantum particle in a finite 2D square lattice. This lattice is a suitable grid for considering five-point stencils
to approximate derivatives of a scalar function. Using five points means involving NNs and next-NNs of the point at
which we want to evaluate the derivative. For simplicity, we focus on the 1D case but analogous results apply to partial
derivatives in 2D. Upon denoting by h the spacing between points in the grid, first- and second-order derivatives of a
scalar function f(x) are approximated as

dfn

dx
≈

1

12h
(fn−2 − 8fn−1 + 8fn+1 − fn+2) +O(h4) ,

d2fn

dx2
≈

1

12h2
(−fn−2 + 16fn−1 − 30fn + 16fn+1 − fn+2) +O(h4) .

The five-point FDFs return an error of order O(h4), which is more accurate than the error returned by three-point FDFs,
O(h2). Using the five-point FDFs, the information on the magnetic field is encoded not only in the NN hopping but
also in the next-NN hopping (see Eq. (4.11)). Therefore, performing ground-state measurement on a system whose
Hamiltonian is based on five-point FDFs provides more information on the magnetic field than an analogous system
whose Hamiltonian is based on three-point FDFs.

2In this chapter, unlike the others, we use a different notation for the FI and the QFI for sake of clarity. Indeed, in
Eq. (4.18) we introduce the FI for a coarse-grained position measurement (subscript g), and the usual notation Fq , Fc,
together with Fc,g would not be as clear as using the notation with different letters for FI and QFI.
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measurement is bounded by the QFI

F (λ) ≤ H(λ) := Tr
[
ρλL

2
λ

]
, (4.14)

with Lλ the symmetric logarithmic derivative (SLD). When the condition F (λ) = H(λ) holds,
the measurement is said to be optimal. An optimal (projective) measure is given by the spectral
measure of the SLD which, however, may not easy to implement practically.

In this work we deal with pure states and we are interested in estimating a single parameter.
This leads to the following simple expression for the QFI:

H(λ) = lim
δλ→0

8 (1− |〈ψλ|ψλ+δλ〉|)
(δλ)2

. (4.15)

For a given λ, a large value of the QFI implies that the quantum states |ψλ〉 and |ψλ+δλ〉 are sta-
tistically more distinguishable than the same pair of states for a value λ corresponding to smaller
QFI. This confirms the intuitive picture where optimal estimability (diverging QFI) is reached
when quantum states are sent far apart upon infinitesimal variations of the parameter.

Besides the SLD, the natural choice for an observable providing information about the field is
the position. We consider the two observables X and Y such that

X|j, k〉 = jd |j, k〉 and Y |j, k〉 = kd |j, k〉 , (4.16)

where d is the lattice constant and {|j, k〉} is the orthonormal basis of the position eigenvectors.
We measure the compatible pair of observables (X,Y ) and, in order to assess the performance,
we evaluate the ratio

R(λ) =
F (λ)

H(λ)
∈ [0,1] (4.17)

between the position FI F and the QFI H , respectively given in Eq. (4.13) and Eq. (4.15), in the
light of Eq. (4.14). This ratio tells us howmuch the FI of a given measurement is close to the QFI,
which is achieved when R = 1. We perform a ground-state measurement, then the probabilities
entering Eq. (4.13) are straightforwardly given by the square modulus of the projections of the
ground state onto the position eigenvectors. The Hamiltonian in Eq. (4.11) is already written
in the basis of position eigenvectors, thus the components of the ground state are actually the
projections we need.

In addition, we investigate the performance of coarse-grained position measurement, i.e.,
whether position measurement is robust when the resolution of the measurement does not per-
mit us to measure the probability associated with a single site of the lattice. To this purpose, we
define square grains of size g×g, where g = 1,3,5,10 denotes the number of sites forming the side
of the cluster (see Fig. 4.4). We keep as reference H and compute F at different g by rewriting
Eq. (4.13) in terms of grain probabilities rather than site probabilities. This may done as follows:
let us denote a generic site as s := (j, k) and a grain, i.e., a cluster of sites, of size g × g as Gg .
Notice that these clusters are disjoint (Gg ∩G′g = ∅). Then we compute the FI as

Fg(λ) =
∑
Gg

P (Gg|λ)
[
∂λ lnP (Gg|λ)

]2
, (4.18)

where
P (Gg|λ) =

∑
s∈Gg

p(s|λ) (4.19)

is the grain probability and p(s|λ) is the site probability, i.e., the conditional probability of finding
the walker in the site swhen the parameter takes the value λ. Clearly, for g = 1 grain probability
corresponds to site probability.
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Figure 4.4. A coarse-grained position within the Nx × Ny = 31 × 31 square lattice is defined as a
(g × g)-sized cluster of sites, where g = 1,3,5,10.

4.4 Ground-state quantum magnetometry
In this section we focus on ground-state measurements in order to assess the behavior of this
system as a quantum magnetometer, i.e., as a probe to estimate the magnitude of the magnetic
field acting on it. To this aim we compute the QFI via Eq. (4.15): the parameter λ to be estimated
is the magnetic field magnitude B0, whereas |ψλ〉 and |ψλ+δλ〉 are the system ground states cor-
responding to magnetic field magnitudes B0 and B0 + δB > B0, respectively.

4.4.1 Homogeneous magnetic field
To understand whether our system is of potential use as a quantum magnetometer, we first con-
sider a static homogeneous magnetic field (mx = 0). We compute the QFI for different values of
B0, and the position FI to assess its performance and to study which values of the parameter, if
any, can be better estimated (see top panel of Fig. 4.5).

The first observation is that the QFI (solid black lineH) is non-vaninshing in the whole mag-
netic field interval considered, showing that estimation of the field may be indeed obtained from
ground-state measurement. Then, we notice that even if the position FI (dashed colored lines F )
is smaller than the QFI, it has the same order of magnitude. In particular, it decreases for increas-
ing the grain size g, but it still preserves a structure analogous to that of the QFI. The behavior of
the FI is more clearly depicted in bottom panel of Fig. 4.5, where we see that the ratio R = F/H
moderately decreases as the grain size increases. Yet, for g = 1, F overlaps very well to the curve
ofH , as proved by the fact that the ratio R is close to 1 in the whole interval of B0 considered. In
order to compare the results of Fig. 4.5 to those of the corresponding continuous infinite case (no
lattice), it is worth evaluating the QFI of the ground state of Eq. (4.8) (for φ = 0 and symmetric
gauge). Assuming zero angular momentum, the wave function of the ground state for the case
of a homogeneous magnetic field B is (q = ~ = 1)

ψc(x, y) =

√
B

2π
e−

B
4 (x2+y2) , (4.20)
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and according to Eq. (4.15) Hc(B) = B−2, which is exactly the behavior observed in the top
panel of Fig. 4.5 for large values of B0. Therefore, the first remarkable effect due to the finite
discretization is the appearance of a maximum instead of a divergence for vanishing B0. Notice
also that H(0) > 0.

In Fig. 4.6 we illustrate the behavior of the QFI: it is dependent on the magnetic field and the
region of high QFI suggests that some values can be estimated more efficiently than the others.
Indeed, as it can be seen from Eq. (4.15), high values of QFI denote that a slight change in the
parameter of interest greatly affects the ground state, in a way that |〈ψλ+δλ|ψλ〉| < 1. The same
interval of B0 characterized by a high QFI is also where the system partial energy spectrum, i.e.,
the lowest Hamiltonian eigenvalues, shows themore complex dependence onB0. In otherwords,
the discretization is making the energy spectrum at low B0 more structured and, in turn, much
more sensitive to small changes in the value of B0. On the contrary, for large B0 we approach a
situation of quasi-degeneracy of continuous states and the system becomes overall less sensitive.

4.4.2 Inhomogeneous magnetic field
The interesting features shown by the QFI for a static homogeneous magnetic field (mx = 0) are
further investigated here by considering a static inhomogeneous magnetic field (mx > 0). In this
case, as we notice in top panel of Fig. 4.7, the QFI (solid black line H) is still non-null within the
whole interval of magnetic field considered. The position FI does not follow the behavior of the
QFI for low B0 but it does it in correspondence with the peak of the QFI. Also in this case we
show the ratio R = F/H in the bottom panel of Fig. 4.7.

As it may be seen looking at Fig. 4.8, the QFI peak occurs for the value of B0 such that the
lowest energy eigenvalues present an avoided crossing phenomenon, such that the behavior of
the QFI may be interpreted in terms of the structure of a two-level effective system. Indeed,
in systems with parameter-dependent Hamiltonians, small perturbations may induce relevant
changes in the ground state of the system, and this behavior is emphasized in the presence of
level anticrossing. Summarizing from [184], we have that for a two-level system with (generic)
Hamiltonian of the form

H2 = ω0σ0 −∆(λ)σ3 + γ(λ)σ1 , (4.21)
where σk (with k = 0, . . . ,3) denote the Pauli matrices, the QFI H(λ) may be written as

H(λ) = 16

(
∆

h+ − h−

)4

[∂λ (γ/∆)]
2
, (4.22)

where h± are the eigenvalues ofH2.
In Fig. 4.9 we plot the QFI as a function ofB0 for different values of the gradientmx. These re-

sults clearly show that for any value of the parameterB0 to be estimated, there is a gradient value
mx which maximizes the QFI. Therefore estimability performances can be enhanced by a proper
choice ofmx. In other words, the systemmay actually be employed as a quantummagnetometer,
since it allows us to estimate the magnetic field magnitude B0 starting from a ground-state mea-
surement, which can be optimized by choosing the optimal gradient mx. We stress again that
the estimation of B0 and the prior knowledge of mx are enough to fully describe the magnetic
field shape. We notice here that the complementary problem of gradient magnetometry has been
recently addressed [207] with atomic ensembles, showing that achieving the precision bounds
requires the knowledge of the homogeneous part of the field. The correlation between the QFI
maxima and the structures of the energy spectrum can be exploited by considering the possi-
bility of obtaining information about the energy spectrum starting from the QFI, or vice versa by
investigating the energy spectrum in order to gain information about the quantum estimation
properties of the system.
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Figure 4.5. Quantum Fisher informationH , position Fisher information F (at different grain size g)
(top panel) and their ratio R = F/H (bottom panel) as a function of the magnitude B0 of the static
homogeneous magnetic field (mx = 0). Notice that in the top panelH(0) > 0, whereas F (0) = 0∀g.
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Figure 4.6. Quantum Fisher information H (dashed red line) and lower-energy spectrum (solid
blue line) as a function of the magnitude B0 of the static homogeneous magnetic field (mx = 0).

116



4.4 – Ground-state quantum magnetometry

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0.25 0.3 0.35 0.4

R

B0

g=1
g=3
g=5

g=10

0

1000

2000

3000

4000

5000

6000

0.25 0.3 0.35 0.4

B0

H
F g=1
F g=3
F g=5

F g=10

Figure 4.7. Quantum Fisher information H , position Fisher information F (at different grain size
g) (top panel) and their ratio R = F/H (bottom panel) as a function of the magnitude B0 (value in
the lattice center) of the static inhomogeneous magnetic field (mx = 0.015).

 0

 1000

 2000

 3000

 4000

 5000

 6000

 0.25  0.3  0.35  0.4
-4.9

-4.85

-4.8

-4.75

-4.7

-4.65

-4.6

-4.55

-4.5

H E

B0

H
E

Figure 4.8. Quantum Fisher information H (dashed red line) and lower-energy spectrum
(solid blue line) as a function of the magnitude B0 (value in the lattice center) of the static
inhomogeneous magnetic field (mx = 0.015).

117



Lattice quantum magnetometry

(a)

1

10

100

1000

10000

100000

1e+06

0 0.2 0.4 0.6 0.8 1

H

B0

mx=0.0000
mx=0.0075
mx=0.0150
mx=0.0225
mx=0.0300

0.01

0.1

1

10

100

1000

10000

100000

1e+06

0 0.2 0.4 0.6 0.8 1

F

B0

mx=0.0000
mx=0.0075
mx=0.0150
mx=0.0225
mx=0.0300

(b)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 0.2 0.4 0.6 0.8 1

R

B0

mx=0.0000
mx=0.0075
mx=0.0150
mx=0.0225
mx=0.0300

(c)

Figure 4.9. (a) Quantum Fisher information H , (b) position Fisher information F at grain size
g = 1 and (c) their ratio R = F/H at varying magnitude B0 (value in the lattice center) of the
static inhomogeneous magnetic field for different values of the gradientmx.
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4.5 Conclusions
In this chapter, we have studied a charged spinless particle on a finite 2D square lattice in the
presence of a locally transverse magnetic field. The Hamiltonian has been derived from a spa-
tial discretization of the Hamiltonian of the corresponding system in a plane, and the time-
independent Schrödinger equation has been solved exactly by numerical diagonalization for a
lattice size 31 × 31. Our focus has been on the potential use of the quantum features of this sys-
tem as quantummagnetometer. In particular, we have analyzed its performance in the estimation
of a transverse magnetic field, either homogeneous or inhomogeneous, by performing measure-
ments on the system’s ground state.

Our results show that the system is of interest from the metrological standpoint: the ground
state QFI for the magnetic field is non-negligible in a large range of configurations. We have first
seen this behavior for the case of a homogeneous magnetic field, and then for a space-dependent
magnetic field. In particular, we have found that the QFI shows peaks at specific values of the
magnetic field and of its gradient, making it possible to optimize the estimation strategy by prop-
erly tuning the value of the latter. To gain insight into the origin of the QFI peaks, we analyzed
the structure of the Hamiltonian spectra, and found that the relation between the QFI peaks and
the values of magnetic field at which they occur may be understood in terms of avoided crossing
phenomena between the two lowest Hamiltonian eigenvalues.

We have also studied the performance of position measurements. In the case of ground-state
measurements the corresponding FI provides a quite good approximation to the QFI, showing
an analogous peak structure. In particular, for a homogeneous magnetic field the FI overlaps
very well the QFI. For an inhomogeneous magnetic field the FI reproduces the behavior of QFI
at least in the neighborhood of QFI peak. Concerning robustness, we found that if one is not able
to perform measurements at site resolution, but one has access to coarse-grained measurement
only at level of clusters of sites, the FI decreases as the grain size increases. On the other hand,
the FI has the same order of magnitude of the QFI and preserves a peak structure analogous to
QFI, proving the robustness of this kind of measurement.

In conclusion, our results show that effective quantum sensing of magnetic fields is possi-
ble using a charged spinless particle on a finite two-dimensional lattice. In particular, ultimate
bounds to precision may be approached by position measurement on the ground state of the
system, which is also robust against coarse-graining, i.e., reduction of resolution.

Appendices
4.A The role of the lattice size
In this appendix we investigate the role of the lattice size in determining the position and the
height of the peak of the QFI in the case of a static homogeneous magnetic field (mx = 0), as
shown in Fig. 4.10. In the top panel we observe that as the size of the lattice increases, the peak
gets sharper and higher and it occurs at lower values of the magnetic field. In fact, this result
approaches the limit of an infinite lattice, which in turn, for an infinitesimal lattice parameter,
should recover the continuum. For the latter we know that the QFI isHc(B) = B−2, i.e., it shows
a divergence in B = 0. In the bottom panel it is shown the dependence of the position and the
height of the peak of the QFI onN = 2n+1, which defines the lattice size asN×N . In particular,
we observe that, in our range of lattice sizes, the position of the peak scales as ∼ N−1.905, while
its height as ∼ N3.923. This result provides a better insight into the behavior of the QFI shown in
the top panel. In particular, it tells us that in the limit of N →∞ the position of the peak is zero
and its height diverges, as expected for the infinite continuous case.
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Chapter 5

Role of topology in determining the
precision of a finite thermometer

Temperature fluctuations of a finite system follow the Landau bound δT 2 = T 2/C(T ) where C(T ) is the
heat capacity of the system. In turn, the same bound sets a limit to the precision of temperature estimation
when the system itself is used as a thermometer. In this chapter, we employ graph theory and the concept
of Fisher information to assess the role of topology on the thermometric performance of a given system.
We find that low connectivity is a resource to build precise thermometers working at low temperatures,
whereas highly connected systems are suitable for higher temperatures. Upon modeling the thermometer
as a set of vertices for the quantum walk of an excitation, we compare the precision achievable by position
measurement to the optimal one, which itself corresponds to energy measurement.

5.1 Introduction
Thermometry is based on the zeroth law of thermodynamics. A probing object (the thermome-
ter) is put in contact with the system under investigation and when they achieve thermal equilib-
rium the temperature of both is determined by performing a measurement on the thermometer.
Good thermometers are those with a heat capacity much smaller than the object under study,
such that the thermal equilibrium is reached at a temperature very close to the original temper-
ature of the object. This straightforward line of reasoning leads to consider small thermometers,
possibly subject to the laws of quantummechanics [208]. Additionally, since the heat capacity it-
self depends on temperature, one is led to investigate whether the heat capacity of a thermometer
may be tailored for a specific range of temperatures [209].

The topic has become of interest in the last two decades, due to the development of controlled
quantum systems at the classical-quantum boundary [210–227], which makes it relevant to have
a precise determination of temperature for quantum systems [228–234], and to understand the
ultimate bounds to precision in the estimation of temperature [178, 235–245]. At the same time,
precise manipulation of quantum systems makes it possible to design and realize quantum ther-
mometers, i.e., thermometers where temperature is precisely estimated looking at tiny changes
in genuine quantum features such as entanglement or coherence [246–249].

As a matter of fact, temperature is not an observable in a strict sense, i.e., it is not possible
to build a self-adjoint operator corresponding to temperature. Besides, temperature represents
a macroscopic manifestation of random energy exchanges between particles and, as such, does
fluctuate for a system at thermal equilibrium. In fact, this has made the concept of temperature
fluctuations controversial [250–258]. In order to retain the operational definition of temperature,
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one should conclude that although temperature itself does not fluctuate, any temperature esti-
mate is going to fluctuate, since it is based on themeasurement of one ormore proper observables
of the systems, e.g., energy or population.

In this framework, upon considering temperature as a function of the exact and fluctuating
values of the other state parameters, Landau and Lifshitz derived a relation for the temperature
fluctuations of a finite system[259, 260]. This is given by δT 2 = T 2/C where C = C(T ) is the
(temperature-dependent) heat capacity of the system and appears as a fundamental bound to the
precision of any temperature estimation. The sameproblemmay be addressed by leveraging tools
from quantum parameter estimation and the Landau bound may be shown to be equivalent to
the so-called Cramér-Rao bound to precision, built by evaluating the quantum Fisher information
(QFI) of equilibrium states [179]. In turn, the link between the QFI and the heat capacity have
been established in different frameworks, such as in quantum phase transition and in systems
with vanishing gap [179, 261–264].

In this work, we exploit the above connection to address the role of topology in determining
the precision of a finite thermometer. In particular, upon modeling a finite thermometer as a set
of connected subunits, we employ graph theory, together with QFI, to assess the role of topol-
ogy on the thermometric performance of the system. We confirm that measuring the energy of
the system is the best way to estimate temperature, and also find that systems with low connec-
tivity are suitable to build precise thermometers working at low temperatures, whereas highly
connected systems are suitable for higher temperatures. We also compare the optimal precision
with that achievable by measuring the position of thermal excitations. Our results indicate that
quantum probes are especially useful at low temperatures and that systems with low connectiv-
ity provide more precise thermometers. At high temperatures, precision degrades asO(T 4) with
highly connected systems providing at least a better proportionality constant. Reference models
are physical systems in which the connectivity plays a relevant role, e.g., quantum dots arranged
in lattices [265] and qubits in quantum annealers [266, 267]. Evidence suggests that a system of
qubits in D-Wave quantum annealers quickly thermalizes with the cold environment [268] and
that a pausemidway through the annealing process increases the probability of successfully find-
ing the ground state of the problem Hamiltonian, and this has been related to the thermalization
of the system [269].

5.2 Equilibrium Thermometry
5.2.1 Estimation Theory
In the quantum realm observables are described by self-adjoint operators. However, if the quan-
tity of interest we want to estimate, λ, is not an observable (such as the temperature), then we
can not directly measure it. For this reason, one needs the tools provided by quantum estima-
tion theory to find the best optimal probing strategy (see Sec. 1.2). Given an experimental set of
outcomes of size µ, {~x} ∈ M⊕µ, which depends on some parameter λ, we can infer the value of
the parameter through an estimator function λ̂(~x). The variance of an unbiased estimator, i.e., its
precision, is lower bounded as follows

Var(λ̂) ≥ 1

µFc(λ)
≥ 1

µFq(λ)
. (5.1)

The first inequality is known as the (classical) Cramér-Rao inequality, and the second one is
the quantum Cramér-Rao inequality, which sets the ultimate lower bound on the variance of λ̂.
Throughout the section we will consider a discrete set of outcomesMwith cardinalityNM. The
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Fisher information (FI) is defined as

Fc(λ) =

NM∑
m=1

(∂λp(xm|λ))2

p(xm|λ)
, (5.2)

where p(xm|λ) is the probability distribution of the outcomes, and the quantum Fisher informa-
tion (QFI) is defined as

Fc(λ) ≤ Fq(λ) = Tr
[
ρλL

2
λ

]
, (5.3)

where Lλ is the symmetric logarithmic derivative. The QFI sets the minimum attainable error
among the sets of all probing schemes in the estimation problem of λ.

5.2.2 Quantum Fisher Information
In this work we focus on a finite-size quantum system living in a N -dimensional Hilbert space
and described by a Hamiltonian operator Ĥ =

∑
k Ek|ek〉〈ek|, with k = 0, ..., N−1. The idea is to

use a finite system as a probe to estimate the temperature T of an external environment. We thus
consider the customary thermodynamic situation occurring in thermalization processes, when
a system is in contact with a thermal bath at temperature T and, after some time, it eventually
reaches an equilibrium state at the same temperature T of the bath. The final equilibrium state
of the probing system is thus given by the Gibbs state

ρT =
1

Z
e−Ĥ/T =

∑
n

gn∑
α=1

e−En/T

Z
|en,α〉〈en,α| . (5.4)

We set the Boltzmann constant kB = 1. In the last equality we make explicit the possible de-
generacy of the energy levels: n labels the distinct energy levels and gn is the corresponding
degeneracy. In terms of the latter, the partition function Z can be written as

Z =

N−1∑
k=0

e−Ek/T =
∑
n

gne
−En/T . (5.5)

Since the state (5.4) is diagonal in the energy eigenbasis, and since the latter does not depend
on the parameter T , the statistical model reduces to a classical-like estimation problem, where
the optimal POVM is realized exactly by {|en,α〉〈en,α|}.1 Moreover, the QFI is easily obtained and
turns out to be proportional to the variance of the Hamiltonian operator Ĥ ,

Fq(T ) =
1

T 4

(
〈Ĥ2〉 − 〈Ĥ〉2

)
, (5.6)

where the expectation values of Ĥp for a Gibbs state are given as

〈Ĥp〉 =
∑
n

gn
e−En/T

Z
Epn . (5.7)

1The optimal measurement, for which the FI equals the QFI, is the projective measurement of energy (PME). A PME
on a quantum system is a quantum measurement determined by the Hamiltonian of the system. In this chapter we will
consider the Hamiltonian H = L (Laplacian matrix). This is a mathematically suitable way to model the topology of
a given system without explicitly modeling all the potentials and the constraints required to have such topology. PME
protocols exist when the Hamiltonian is given in advance [270]. Whenever the Hamiltonian is fully known, a PME
can be performed, e.g., by means of the quantum Metropolis sampling [271]. Instead, unknown Hamiltonians can be
identified by quantum tomography, but the time cost to achieve a given accuracy increases exponentially with the size of
the quantum system. To work this out, a PME protocol, which exploits a modified version of quantum phase estimation
and does not use quantum tomography, has been proposed [272].
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5.2.3 Fisher Information for a position measurement
Our system lives in a N -dimensional space, and we assume the position space to be finite and
discrete. When a system is confined to discrete positions, a position measurement is a suitable
and standard measurement. In this section we study how informative the position measurement
is for estimating the temperature. The POVM is given by {|j〉〈j|}, where j = 0, . . . , N − 1 la-
bels the discrete positions. The probability of observing the system in the jth position given the
temperature T is

p(j|T ) = Tr[ρT |j〉〈j|] =

N−1∑
k=0

e−Ek/T

Z
|〈j|ek〉|2. (5.8)

Therefore, the FI for the position measurement is

Fc(T ) =

N−1∑
j=0

(∂T p(j|T ))2

p(j|T )
, (5.9)

which can be rewritten (see Appendix 5.B) in a form similar to that of the QFI,

Fc(T ) =
1

T 4

N−1∑
j=0

〈ĤρT 〉2j
p(j|T )

− 〈Ĥ〉2
 , (5.10)

where
〈ĤρT 〉j =

N−1∑
k=0

e−Ek/TEk
Z

|〈j|ek〉|2 (5.11)

is the expectation value of ĤρT on the position eigenstate |j〉.

5.3 Network Thermometry
We focus on the estimation of temperature using quantumprobeswhichmay be regarded as set of
connected subunits, i.e., described by connected simple graphs (undirected and notmultigraph).
A graph is a pair G = (V,E) where V denotes the nonempty set of vertices and E the set of
undirected edges, which tell which vertices are connected. The set of vertices is the finite set of
discrete positions the quantum system can take. The set of edges accounts for all and only the
possible paths the system can follow to reach two given vertices. The number of vertices |V | = N
determines the order of the graph, and the number of the edges is |E| = M . All this information
determines the topology of the graph and is encoded in the Laplacianmatrix2 L = D−A. A graph
G is said to be k-regular if all its vertices have the same degree k. The Laplacian matrix for an
undirected graph is positive semidefinite, and symmetric, and the smallest Laplacian eigenvalue
is 0, which, for connected graphs, has degeneracy g0 = 1. Instead, the second-smallest Laplacian
eigenvalue is also known as algebraic connectivity [118, 273, 274]: smaller values represent less
connected graphs.

A continuous-time quantum walk (CTQW) is the motion of a quantum particle with kinetic
energy when confined to discrete positions, e.g., the vertices of a graph, and the CTQWHamilto-
nian isH = γL. Hence, a quantumwalker has intrinsically the topology of the graph, and so it is
a promising candidate to be the probe for estimating the temperature of an external environment

2See also Sec. 1.1.2.
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with respect to the topology of the network. We have already set kB = 1, and in the following
we also set γ = 1, which is the hopping amplitude of the walk and accounts for the energy scale
of the system. Therefore, energy and temperature are hereafter dimensionless. Notice that, in
this way, the energy eigenvalues En are the Laplacian eiegenvalues and the scale of temperature
should be intended as referred to the energy scale specific of the system considered, i.e., to γ.

5.3.1 Low-temperature regime
First, we analyze the regime of low temperatures T . Therefore, we assume that the system is
mostly in the ground state and can access only the first excitation energy E1, En � T for n > 1.
For this reason, the partition function is

Z = 1 + g1e
−E1/T . (5.12)

Since the ground state energy is null, the mean value of the energy is 〈Ĥ〉 = g1E1e
−E1/TZ−1, and

it follows that the QFI in the low temperature regime can be approximated as

F lowq (x) ' fg1 (x)

E2
1

, (5.13)

where x = E1/T and the function fg1(x) is defined as

fg1(x) =
g1x

4e−x

(1 + g1e−x)2
. (5.14)

The value xmax > 0 at which the latter exhibits the maximum is the solution of the following
transcendental equation

exmax = g1
xmax + 4

xmax − 4
, (5.15)

obtained from dfg1(x)/dx = 0. Solutions of this equation can be obtained graphically, as shown in
Fig. 5.1. The xmax depends only on the degeneracy g1 and numerical results show that xmax(g1)
is a sublinear function, i.e., it increases less than linearly with g1.

The FI in the low-temperature regime can be approximated as

F lowc (T ) ' E2
1e
−2E1/T

ZT 4

N−1∑
j=0

η2
j

1
N + e−E1/T ηj

− g2
1

Z

 , (5.16)

since p(j|T ) ' 1
Z

(
1
N + exp{−E1/T}ηj

) and 〈ĤρT 〉j ' 1
Z exp{−E1/T}E1ηj , where

ηj =
∑g1
α=1 |〈j|e1,α〉|2.

5.3.2 High-temperature regime
We move now to the opposite regime, high temperature, in which we assume that T � Ek for
all k. The single-walker probe is no longer valid in the high-temperature regime, where many
excitations, not only one, come into play. Yet it can be used for small thermometers with bounded
spectrum and large energy gap E1 − E0, so that we may expect few excitations, and the single-
walker model can still approximate the real system. In this regime, the density matrix, in the
energy eigenbasis, can be approximated by the maximally mixed state3 ρT ' IN/N , where IN is

3The results presented in this section rely on the assumption of ρT maximally mixed state. This follows from the
Gibbs state (5.4) where we have assumed exp[−En/T ] ≈ 1, because of the high-temperature regime. If we consider the
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Figure 5.1. Graphical solution x(g1)
max of the transcendental equation (5.15) for different values of g1.

the N ×N identity matrix. Accordingly, the QFI becomes

Fhighq (T ) ' 1

T 4

 1

N

N−1∑
k=0

E2
k −

1

N2

(
N−1∑
k=0

Ek

)2


=
1

NT 4

[
N−1∑
k=0

d2
k + 2M

(
1− 2M

N

)]
. (5.17)

Refer to Appendix 5.A for details on the sum of the energy eigenvalues and that of their square.
Thus, in the limit of high temperatures, the QFI tends to zero as O(T−4) and proportionally to a
topology-dependent factor.

The sum of the squared degree can be bounded as

4M2

N
≤
N−1∑
k=0

d2
k ≤M

(
2M

N − 1
+N − 2

)
, (5.18)

where the upper bound is proved in [275] and the lower bound follows from theCauchy-Schwartz
inequality for the inner product of twoN -dimensional vectors, (1, . . . ,1) and (d0, . . . , dN−1), using

next term of the Taylor polynomial, exp[−En/T ] ≈ 1 − En/T , then the partition function is Z ≈ N − 2M/T , since
Tr[H] = Tr[L] = 2M withM the number of edges of the graph. The Gibbs state is

ρT ≈
IN −H/T
N − 2M/T

≈
IN

N
+

2M −NH
N2T

,

and for both the approximations Tr[ρT ] = 1. We observe that ρT is the maximally mixed state with a correction of order
O(T−1), which does depend on the temperature. The QFI (5.6) and the FI for the position measurement (5.10) involve
expectation values computed in ρT and probability distributions arising from ρT . Hence, if we include the term of order
O(T−1) in ρT , then the results of the QFI (5.17) and FI (5.20) presented in this section can be read as the leading terms
of the approximation in the high temperature regime, where we have neglected terms of order O(T−5).
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∑N−1
k=0 dk = 2M . Hence, we can bound Fhighq (T ) as

2M

NT 4
≤ Fhighq (T ) ≤ M

T 4

[
1− 2M(N − 2)

N2(N − 1)

]
. (5.19)

The upper bound in (5.18) is saturated by the complete graph, while the lower bound is saturated,
e.g, by the cycle graph and the complete bipartite graph whose partite sets have both cardinality
N/2: hence, these bounds are actually achievable, and, accordingly, the bounds (5.19) on the QFI
are saturated by the above mentioned graphs (see Sec. 5.4 for details). For high temperatures the
optimal thermometer is the complete graph, which, among the simple graphs, has the maximum
number of edges M . Notice also that the complete graph has the maximum energy gap, since
E1 − E0 = N . Thus, unlike the low-temperature regime, in the high-temperature regime the
graphs which perform better are those with high connectivity, in the sense of those with a high
number of edgesM .

Recalling that in the high-temperature regime ρT ' IN/N , we can approximate the FI as

Fhighc (T ) ' 1

N2T 4

N N−1∑
j=0

(
N−1∑
k=0

Ek|〈j|ek〉|2
)2

− 4M2


=

1

N2T 4

N N−1∑
j=0

d2
j − 4M2

 , (5.20)

where the second equality follows from
N−1∑
k=0

Ek|〈j|ek〉|2 =

N−1∑
k=0

〈j|L|ek〉〈ek|j〉 = 〈j|L|j〉 = dj . (5.21)

Therefore, the asymptotic value of the ratio Fc(T )/Fq(T ) is

lim
T→+∞

Fc(T )

Fq(T )
=

N
∑N−1
k=0 d2

k − 4M2

N
[∑N−1

k=0 d2
k + 2M

(
1− 2M

N

)] =
1

1 + λN,M
, (5.22)

where we have introduced the quantity

λN,M =
2M∑N−1

k=0 d2
k −

4M2

N

(5.23)

to capture the (asymptotic) discrepancy between the FI and the QFI in terms of the topology
features of the graphs: small λN,M means a ratio close to 1, Fc(T ) ' Fq(T ); large λN,M means a
ratio close to 0, Fc(T )� Fq(T ).

5.3.3 Fisher Information for circulant graphs
In this section we prove that the FI for position measurement is identically null in the case of
circulant graphs, e.g., the complete graph and the cycle graph. A circulant graph is defined as
the regular graphwhose adjacencymatrix is circulant, and accordingly so is the Laplacianmatrix
[276–278]. A circulant matrix is a special Toeplitz matrix where every row of the matrix is a right
cyclic shift of the row above it. The eigenproblem for circulant matrices is solved [114], and the
Laplacian eigenstates of circulant graphs are

|ek〉 =
1√
N

N−1∑
j=0

ωkj |j〉 , (5.24)

127



Role of topology in determining the precision of a finite thermometer

with ω = exp{2πi/N} and 0 ≤ k ≤ N − 1. This means that |〈j|ek〉|2 = 1/N ∀k and consequently

p(j|T ) =
1

N
, (5.25)

while
〈ĤρT 〉j =

1

N
〈Ĥ〉 . (5.26)

From Eq. (5.10) we clearly see thatFc(T ) = 0. We conclude that for circulant graphs the position
measurement does not carry any information on the temperature T .

Actually, the result is more general: the FI for a position measurement is null not only for
circulant graphs, but for all the graphs such that |〈j|ek〉|2 = tj does not depend on k. Indeed, in
this case we have p(j|T ) = tj and 〈ĤρT 〉j = tj〈Ĥ〉, from which we see that (5.10) is identically 0,
since∑N−1

j=0 tj = 1.

5.4 Results
In this section, we address the study for some remarkable connected simple graphs and some
lattice graphs by means of the previously found general results. To avoid repetitions, we recall
that the ground state energy E0 = 0 is not degenerate for connected simple graphs, g0 = 1, and
the corresponding eigenstate is

|e0〉 =
1√
N

N−1∑
k=0

|k〉 . (5.27)

Results of QFI and FI for positionmeasurement for graphs (see Fig. 5.2) are shown in Fig. 5.3 and
5.4, for lattices (see Fig. 5.5) in Fig. 5.6, and results of the ratio of FI and QFI for both graphs and
lattices are summarized in Fig. 5.7. The analytical results suitable for a comparison are reported
in Table 5.1.

(a) (b) (c) (d)
Figure 5.2. Graphs considered in the present work (example for N = 5 vertices): (a) Complete
graphK5, (b) cycle graph C5, (c) complete bipartite graphK2,3, and (d) path graph P5.

5.4.1 Complete graph
A complete graph is a simple graphwhose vertices are pairwise adjacent, i.e., each pair of distinct
vertices is connected by a unique edge (see Fig. 5.2(a)). The complete graph with N vertices is
denotedKN , is (N − 1)-regular, and hasM = N(N − 1)/2 edges. Its energy spectrum consists of
two energy levels: the ground state and the second levelE1 = N with degeneracy g1 = N−1. The
graph is circulant, thus the eigenvectors are given by (5.24) and the FI for a positionmeasurement
is identically null.
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(a) (b)

(c) (d)

Figure 5.3. QFI and FI for position measurement for different graphs of order N : (a) complete
graph, (b) cycle graph, (c) star graph, and (d) path graph. Solid colored line: QFI Fq . Dotted black
line: QFI at low temperatureF lowq (5.13) (not reported for the complete graph since it coincides with
Eq. (5.28)). Dashed colored line: FI for position measurement Fc. The FI for complete graph and
cycle graph (circulant graphs) is null, and therefore is not shown. Because of the different ranges,
values of QFI are referred to the left y-axis, and values of FI are referred to the right y-axis.

In this case, the approximation for the low-temperature regime is actually exact and holds at
all the temperatures, because the system has precisely two distinct energy levels. Hence, the QFI
reads as

Fq(T ) =
N2(N − 1)e−N/T

T 4[1 + (N − 1)e−N/T ]2
. (5.28)

The algebraic connectivity E1 = N and the degeneracy g1 = N − 1 grow with the order N of the
graph. In Fig. 5.3(a) we observe that maxima of QFI occur at higher temperatures asN increases.
According to Eq. (5.15) and Fig. 5.1, we expect the maximum of QFI to occur at increasing
values of xmax = E1/Tmax as g1 (N) increases. Hence, this means that Tmax increases less than
linearly withN . For this reason the complete graph is not a good thermometer for low T . On the
other hand, the complete graph saturates the upper bound in (5.18), sinceM = N(N − 1)/2. It
follows that in the high-temperature regime the complete graph is the optimal thermometer and,
accordingly, the QFI is Fhighq (T ) = (N − 1)/T 4.

5.4.2 Cycle graph
A cycle graph with N ≥ 3 vertices (or N -cycle) is a simple graph whose vertices {vj}j=1,...,N

can be (re)labeled such that its edges are v1v2, v2v3, . . . , vN−1vN , and vNv1 (see Fig. 5.2(b)). In
other words, we may think of it as a one-dimensional lattice withN sites and periodic boundary
conditions. The cycle graph with N vertices is denoted CN , is 2-regular, and hasM = N edges.
Its energy spectrum is Ek = 2[1− cos(2πk/N)], with k = 0, . . . , N − 1. The lowest energy level is
not degenerate, while the degeneracy of the highest energy level depends on the parity of N : no
degeneracy for evenN , gN/2 = 1, but double degeneracy for oddN , g(N+1)/2 = 2. The remaining
energy levels have degeneracy 2. The cycle graph is circulant, thus the eigenvectors are (5.24), the
same of those of the complete graph, and the FI for a position measurement is identically null.
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The algebraic connectivity E1 = 2[1 − cos(2π/N)] decreases as N increases, while g1 = 2 is
constant. According to Eq. (5.15) and Fig. 5.1, we expect the maximum of QFI to occur at the
constant value of xmax = E1/Tmax independently ofN , because g1 is constant. SinceE1 decreases
asN increases, then Tmaxmust also decrease to ensure xmax constant. Indeed, themaxima of QFI
occur at lower temperatures as N increases, as shown in Fig. 5.3(b). It follows that the larger N
the better the cycle graph behaves as a low-temperature probe. Instead, the cycle graph saturates
the lower bound in (5.18), sinceM = N , and so the QFI at high temperatures isFhighq (T ) = 2/T 4.

5.4.3 Complete Bipartite Graph
A graph G is bipartite if the set of vertices V (G) is the union of two disjoint independent sets
V1 and V2, called partite sets of G, such that every edge of G joins a vertex of V1 and a vertex of
V2. A complete bipartite graph is a simple bipartite graph such that two vertices are adjacent if
and only if they are in different partite sets, i.e., if every vertex of V1 is adjacent to every vertex
of V2 (see Fig. 5.2(c)). The complete bipartite graph having partite sets with |V1| = N1 and
|V2| = N2 vertices is denoted KN1,N2 , hasM = N1N2 edges, and the total number of vertices is
N = N1 +N2. Without loss of generality we assume N1 ≤ N2. The energy spectrum is given by
E1 = N1, E2 = N2, and E3 = N1 + N2, with degeneracy g0 = 1, g1 = N2 − 1, g2 = N1 − 1, and
g3 = 1, respectively. The corresponding eigenvectors are

|en1 〉 =
1√

n(n+ 1)

(
N1−1+n∑
k=N1

|k〉 − n |N1 + n〉

)
,

|em2 〉 =
1√

m(m+ 1)

(
m−1∑
k=0

|k〉 −m |m〉

)
,

|e3〉 =
1√
N

(√
N2

N1

N1−1∑
k=0

|k〉 −
√
N1

N2

N−1∑
k=N1

|k〉

)
, (5.29)

where n = 1, . . . , N2 − 1 and m = 1, . . . , N1 − 1. Note that for N1 = N2 = N/2 the complete
bipartite graph is circulant [279] and the spectrum reduces to E0, E1 = N/2, and E2 = N , with
degeneracy, respectively, g0 = 1, g1 = N − 2, and g2 = 1. Instead, for N1 = 1 and N2 = N − 1 we
obtain the star graph SN , whose spectrum reduces to E0, E1 = 1, and E2 = N , with degeneracy,
respectively, g0 = 1, g1 = N − 2, and g2 = 1.

Regarding the low-temperature regime, the algebraic connectivity is E1 = N1 while g1 =
N2 − 1. The complete bipartite graph is completely defined only by the total number of vertices
N , so we discuss where the maximum of the QFI occur according to Eq. (5.15) and Fig. 5.1 first
for a given value N1, and then for a given value of N = N1 +N2.

ForN1 fixed, we expect the maximum of QFI to occur at increasing values of xmax = E1/Tmax
asN increases, becauseN2 and thus g1 increase. SinceE1 is constant, then Tmax must decrease to
ensure thatxmax increases. Indeed, for a givenN1, themaxima ofQFI occur at lower temperatures
as N increases, as shown in Fig. 5.4(a). In particular, this is also the case of the star graph SN ,
because it isK1,N−1, even if such behavior is less evident in Fig. 5.3(c).

ForN fixed, we expect the maximum of QFI to occur at decreasing values of xmax = E1/Tmax
as N1 increases, because N2 and thus g1 decrease. Since E1 increases as N1 increases, then Tmax
must increase more than N1 to ensure that xmax decreases. Indeed, for a given N , the maxima
of QFI occur at higher temperatures as N1 increases, as shown in Fig. 5.4(b). This means that, at
fixedN , we can tune the temperature at which the QFI is maximum just by varying the number of
of vertices in the two partite sets. From Fig. 5.4(b) we observe that the highest maximum of QFI
is provided by the star graph SN , whose algebraic connectivityE1 = 1 is constant andminimum,
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(a) (b)

(c) (d)

Figure 5.4. Results of the estimation problem of the temperature for the complete bipartite graph
KN1,N2 of order N = N1 +N2. Left-column plots: results for different N at fixed N1 = 5. Right-
column plots: results for different N1 at fixed N = 10. Values of N1 > N/2 are not considered
because of the symmetry of the graphwhen exchanging the two partite sets and soN1 andN2. For
N1 = N2 = N/2 the FI is identically null because the corresponding complete bipartite graph is
circulant. Top-row plots: QFI Fq (solid colored line), QFI at low temperature F lowq (5.13) (dotted
black line), and FI for position measurement Fc (dashed colored line). Because of the different
ranges, values of QFI are referred to the left y-axis, and values of FI are referred to the right y-axis.
Bottom-row plots: ratio Fc/Fq .

while the lowest maximum of QFI is provided by KN/2,N/2, i.e., for N1 = N2, whose algebraic
connectivity E1 = N/2 is the largest among all the complete bipartite graphs.

In the high-temperature regime, since∑k d
2
k = N1N2(N1 +N2) andM = N1N2, the QFI is

Fhighq (T ) =
N1N2[(N1 −N2)2 + 2(N1 +N2)]

T 4(N1 +N2)2
. (5.30)

Notice that for N1 = N2 = N/2, the complete bipartite graph is N/2-regular, and saturates the
lower bound in (5.18), since M = N2/4, and so the QFI at high temperatures is Fhighq (T ) =
N/(2T 4).

The asymptotic behavior of the ratio Fc(T )/Fq(T ) at high temperature (5.22) is characterized
by λN1+N2,N1N2 = 2(N1 + N2)/(N2 − N1)2. Depending on the number of vertices in the two
subsets, results differ. When N1 = N2, the difference N2 − N1 is null, the complete bipartite
graph is circulant and so the FI is identically null, for any T . Instead, the difference N2 − N1

is maximum for the star graph SN . This results in λN,N = 2N/(N − 2)2: hence, λN,N → 0 for
large N and, accordingly, the FI approaches the QFI in the limit of high temperatures. Actually,
since for the star graph∑k d

2
k = N(N − 1), the QFI in the high-temperature regime has the same

asymptotic behavior of the complete graph, i.e., Fhighq = (N − 1)/T 4 +O(1/(NT 4)).
In this section we have approximated the QFI for the complete bipartite graph under the as-

sumptions of low or high temperature. The exact analytical expression of the QFI is reported in
Appendix 5.D.
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5.4.4 Path graph

A path graph with N vertices is a simple graph whose vertices {vj}j=1,...,N can be (re)labeled
such that its edges are v1v2, v2v3, . . . , vN−1vN (see Fig. 5.2(d)). In other words, we may think
of it as a one-dimensional lattice with N sites and open boundary conditions. The path graph
withN vertices is denoted PN , and hasM = N − 1 edges. Its nondegenerate energy spectrum is
Ek = 2[1− cos(πk/N)], with k = 0, . . . , N − 1, and the corresponding eigenvectors are

|ek〉 =

N−1∑
j=0

cos

(
πk

2N
(2j − 1)

)
|j〉 . (5.31)

The energy spectrum is similar to that of the cycle, and this is reflected in its thermometric be-
havior. Indeed, the algebraic connectivity E1 = 2[1 − cos(π/N)] decreases as N increases, while
g1 = 1 is constant. Hence, as for the cycle graph, the maximum of the QFI occurs at lower tem-
perature as N increases, as shown in Fig. 5.3(d). Further, the similarity extends also in the
high-temperature regime, where, due to ∑k d

2
k = 2(2N − 3) and M = N − 1, we have that

Fhighq (T ) = 2/T 4 +O(1/(N2T 4)), which is asymptotically equivalent to that of the cycle.
Nevertheless, there is a difference between the cycle and the path, and this is due to the differ-

ent boundary conditions of the two graphs. In the first, the periodic boundary conditions ensure
that the cycle graph is a circulant graph, and consequently the FI for the position measurement is
null. Instead, in the second, the open boundary conditions lead to a non-null FI for the position
measurement. The asymptotic behavior of the ratio Fc(T )/Fq(T ) at high temperature (5.22) is
characterized by λN,N−1 = N(N − 1)/(N − 2), which is monotonically increasing with the order
of the graph. Thus, in the limit of high temperature the FI is very small compared to QFI.

(a) (b)

(c) (d)

Figure 5.5. Two-dimensional lattices considered in the present work: (a) triangular, (b) square, (c)
honeycomb, and (d) truncated square lattice. Equivalent vertices are equally represented.
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5.4.5 Lattices
In this section we address the thermometry on some two-dimensional lattices. There are three
regular tessellations composed of regular polygons symmetrically tiling the Euclidean plane:
equilateral triangles, squares, and regular hexagons (Figs. 5.5(a)-(c)). In addition to these we
also consider the truncated square lattice in Fig. 5.5(d). Triangular and square lattices are Bravais
lattices, while honeycomb and truncated square lattices are not. This difference is reflected in the
spreading of CTQWs, which is ballistic on Bravais lattices and subballistic on non-Bravais lattices
[280]. A generic vertex in the triangular lattice has degree 6, in the square lattice has degree 4, and
both in the honeycomb and in the truncated square lattice has degree 3. We consider the lattices
either with open boundary conditions (OBCs) or with periodic boundary conditions (PBCs).
Notice that the lattices with PBCs are regular, while the lattices with OBCs are not, because the
vertices at the boundaries have a lower degree than the vertices within the lattice.

Numerical results of QFI and FI for the lattices with OBCs are shown in Fig. 5.6. We observe
that themaximum of the QFI gets sharper and higher, and shifts to lower temperatures as the size
of the lattice, i.e., the number of vertices, increases. A similar behavior occurs as the degree of
the vertex of the lattice decreases: the maximum of the QFI for honeycomb and truncated square
lattices is sharper and higher, and at lower temperature than the peak of the QFI for the triangular
lattice. The predicted behavior of the QFI at low temperature (5.13) is a good approximation for
honeycomb and truncated square lattices, because it fits the maximum of the QFI, its height and
position. For the square it is fairly good approximation, but for the triangular lattices it fits only
the QFI at the temperatures closer to zero. The FI of position measurement is a couple of orders
of magnitude lower than the QFI (see the ratio Fc(T )/Fq(T ) in Fig. 5.7), and its maximum is at
higher temperature than the maximum of the QFI.

For latticeswith PBCs the behavior of theQFI is qualitatively the same as regards the goodness
of the lower-temperature approximation (5.13) and the dependence of the QFI on the size of the
lattice and the degree of the vertices. However, themaxima of QFI for latticeswith PBCs are lower
and occur at higher temperature than the maxima of QFI for lattices with OBCs. Remarkably, the
FI for these lattices with PBCs is identically null.

Some analytical results can be obtained for the square lattice, both with OBCs and with PBCs.
Indeed, them× n square lattice with OBCs is actually a grid graph and is the Cartesian product
of two path graphs,Gm,n = Pm�Pn [281]. Instead, them×n square lattice with PBCs is actually
the torus grid graph and is the Cartesian product of two cycle graphs, Tm,n = Cm�Cn [282]. For
the Cartesian product G1�G2 of two graphs G1 and G2 we can easily obtain the QFI and FI as
follows (proof in Appendix 5.C):

Fq(G1�G2|T ) = Fq(G1|T ) + Fq(G2|T ) , (5.32)
Fc(G1�G2|T ) = Fc(G1|T ) + Fc(G2|T ) . (5.33)

Thus, since the FI of position measurement for the cycle graph is identically null, this result ana-
lytically proves the null FI for the square lattice with PBCs.
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(a) (b)

(c) (d)

Figure 5.6. QFI and FI for positionmeasurement for different
√
N×
√
N latticeswith open boundary

conditions (OBC): (a) Triangular lattice, (b) square lattice, (c) honeycomb lattice, and (d) truncated
square lattice. Solid colored line: QFI Fq . Dotted black line: QFI at low temperature F lowq (5.13).
Dashed colored line: FI for position measurement Fc. Because of the different ranges, values of QFI
are referred to the left y-axis, and values of FI are referred to the right y-axis.
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(c) (d)

(e) ( f )

Figure 5.7. Ratio Fc/Fq of FI and QFI for the graphs of order N and the
√
N ×

√
N lattices

providing non-null FI. (a) Star graph, (b) path graph, (c) triangular lattice (OBCs), (d) square
lattice (OBCs), (e) honeycomb lattice (OBCs), and (f) truncated square (OBCs). Note the
logarithmic scale of the temperature axis.
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5.4 – Results

Low-temperature High-temperature

Graph T 4F lowq T 4Fhighq T 4Fhighc Fhighc /Fhighq

KN
N2(N−1) exp(−N/T )

[1+(N−1) exp(−N/T )]2 N − 1 0 0

CN
32 exp[−4 sin2(π/N)/T ] sin4(π/N)

(1+2 exp[−4 sin2(π/N)/T ])2
2 0 0

KN1,N2

exp(−N1/T )N2
1 (N2−1)

[1+(N2−1) exp(−N1/T )]2
(N2−∆2)(∆2+2N)

4N2

(N2−∆2)∆2

4N2
1

1+2N/∆2

SN
(N−2) exp(−1/T )

[1+(N−2) exp(−1/T )]2
(N−1)[N(N−2)+4]

N2

(N−1)(N−2)2

N2

(N−2)2

N(N−2)+4

PN
16 exp[−4 sin2(π/2N)/T ] sin4(π/2N)

(1+exp[−4 sin2(π/2N)/T ])2
2(N2−2)
N2

2(N−2)
N2

N−2
N2−2

G√N,
√
N

32 exp[−4 sin2(π/2
√
N)/T ] sin4(π/2

√
N)

(1+2 exp[−4 sin2(π/2
√
N)/T ])

2
4(N−2)
N

4(
√
N−2)
N

√
N−2
N−2

T√N,
√
N

64 exp[−4 sin2(π/
√
N)/T ] sin4(π/

√
N)

(1+4 exp[−4 sin2(π/
√
N)/T ])

2 4 0 0

Table 5.1. QFIF lowq (5.13) in the low-temperature regime andQFIFhighq (5.17), FIFhighc (5.20), and
their ratio in the high-temperature regime for the graphs considered in the present work: complete
graphKN , cycle graphCN , complete bipartiteKN1,N2 , star graph SN , and path graphPN . Analytical
results are also available for the

√
N ×

√
N square lattice with OBCs (grid graph G√N,√N) and

with PBCs (torus grid graph T√N,√N), since the grid graph and torus grid graph are the Cartesian
product of two path graphs and two cycle graphs respectively (see Appendix 5.C). To have a fair
comparison in terms of the total number of vertices N , we report the result for

√
N ×

√
N square

lattices, and for the complete bipartite graphKN1,N2 we write results as a function of N = N1 +N2

and ∆ = N2 − N1 (N2 ≥ N1 as assumed in this work), except for the QFI in the low-temperature
regime. The FI F lowc in the low-temperature regime is not reported, because an expression suitable
for a comparison is not available (see Eq. (5.16)). Both QFI and FI in the high-temperature regime
depend on the temperature as T−4, thus we report their values multiplied by T 4 to focus on the
factor which depends on the topology of the graph. The same criterion is adopted for the QFI in
the low-temperature regime for consistency. Numerical results show that graphs with low degree,
e.g., CN and PN , exhibit the highest maxima of the QFI at low temperatures. Conversely, at high
temperatures and at fixed N , the maximum QFI is obtained with the complete and the star graph,
whose QFI scales linearlywith the orderN . Indeed, in the limit ofN →∞, the QFI ofPN approaches
that of CN , as well as the QFI of G√N,√N approaches that of T√N,√N .
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Role of topology in determining the precision of a finite thermometer

5.5 Role of coherence
Temperature is a classical parameter, i.e., any change in the temperature modifies the eigenvalues
of the Gibbs state but not the eigenvectors, which coincide with the eigenvectors of the Hamilto-
nian at any temperature. As a consequence, one may wonder whether quantumness is playing
any role in our analysis, which also does not rely upon quantum effects as entanglement. Despite
the above arguments, the quantum nature of the systems under investigation indeed plays a role
in determining topological effects in thermometry. In fact, thermal states (5.4) are diagonal in
the Hamiltonian basis, but show quantum coherence in the position basis, which itself is the ref-
erence classical basis when looking at topological effects in graphs. In turn, as we will see in the
following, the peak of the QFI occurs in the interval of temperatures over which the coherence
starts to decrease.

In order to quantitatively assess the role of coherence, let us consider the l1 norm of coherence
[113]

C(ρ) =

N−1∑
j,k=0,
j /=k

|ρj,k| (5.34)

as a measure of quantum coherence of a state ρ. For convenience, we normalize this measure to
its maximum value C(ρN ) = N−1, thus definingC(ρ) := C(ρ)/(N−1). At T = 0, the system is at
thermal equilibrium in its ground state and since the Hamiltonian of the system is the Laplacian
of a simple graph, the ground state is the maximally coherent state |ψN 〉 =

∑N
j=1 |j〉/

√
N . The

normalized coherence is thus equal to one.
As far as the temperature is very low, the ground state is robust, the coherence remains close to

one, and the QFI is small, i.e., the robustness of the ground state prevents the system to effectively
monitor any change in temperature. On the other hand, when temperature increases, thermal
effects becomes more relevant, coherence decreases, and the QFI increases. In other words, it
is the fragility of quantum coherence which makes the system a good sensor for temperature
(a common feature in the field of quantum probing). For higher temperatures, the Gibbs state
approaches a flat mixture, almost independent of temperature, and both the coherence and the
QFI vanish. In order to illustrate the argument, let us consider the case of complete graphs, for
which we have analytic expressions for the QFI, see Eq. (5.28), and for the normalized coherence

C(ρT ) =
|1− e−N/T |

1 + (N − 1)e−N/T
. (5.35)

As it is apparent from Fig. 5.8, where we show the two quantities, the peak of QFI indeed occurs
in the interval of temperatures over which the coherence is reduced by a factor 1/e (we have
numerically observed analogous behavior also for the other graphs). Upon comparison of Eq.
(5.28) with Eq. (5.35) we may also write

T 4 Fq(T )

N − 1
=
[
1− C(ρT )

][
1 + (N − 1)C(ρT )

]
. (5.36)
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Figure 5.8. QFIFq (solid line) and normalized coherenceC (dashed line) of a Gibbs state
ρT as a function of T for a complete graph of order N . The black horizontal dotted line
represents the constant value 1/e.

5.6 Conclusions
We have addressed the role of topology in determining the precision of thermometers. The key
idea is to use a finite system as a probe for estimating the temperature T of an external envi-
ronment. The probe is regarded as a connected set of subunits and may be ultimately modeled
as a quantum walker moving continuously in time on a graph. In particular, we have consid-
ered equilibrium thermometry, and evaluated the quantum Fisher information of Gibbs states.
Since theHamiltonian of a quantumwalker corresponds to the Laplacianmatrix of the graph, the
topology is inherently taken into account. We have considered some paradigmatic graphs and
two-dimensional lattices, evaluated the Fisher information (FI) for a position measurement and
compared it with the quantum Fisher information (QFI, energymeasurement), providing analyt-
ical and numerical results. In particular, we have focused on the low- and the high-temperature
regimes, whichwe have investigated bymeans of analytic approximations which allow us to have
a better understanding of the behavior of the system.

We have proved, by numerical and analytical means, that the maximum of the QFI and the
corresponding optimal temperature depend on the two topological parameters of the graph: the
algebraic connectivity and the degeneracy of the first energy level. In our system, the algebraic
connectivity also represents the energy gap between the first excited energy level and the ground
state, and the smaller is the algebraic connectivity, the higher is the maximum of the QFI. These
results are supported by a number of examples. In particular, graphs and lattices whose vertices
have low degree, e.g., path and cycle graphs, as well as honeycomb and truncated square lattices,
show the highest maxima of QFI. We also notice that the maximum of the QFI and the corre-
sponding optimal T decrease asN increase in the complete graph, while in all the other cases we
have the opposite behavior.

At intermediate temperatures, the analytical approximationwe have at low temperatures is no
longer valid, as shown by the discrepancy between the dotted lines (analytical approximation)
and the solid lines (exact results) in Figs. 5.3–5.4, and 5.6. However, the low-temperature ap-
proximation captures quite well the maximum of the QFI, after which the QFI decreases, tending
to zero, as the temperature increases. This behavior is confirmed by the exact analytical expres-
sions of the QFI we have for the complete graph, Eq. (5.28), and the complete bipartite graph
(see Appendix 5.D), and we also have numerical evidence of it for the other graphs and lattices.
Hence, no relevant structures of the QFI are expected at intermediate temperatures.
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Role of topology in determining the precision of a finite thermometer

At high temperatures the QFI is of order O(T−4), with a proportionality constant which de-
pends on the topology of the graph. In this regime, the maximum QFI is attained by the com-
plete graph, which is the simple graph that, at given number of vertices, has the highest number
of edges. A remarkable thermometer is also obtained considering the complete bipartite graph.
Despite its low QFI (if compared with the cycle and path graphs) it is possible to tune the posi-
tion of the maximum of QFI just by varying the number of vertices in the two partite sets of the
graph keeping fixed their sum.

Finally, we have discussed the role of coherence (in the position basis) in determining the pre-
cision. Our results provides some general indications on the role of topology in using quantum
probes for thermometry, and provide new insights in the thermometry of finite-size quantum
systems at equilibrium, at least for the class of systems where the Hamiltonian is in the form of a
Laplacian matrix. In particular, our results suggest that quantum probes are particularly efficient
in the low-temperatures regime, where the QFI reaches its maximum. They also pave the way to
investigate the role of topology in out-of-equilibrium thermometry.

Appendices
5.A Sum of the Laplacian eigenvalues and sum of their square
First, we focus on the sum of the Laplacian eigenvalues Ek

N−1∑
k=0

Ek = Tr[L] = Tr[D] =

N−1∑
k=0

dk = 2M, (5.37)

where the last equality was first proved by Euler and it is known as the degree sum formula or
the handshaking lemma [283, 284]. Next, we write the sum of the E2

k as
N−1∑
k=0

E2
k = Tr

[
L2
]

= Tr
[
D2
]
− Tr[AD]− Tr[DA] + Tr

[
A2
]
. (5.38)

Using the definition of degree and adjacency matrices,4 we see that

(DA)k,j =

{
0 if k = j,
dkAk,j otherwise, (5.39)

(AD)k,j =

{
0 if k = j,
Ak,jdj otherwise, (5.40)

(A2)k,j =

N−1∑
m=0

Ak,mAm,j , (5.41)

and clearly Tr[DA] = Tr[AD] = 0, whereas

Tr
[
A2
]

=

N−1∑
k=0

(A2)k,k =

N−1∑
k=0

N−1∑
m=0

Ak,mAm,k =

N−1∑
k=0

N−1∑
m=0

Ak,m =

N−1∑
k=0

dk = 2M , (5.42)

4The degree matrix D is diagonal with elements Djj = deg(j) =: dj , the degree of vertex j, while the adjacency
matrix A has elements Ajk = 1 if the vertices j and k are connected by an edge or Ajk = 0 otherwise.
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5.B – Fisher Information for a position measurement

since the adjacency matrix is symmetric, Ak,m = Am,k, and for simple graphs Ak,m ∈ {0,1}, thus
A2
k,m = Ak,m. We also notice that this result is somehow related to the well-known fact that

(A2)k,j is the number of walks of length 2 connecting the vertexes k and j. Eventually we obtain

N−1∑
k=0

E2
k =

N−1∑
k=0

d2
k + 2M . (5.43)

5.B Fisher Information for a position measurement
Let us consider the position measurement, whose POVM is given by {|j〉〈j|}. Given an equilib-
rium state ρT at temperature T , the probability distribution of the outcomes is given by the Born
rule

p(j|T ) = Tr [ρT |j〉〈j|] =

N−1∑
k=0

e−Ek/T

Z
|〈j|ek〉|2, (5.44)

and the FI by definition is (5.9). From classical thermodynamics we recall that

∂TZ =
Z〈Ĥ〉
T 2

, (5.45)

and the first derivative of the probability distribution is

∂T p(j|T ) =

N−1∑
k=0

∂T

(
e−Ek/T

Z

)
|〈j|ek〉|2

=
1

T 2

N−1∑
k=0

e−Ek/T

(
Ek − 〈Ĥ〉

Z

)
|〈j|ek〉|2

=
1

T 2

(
〈ĤρT 〉j − 〈Ĥ〉p(j|T )

)
, (5.46)

where 〈ĤρT 〉j is given in Eq. (5.11). From this result, the FI simplifies as

Fc(T ) =
1

T 4

N−1∑
j=0

1

p(j|T )

(
〈ĤρT 〉2j + 〈Ĥ〉2p(j|T )2 − 2〈ĤρT 〉j〈Ĥ〉p(j|T )

)

=
1

T 4

N−1∑
j=0

〈ĤρT 〉2j
p(j|T )

+
1

T 4
〈Ĥ〉2

N−1∑
j=0

p(j|T )− 2

T 4
〈Ĥ〉

N−1∑
j=0

〈ĤρT 〉j . (5.47)

Since∑N−1
j=0 |〈j|ek〉|2 = 1, we observe that

N−1∑
j=0

〈ĤρT 〉j =

N−1∑
k=0

e−Ek/TEk
Z

N−1∑
j=0

|〈j|ek〉|2 = 〈Ĥ〉 , (5.48)

from which the FI for a position measurement (5.10) follows.
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5.C QFI and FI for the Cartesian product of two graphs
5.C.1 Cartesian product of two graphs
The Cartesian productG1�G2 of two graphsG1 andG2 is a graphwith vertex set V (G1)×V (G2).
Therefore, a generic vertex of G1�G2 is denoted by (j, k) ∈ V (G1)× V (G2) and the adjacency of
vertices is determined as follows: two vertices (j, k) and (j′, k′) are adjacent if either (j = j′ and
k ∼ k′) or (j ∼ j′ and k = k′), where the ∼ symbol indicates the adjacency relation between two
vertices. If G1 and G2 are graphs on N1 and N2 vertices, respectively, then the Laplacian matrix
of G1�G2 is

L(G1�G2) = L(G1)⊗ IN2
+ IN1

⊗ L(G2) , (5.49)
where IN denotes theN×N identitymatrix. If (E

(1)
1 , . . . , E

(1)
N1

) and (E
(2)
1 , . . . , E

(2)
N2

) are the Lapla-
cian spectra of G1 and G2, respectively, then the eigenvalues of L(G1�G2) are

E(1)
m + E(2)

n , (5.50)

with 1 ≤ m ≤ N1 and 1 ≤ n ≤ N2. Moreover, if |e(1)
m 〉 is the eigenstate of L(G1) corresponding to

E
(1)
m , and |e(2)

n 〉 the eigenstate of L(G2) corresponding to E(2)
n , then

|e(1)
m 〉 ⊗ |e(2)

n 〉 (5.51)

is the eigenstate of L(G1�G2) corresponding to E(1)
m + E

(2)
n [285].

5.C.2 Quantum Fisher Information
The Laplacian matrix L(G) is the Hamiltonian of a CTQW on the graph G1�G2. According to
the energy eigenvalues (5.50), the partition function is

Z(G1�G2) = Z(G1)Z(G2) , (5.52)
where Z(G1) is the partition function for a CTQW on the graph G1, and Z(G2) is the partition
function for a CTQW on the graph G2. It follows that the expectation value of the energy is

〈Ĥ(G1�G2)〉 = 〈Ĥ(G1)〉+ 〈Ĥ(G2)〉 . (5.53)
Moreover

〈Ĥ2(G1�G2)〉 = 〈Ĥ2(G1)〉+ 〈Ĥ2(G2)〉+ 2〈Ĥ(G1)〉〈Ĥ(G2)〉 , (5.54)
and so the QFI (5.32) follows by definition (5.6).

5.C.3 Fisher Information for position measurement
A generic vertex of G1�G2 is (j, k) ∈ V (G1) × V (G2), meaning that j ∈ V (G1) and k ∈ V (G2).
Accordingly, a position eigenstate in G1�G2 is |j〉 ⊗ |k〉. According to Eqs. (5.50)–(5.52), the
Gibbs state is

ρT (G1�G2) = ρT (G1)⊗ ρT (G2) . (5.55)
The probability of finding the walker in (j, k) at a given temperature T is

p(j, k|T ) = Tr [ρT (G1�G2) |j〉〈j| ⊗ |k〉〈k|]

=
∑
m

e−E
(1)
m /T

Z(G1)
|〈j|e(1)

m 〉|2
∑
n

e−E
(2)
n /T

Z(G2)
|〈k|e(2)

n 〉|2

= p1(j|T )p2(k|T ) , (5.56)

140



5.D – Exact QFI for the complete bipartite graph

where p1(j|T ) is the probability of finding the walker in the vertex j of G1, and, analogously,
p2(k|T ) is the probability of finding the walker in the vertex k of G2. Notice that∑j p1(j|T ) =∑
k p2(k|T ) = 1. Since

∂T p(j, k|T ) = [∂T p1(j|T )] p2(k|T ) + p1(j|T )∂T p2(k|T ) , (5.57)

we find that the FI (5.10) is

Fc(G1�G2|T ) =
∑
j

(∂T p1(j|T ))
2

p1(j|T )

∑
k

p2(k|T ) +
∑
k

(∂T p2(k|T ))
2

p2(k|T )

∑
j

p1(j|T )

+ 2
∑
j

∂T p1(j|T )
∑
k

∂T p2(k|T ) , (5.58)

from which Eq. (5.33) follows, since ∑j ∂T p1(j|T ) = ∂T
∑
j p1(j, T ) = 0 and analogously∑

k ∂T p2(k|T ) = 0.

5.C.4 Grid graph and torus grid graph
In this section we offer some details to assess the QFI and the FI for the grid graph and torus grid
graph in Table 5.1. In particular, we report the number of edgesM and the sum of the degrees
squared ∑k d

2
k required to compute the QFI (5.17) and the FI (5.20) in the high-temperature

regime, as well as the energy level E1 and its degeneracy g1 required to compute the QFI (5.13)
in the low-temperature regime.

The grid graph GN,N = PN�PN is the Cartesian product of two path graphs PN , and repre-
sents aN ×N square lattice with OBCs. The total number of vertices isN2, while the number of
edges isM = 2N(N − 1). There are four vertices with degree 2 (the corners), (N − 2) vertices
with degree 3 on each side of square lattice, and the remaining N2 − 4 − 4(N − 2) = (N − 2)2

vertices have degree 4. Hence∑k d
2
k = 4(4N2 − 7N + 2). The path graph PN has nondegenerate

energies E0 = 0 and E1 = 2[1 − cos(π/N)]. The grid graph has exactly the same E1 but with
degeneracy g1 = 2, since, according to Eq. (5.50), it results from the two possible combinations
of E0 and E1 of the two PN .

The torus grid graph TN,N = CN�CN is the Cartesian product of two cycle graphs CN , and
represents aN×N square lattice with PBC. The total number of vertices isN2, while the number
of edges isM = 2N2. It is 4-regular, hence∑k d

2
k = 16N2. The cycle graphCN has nondegenerate

energy E0 = 0 and 2-degenerate energy E1 = 2[1− cos(2π/N)]. The torus grid graph has exactly
the same E1 but with degeneracy g1 = 4, since, according to Eq. (5.50), it results from the four
possible combinations of E0 and E1 of the two CN .

5.D Exact QFI for the complete bipartite graph
The energy spectrum of the complete bipartite graph KN1,N2

consists of only four energy levels
(see Sec. 5.4.3). This allows us to obtain the QFI at all the temperatures from Eq. (5.6)

Fq(T ) =
e−2(N1+N2)/T

Z2T 4

{
N2

1 e
N1/T

[
(N1 − 1) + e2N2/T (N2 − 1)

]
+N2

2 e
N2/T

[
e2N1/T (N1 − 1) + (N2 − 1)

]
+ e(N1+N2)/T

[
N3

1 (N2 − 1)−N2
2 (N2 − 2)

+N1N
2
2 (N2 + 1)−N2

1 (2N2
2 −N2 − 2)

]}
, (5.59)
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whereZ = 1+(N2−1)e−N1/T +(N1−1)e−N2/T +e−(N1+N2)/T . For the star graph SN , which is the
complete bipartite graph K1,N−1, the spectrum reduces to three energy levels, and the resulting
QFI is

Fq(T ) =
e−(N+1)/T

[
eN/T (N − 2) + (N − 2)(N − 1)2 + e1/TN2

]
T 4
[
(1 + (N − 2)e−1/T + e−N/T

]2 . (5.60)
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Presto.
Modeling of transport phenomena
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Chapter 6

Transport efficiency of
continuous-time quantum walks on
graphs

As known, a continuous-time quantum walk describes the propagation of a quantum particle (or an exci-
tation) evolving continuously in time on a graph. As such, it provides a natural framework for modeling
transport processes, e.g., in light-harvesting systems. In particular, the transport properties strongly de-
pend on the initial state and on the specific features of the graph under investigation. In this chapter, we
address the role of graph topology, and investigate the transport properties of graphs with different regu-
larity, symmetry, and connectivity. We neglect disorder and decoherence, and assume a single trap vertex
accountable for the loss processes. In particular, for each graph, we analytically determine the subspace
of states having maximum transport efficiency. Our results provide a set of benchmarks for environment-
assisted quantum transport, and suggest that connectivity is a poor indicator for transport efficiency. In-
deed, we observe some specific correlations between transport efficiency and connectivity for certain graphs,
but in general they are uncorrelated.

6.1 Introduction
Modeling quantum transport processes by means of continuous-time quantum walks (CTQWs)
is indeed a well-established practice and an appropriate mathematical framework. Quantum
transport has been investigated with this approach on restricted geometries [286], semi-regular
spidernet graphs [287], Sierpinski fractals [288], and on large-scale sparse regular networks
[289]. CTQWs have been used to model transport of nonclassical light in coupled waveguides
[290], coherent exciton transport on hierarchical systems [291], small-world networks [292], Apol-
lonian networks [293], and on an extended star graph [294], coherent transport on complex net-
works [41], and exciton transfer with trapping [295, 296]. It is worth noting that CTQWs do
not necessarily perform better than their classical counterparts, since the transport properties
strongly depend on the graph, the initial state, and on the propagation direction under investi-
gation [297]. A measure of the efficiency of quantum and classical transport on graphs by means
of density of states has been proposed in [298].

Biological systems are known to show quantum effects [299, 300] and efficient transport pro-
cesses. Hence the great interest in studying also CTQWs to model, e.g., exciton transport on
dendrimers [301], photosynthetic energy transfer [43], environment-assisted quantum trans-
port [302], dephasing-assisted transport on quantum networks and biomolecules [44], excitation
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transfer in light-harvesting systems [303, 304] and its limits [305]. There also studies concerning
disorder-assisted quantum transport on hypercubes and binary trees [306], because the latter can
model dendrimer-like structure for artificial light-harvesting systems [307, 308].

A full characterization of the transport properties on different structures is therefore desired.
Formally speaking, theCTQWHamiltonianmodeling transport processes shows similaritieswith
the CTQW Hamiltonian adopted to study the spatial search. Both of them consist of the sum,
with proper coefficients, of the Laplacian matrix, accountable for the motion of the walker on
the graph, and the projector onto one or more specific vertices. This projector is the trapping
Hamiltonian in transport problems and the oracle Hamiltonian in spatial search problems. Reg-
ularity, global symmetry, and connectivity of the graph have proved to be unnecessary for fast
spatial search [12, 309, 310] by invoking certain graphs, e.g., complete bipartite graphs, strongly
regular graphs, joined complete graphs, and a simplex of complete graphs, as counterexamples
of these false beliefs. In this work, we address the transport by CTQW on the above mentioned
graphs, which are different in terms of regularity, symmetry, and connectivity, and we assess the
transport efficiency for initial states localized at a vertex and for an initial superposition of two
vertices. Our focus is on the role of connectivity, if any. Indeed, regularity and global symmetry
are not required for efficient transport, because removing some edges in the complete graph and
the hypercube, which are regular and highly symmetric graphs, has been shown to improve the
transport efficiency [311].

6.2 Dimensionality reduction method
Agraph is a pairG = (V,E), whereV denotes the non-empty set of vertices andE the set of edges.
In most CTQW problems, the quantity of interest is the probability amplitude at a certain vertex
of the graph. The graph encoding the problem to solve often contains symmetries which allow
us to simplify the problem, since the evolution of the system actually occurs in a subspace of the
complete N -dimensional Hilbert space H spanned by the vertices of the graph, H = span({|v〉 |
v ∈ V }). We can determine the minimal subspace which contains the vertex of interest and is
invariant under the unitary time evolution via the dimensionality reduction method for CTQW,
proposed by Novo et al. [311], which we briefly review in this section for completeness. Such
subspace, also known as a Krylov subspace [106], contains the vertex of interest and all powers
of the Hamiltonian applied to it. The relevance and the power of this method is that the graph
encoding a given problem can be mapped onto an equivalent weighted graph, whose order is
lower than the order of the original graph and whose vertices are the basis states of the invariant
subspace. The corresponding reduced Hamiltonian still fully describes the dynamics relevant to
the considered problem.

The unitary evolution can be expressed as

|ψ(t)〉 = e−iHt |ψ0〉 =

∞∑
k=0

(−it)k

k!
Hk |ψ0〉 , (6.1)

so |ψ(t)〉 is contained in the subspace I(H, |ψ0〉) = span({Hk |ψ0〉 | k ∈ N0}). This subspace ofH
is invariant under the action of the Hamiltonian and thus also of the unitary evolution. Naturally,
dim I(H, |ψ0〉) ≤ dimH = N , but if the Hamiltonian is highly symmetrical, only a small number
of powers ofHk |ψ0〉 are linearly independent, so the dimension of I(H, |ψ0〉) can bemuch smaller
than N .

Let P be the projector onto I(H, |ψ0〉). Then

U(t) |ψ0〉 = PU(t)P |ψ0〉 =

∞∑
k=0

(−it)k

k!
(PHP )k |ψ0〉 = e−iPHPt |ψ0〉 = e−iHredt |ψ0〉 , (6.2)
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where Hred = PHP is the reduced Hamiltonian, and we used the fact that P 2 = P (projector),
P |ψ0〉 = |ψ0〉, and PU(t) |ψ0〉 = U(t) |ψ0〉.

For any state |φ〉 ∈ H, which we consider the solution of the CTQW problem, we have

〈φ|U(t) |ψ0〉 = 〈φ|PPU(t)P |ψ0〉 = 〈φ|Pe−iHredt |ψ0〉 = 〈φred| e−iHredt |ψ0〉 , (6.3)

where, the reduced state, |φred〉 = P |φ〉. Reasoning analogously with the projector P ′ onto the
subspace I(H, |φ〉) we obtain

〈φ|U(t) |ψ0〉 = 〈φ| e−iH
′
redt |ψ0red〉 , (6.4)

with H ′red = P ′HP ′ and |ψ0red〉 = P ′ |ψ0〉.
An orthonormal basis of I(H, |φ〉), denoted by {|e1〉 , . . . , |em〉}, can be obtained iteratively as

follows: the first basis state is |e1〉 = |φ〉, then the successive ones are obtained by applying H
on the current basis state and orthonormalizing with respect to the previous basis states. The
procedure stops when we find the minimum m such that H |em〉 ∈ span({|e1〉 , . . . , |em〉}). The
reduced Hamiltonian, i.e., H written in the basis of the invariant subspace, has a tridiagonal
form, so the original problem is mapped onto an equivalent problem governed by a tight-binding
Hamiltonian of a line withm sites.

6.3 Quantum transport
The CTQW on a graph G(V,E) of N vertices provides a useful framework to model, e.g., the
dynamics of a particle or a quasi-particle (excitation) in a network. The quantum walker moves
under the Hamiltonian

H = γL = γ
∑
i∈V

deg(i) |i〉〈i| − γ
∑

(i,j)∈E

(|i〉〈j|+ |j〉〈i|) , (6.5)

where L = D −A is the graph Laplacian.1 The Hamiltonian (6.5) can be read as a tight-binding
Hamiltonian with uniform nearest-neighbor couplings γ ∈ R+ and on-site energies γ deg(i). In
the following we set the units such that γ = ~ = 1, so hereafter time and energy will be dimen-
sionless.

However, in general, an excitation does not stay forever in the system in which it was cre-
ated. In biological light-harvesting systems, the excitation gets absorbed at the reaction center,
where it is transformed into chemical energy. In such scenario, the total probability of finding
the excitation within the network is not conserved. We assume a graph in which the walker can
only vanish at one vertex w ∈ V , known as trap vertex or trap. The component of the walker’s
wave function at the trap vertex is absorbed by the latter at a trapping rate κ ∈ R+ [41]. Then, to
phenomenologically model such loss processes we have to change the Hamiltonian (6.5), so we
introduce the trapping Hamiltonian

Htrap = −iκ |w〉〈w| , (6.6)

which is anti-Hermitian. This leads to the desired non-unitary dynamics described by the total
Hamiltonian

H = L− iκ |w〉〈w| . (6.7)

1See also Sec. 1.1.2.
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This Hamiltonian has the same structure as the Hamiltonian for the spatial search of a marked
vertex w [31], i.e., it is the sum of the Laplacian matrix and the projector onto |w〉, with proper
coefficients. For spatial search, the projector onto |w〉 plays the role of the oracle Hamiltonian and
the search Hamiltonian is Hermitian. For quantum transport, the projector onto |w〉, because of
the pure imaginary constant, plays the role of the trapping Hamiltonian (6.6) and the transport
Hamiltonian (6.7) is not Hermitian.

A relevant measure for a quantum transport process is the transport efficiency [302], which
can be defined as the integrated probability of trapping at the vertex w

η = 2κ

∫ +∞

0

〈w| ρ(t) |w〉 dt = 1− Tr

[
lim

t→+∞
ρ(t)

]
, (6.8)

where 2κ〈w|ρ(t)|w〉dt is the probability that the walker is successfully absorbed at the trap within
the time interval [t, t+ dt] and ρ(t) = |ψ(t)〉〈ψ(t)| is the density matrix of the walker. The second
equality of Eq. (6.8) is due to the following reason. The surviving total probability of finding
the walker within the graph at time t is 〈ψ(t)|ψ(t)〉 = Tr[ρ(t)] and it is ≤ 1 because of the loss
processes at the trap vertex. Since the transport efficiency is the integrated probability of trapping
in the limit of infinite time, we can also assess the transport efficiency as the complement to 1 of
the probability of surviving within the graph, which is the complementary event.

In this scenario there is no disorder in the couplings or site energies of theHamiltonian nor de-
coherence during the transport. In this ideal regime computing the transport efficiency amounts
to finding the overlap of the initial state with the subspace Λ(H, |w〉) spanned by the eigenstates
of the Hamiltonian |λk〉 having a non-zero overlap with the trap |w〉, as proved by Caruso et al.
[304]. Indeed, the dynamics is such that the component of the initial state within the space Λ is
absorbed by the trap, whereas the component outside this subspace, i.e., in Λ̄ = H \ Λ, remains
in the graph (see Fig. 6.1). Let us expand the initial state on the basis of the eigenstates of the
Hamiltonian

|ψ0〉 =

m∑
k=1

〈λk|ψ0〉 |λk〉+

N∑
k=m+1

〈λk|ψ0〉 |λk〉 = |ψΛ〉+ |ψΛ̄〉 , (6.9)

where we assume the eigenstates form an orthonormal basis2 and are ordered in such a way
that Λ = span({|λk〉 | 1 ≤ k ≤ m}) and Λ̄ = span({|λk〉 | m + 1 ≤ k ≤ N}). Then, the
components in Λ̄ are not affected by the open-dynamics which acts at the trap vertex w. The
remaining components evolve in the subspace Λ defined by having a finite overlap with the trap
and are therefore absorbed at the trap. In the limit of t→ +∞ the net result is the following: the
total survival probability of finding the walker in the graph is 〈ψΛ̄|ψΛ̄〉 ≤ 1, i.e., it is due to the
part of the initial state expansion in Λ̄; instead, the part of the initial state expansion in Λ is fully
absorbed at the trap, and so η = 〈ψΛ|ψΛ〉 =

∑m
k=1 | 〈λk|ψ0〉 |2. A further consequence of this is

that if the system is initially prepared in a state |ψ0〉 ∈ Λ̄, then the walker will stay forever in the
graph without reaching the trap (η = 0); if the system is initially prepared in a state |ψ0〉 ∈ Λ,
then the walker will be completely absorbed by the trap (η = 1).

If on the one hand this analytical technique allows one to compute the transport efficiency
without solving dynamical equations, on the other hand diagonalizing the Hamiltonian still
might be a hard task. The dimensionality reduction method in Sec. 6.2 allows one to avoid di-
agonalizing the Hamiltonian, since it can be proved that Λ(H, |w〉) = I(H, |w〉) (see Appendix
6.A). Hence, we compute the transport efficiency as

η =

m∑
k=1

|〈ek|ψ0〉|2 , (6.10)

2In case of degenerate energy levels we consider the eigenstates after orthonormalization.
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H

〈ψ0|ψ0〉 = 1

Subspace Λ

|ψΛ〉

|w〉

Subspace Λ̄

|ψΛ̄〉 t→ +∞

H

〈ψ(∞)|ψ(∞)〉 ≤ 1

Subspace Λ

0

|w〉

Subspace Λ̄

|ψΛ̄(∞)〉

Figure 6.1. The quantumwalker is in the initial state |ψ0〉 (6.9) andhas components inΛ(H, |w〉),
the subspace spanned by the eigenstates of the Hamiltonian having a non-zero overlap with the
trap |w〉, and in Λ̄ = H \ Λ, the complement of Λ in the complete Hilbert spaceH. In the limit of
t→ +∞, the dynamics is such that the component having non-zero overlap with the trap is fully
absorbed by the trap, i.e., |ψΛ̄(∞)〉 = 0, whereas the component in Λ̄ survives. The dynamics
is not unitary and the total survival probability of finding the walker within the graph is not
conserved, i.e., 〈ψ(∞)|ψ(∞)〉 ≤ 1.

i.e., as the overlap of the initial state |ψ0〉with the subspace I(H, |w〉) = span({|ek〉 | 1 ≤ k ≤ m}).
We consider as the initial state either a state localized at a vertex, |ψ0〉 = |v〉, or a superposition

of two vertices, |ψ0〉 = (|v1〉 + eiθ |v2〉)/
√

2. The localized initial state is a paradigmatic choice
to take into account the fact that an excitation is usually created locally in a system. We also
considered a superposition to investigate possible effects of coherence. The transport efficiency
for the superposition of two vertices

ηs =
1

2

m∑
k=1

∣∣〈ek|v1〉+ eiθ 〈ek|v2〉
∣∣2 (6.11)

can be easily assessed, in some cases, when knowing the transport efficiency η1 and η2 for an
initial state localized at v1 and v2, respectively. If |v1〉 and |v2〉 have the same overlap with the
basis states, i.e., 〈ek|v1〉 = 〈ek|v2〉 for 1 ≤ k ≤ m, then η1 = η2 = η and we have

ηs(θ) =
1

2

∣∣1 + eiθ
∣∣2 η = (1 + cos θ)η , (6.12)

so 0 ≤ ηs(θ) ≤ 2η. Instead, if |v1〉 and |v2〉 have nonzero overlap with different basis states, i.e.,
〈ek|v1〉 /= 0 for 1 ≤ k ≤ m1 and 〈ek|v2〉 /= 0 form1 + 1 ≤ k ≤ m2, withm2 ≤ m, then we have

ηs =
1

2
(η1 + η2) , (6.13)

and it is does not depend on θ.
In the following sections we study quantum transport on different graphs which are relevant

in terms of symmetry, regularity, and connectivity. For each graph, we determine the basis of the
subspace inwhich the system evolves, the reducedHamiltonian (6.7), and the transport efficiency
(6.10) for an initial state localized at a vertex or a superposition of two vertices which is not
covered by Eq. (6.12). To analytically dealwith a graph, wewill group together the verticeswhich
evolve identically by symmetry [12, 309, 310, 312]. Wemean that such vertices behave identically
under the action of the Hamiltonian, in the sense that they are equivalent upon relabeling of
vertices, as well as, e.g., all the vertices in a complete graph are equivalent. This does not mean
that the time evolution |v1(t)〉 of an initial state localized at a vertex v1 is exactly equal to the
time evolution |v2(t)〉 of another initial state localized at v2 /= v1, but it means that these two time
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evolutions are the same upon exchanging the labels of the two vertices. Note that theHamiltonian
(6.7) acts on a generic vertex as the Laplacian, except for the trap vertex, which thus forms a subset
of one element, itself. The equal superpositions of the vertices in each subset form a orthonormal
basis for a subspace of the Hilbert space and the Hamiltonian written in such basis still fully
describes the evolution of the system. However, we point out that such basis spans a subspace
which, in general, is not the subspace I(H, |w〉) we need to compute the transport efficiency.
Nevertheless, this grouping of vertices provides a useful framework to analytically deal with the
system, and for this reason we will introduce it. Clearly, identically evolving vertices have the
same transport properties. However, vertices which are not equivalent for the Hamiltonian can
provide the same transport efficiency. For this reason, in the following we will stress when this
is the case.

6.3.1 Complete bipartite graph

The complete bipartite graph (CBG) G(V1, V2, E) is a highly symmetrical structure which, in
general, is not regular. The CBG has two sets of vertices, V1 and V2, such that each vertex of V1

is only connected to all the vertices of V2 and vice versa. The set of CBGs is usually denoted as
KN1,N2

, where the orders of the two partitionsN1 = |V1| andN2 = |V2| are such thatN1+N2 = N ,
withN the total number of vertices. The CBG is non regular as long asN1 /= N2 (seeK4,3 in Fig.
6.2), and the star graph is a particular case of CBG withN1 = N − 1 andN2 = 1. Without loss of
generality, we assume the trap vertex w ∈ V1.

b

b

b

w

V1

a

a

a

V2

Figure 6.2. Complete bipartite graph K4,3. The trap vertex w ∈ V1 is colored red. Identically
evolving vertices have same transport properties and are identically colored and labeled.

The system evolves in a 3-dimensional subspace (see Appendix 6.B.1) spanned by the or-
thonormal basis states

|e1〉 = |w〉 , |e2〉 =
1√
N2

∑
i∈V2

|i〉 , |e3〉 =
1√

N1 − 1

∑
i∈V1,
i /=w

|i〉 . (6.14)

This is also the basis wewould obtain by grouping together the identically evolving vertices in the
subsets Va = V2 and Vb = V1 \ {w} (see Fig. 6.2) [12]. In this subspace the reduced Hamiltonian

150



6.3 – Quantum transport

20 40 60 80 100
0

0.5

1

20 40 60 80 100
0

0.2

0.4

20 40 60 80 100
0

0.05

0.1

0.15

20 40 60 80 100
0

0.05

0.1

20 40 60 80 100
0

0.05

0.1

0.15

20 40 60 80 100
0

0.1

0.2

0.3

20 40 60 80 100
0

0.2

0.4

0.6

Figure 6.3. Transport efficiency η as a function of the order N of the complete bipartite graph for
different values of α = N1/N , withN1 = |V1|, and different initial states. Transport efficiencies η1(2)

(6.16) when the initial state is localized at a vertex in V1(2), and ηs (6.18) when the initial state is the
superposition of two vertices, one in V1 and the other in V2. The trap vertex w ∈ V1.

is

H =


(1− α)N − iκ −

√
(1− α)N 0

−
√

(1− α)N αN −
√

(1− α)(αN − 1)N

0 −
√

(1− α)(αN − 1)N (1− α)N

 , (6.15)

where α = N1/N ∈ Q+, N2 = (1 − α)N , since N1 + N2 = N . Notice that for G to be a CBG, α
must satisfy the condition 1/N ≤ α ≤ 1− 1/N .

If the initial state is localized at a vertex v /= w, then the transport efficiency is

η =


1

αN − 1
if v ∈ V1 ,

1

(1− α)N
if v ∈ V2 ,

(6.16)

and we observe that
η1 < η2 ⇔ 2α > 1 +

1

N
, (6.17)

where η1(2) := η(v ∈ V1(2)). Instead, if the initial state is a superposition of two vertices each of
which belongs to a different partition, i.e., v1 ∈ V1 \{w} and v2 ∈ V2, then the transport efficiency

ηs =
N − 1

2N(αN − 1)(1− α)
(6.18)

follows from Eq. (6.13), so clearly η2(1) ≤ ηs ≤ η1(2), where the alternative depends on the
condition (6.17). The transport efficiency depends on the parameters of the graph, N and α,
as well as on the initial state (see Fig. 6.3). Whether we consider an initial localized state or a
superposition of two localized states, the asymptotic behavior is η = O(1/N) if both N1 and N2

are sufficiently large.
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6.3.2 Strongly regular graph

A strongly regular graph (SRG) with parameters (N, k, λ, µ) is a graph withN vertices, not com-
plete or edgeless, where each vertex is adjacent to k vertices, for each pair of adjacent vertices
there are λ vertices adjacent to both, and for each pair of nonadjacent vertices there are µ vertices
adjacent to both [52, 313]. If we consider the red vertex w in Fig. 6.4, this means that there are k
yellow adjacent vertices, andN−k−1 blue vertices, all at distance 2. SRGs have a local symmetry,
but most have no global symmetry [309]. The four parameters (N, k, λ, µ) are not independent,
and for some parameters there are no SRGs. One necessary but not sufficient condition is that
the parameters satisfy

k(k − λ− 1) = (N − k − 1)µ , (6.19)

which can be proved by counting in two ways the vertices at distance 0, 1, and 2 from a given
vertex. Let us focus on the red vertex in Fig. 6.4 and count the pairs of yellow and blue vertices
adjacent to it. On the left-hand side of Eq. (6.19), the red vertex has k neighbors, the yellow ones.
Each yellow vertex has k neighbors, one of which is the red one and λ of which are other yellow
vertices, so it is adjacent to k− λ− 1 blue vertices. Hence, the number of pairs of adjacent yellow
and blue vertices is k(k − λ − 1). On the right-hand side of Eq. (6.19), we consider the blue
vertices, which, by definition, are not adjacent to the red vertex. There areN −k−1 blue vertices,
since there are N total vertices in the graph, one of which is red and k of which are yellow. Each
of the blue vertices is adjacent to µ yellow vertices, so there are (N − k − 1)µ pairs of yellow and
blue vertices. The condition (6.19) comes from equating these expressions [309].

w
a

b

b

a a

b

b

a

(a)

a

b

b b

b

w

a

b b

a

(b)

Figure 6.4. Two strongly regular graphs: (a) Paley graph with parameters (9,4,1,2) (parametriza-
tion (6.24) forµ = 2); (b) Petersen graphwith parameters (10,3,0,1). The trap vertexw is colored red.
Identically evolving vertices have same transport properties and are identically colored and labeled.

The system evolves in a 3-dimensional subspace (see Appendix 6.B.2) spanned by the or-
thonormal basis states

|e1〉 = |w〉 , |e2〉 =
1√
k

∑
(i,w)∈E

|i〉 , |e3〉 =
1√

N − k − 1

∑
(i,w)/∈E

|i〉 . (6.20)

This is also the basis we would obtain by grouping together the identically evolving vertices in
the subsets Va = {i | (i, w) ∈ E} and Vb = {i | (i, w) /∈ E} (see Fig. 6.4) [309]. In this subspace
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the reduced Hamiltonian is

H =


k − iκ −

√
k 0

−
√
k k − λ −

√
µ(k − λ− 1)

0 −
√
µ(k − λ− 1) µ

 . (6.21)

If the initial state is localized at a vertex v /= w, then the transport efficiency is

η =


1

k
if (v, w) ∈ E ,

1

N − k − 1
if (v, w) /∈ E .

(6.22)

Instead, if the initial state is a superposition of two vertices one of which is adjacent to w and the
other is not, i.e., (v1, w) ∈ E and (v2, w) /∈ E, then the transport efficiency

ηs =
N − 1

2k(N − k − 1)
(6.23)

follows from Eq. (6.13).
A family of SRGs is the Paley graphs (see Fig. 6.4(a)), which are parametrized by

(N, k, λ, µ) = (4µ+ 1,2µ, µ− 1, µ) (6.24)

where N must be a prime power3 such that N ≡ 1 (mod 4). According to the parametrization
(6.24), whether we consider an initial localized state or a superposition of two localized states,
the transport efficiency on a Paley graph is η = 1/2µ (see Eqs. (6.22)–(6.23)), regardless of the
fact that the vertices considered are adjacent or not to w.

6.3.3 Joined complete graphs

The transport efficiency on a complete graph, when the initial state is localized at a vertex v /= w,
is η = 1/(N − 1) [304, 311]. Here we consider two complete graphs of N/2 vertices joined by a
single edge (see Fig. 6.5). The two vertices, b1 and b2, forming the “bridge” have degree N/2,
whereas all the others have degreeN/2−1. We denote each complete graph byK(k)

N/2 = (Vk, Ek),
with k = 1,2, where |V1| = |V2| = N/2. Then, the resulting joined graph is such that V = V1 ∪ V2

and E = E1 ∪ E2 ∪ {(b1, b2)}.
Grouping together the identically evolving vertices, we define the subsets Va = V1 \ {w, b1}

and Vc = V2 \ {b2} (see Fig. 6.5). The system evolves in a 4-dimensional subspace (see Appendix

3A prime power is a prime or integer power of a prime [314].
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b1
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K
(1)
6 = (V1, E1)

c

cc

b2

c c

K
(2)
6 = (V2, E2)

Figure 6.5. A graph with 12 vertices constructed by joining two complete graphs of 6 vertices by a
single edge (b1, b2), the bridge. The trap vertex w ∈ V1 is colored red. Identically evolving vertices
have same transport properties and are identically colored and labeled. The vertices b1 and b2 show
the same transport efficiency even if they behave differently under the action of the Hamiltonian.

6.B.3) spanned by the orthonormal basis states

|e1〉 = |w〉 ,

|e2〉 =
1√

N/2− 1

(∑
i∈Va

|i〉+ |b1〉

)
,

|e3〉 =
1√

(N − 3)(N/2− 1)

[∑
i∈Va

|i〉 − (N/2− 2) |b1〉+ (N/2− 1) |b2〉

]
,

|e4〉 =
1√

(N − 3)[N(N/2− 2) + 1]

[∑
i∈Va

|i〉 − (N/2− 2)(|b1〉+ |b2〉)− (N − 3)
∑
i∈Vc

|i〉

]
. (6.25)

We point out that this basis spans a subspace of dimension 4, thus smaller than the 5-dimensional
subspace spanned by the basis defined by grouping together the identically evolving vertices
[310]. In the subspace spanned by the basis states {|e1〉 , . . . , |e4〉} the reduced Hamiltonian is

H =



N/2− 1− iκ −
√
N/2− 1 0 0

−
√
N/2− 1 N

N−2 −
√
N−3

N/2−1 0

0 −
√
N−3

N/2−1
1

N−3

(
N2

2 − 7 + 1
N/2−1

) √
(N/2−1)[N(N/2−2)+1]

N−3

0 0

√
(N/2−1)[N(N/2−2)+1]

N−3
N/2−1
N−3


. (6.26)
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If the initial state is localized at a vertex v /= w, then the transport efficiency is

η =



2(N − 1)

N(N − 4) + 2
if v ∈ Va ,

1

2
+

N − 3

N(N − 4) + 2
if v ∈ {b1, b2} ,

2(N − 3)

N(N − 4) + 2
if v ∈ Vc .

(6.27)

Assuming that each complete graph hasN/2 ≥ 3 vertices, then ηc < ηa ≤ ηb, where the subscript
refers to an initial state localized at vertex in Vc, in Va, and in the bridge {b1, b2}, respectively.
Instead, if the initial state is a superposition of two vertices, then

ηs(θ) =



(N − 2)[N + 4(1 + cos θ)]

4[N(N − 4) + 2]
=

1

4
+O

(
1

N

)
if v1 ∈ Va ∧ v2 ∈ {b1, b2} ,

2(N − 2− cos θ)

N(N − 4) + 2
=

2

N
+O

(
1

N2

)
if v1 ∈ Va ∧ v2 ∈ Vc ,

(N − 2)[N − (N − 4) cos θ]− 4

2[N(N − 4) + 2]
=

1− cos θ

2
+O

(
1

N

)
if v1 = b1 ∧ v2 = b2 ,

N(N + 2) + 4(N − 4) cos θ − 16

4[N(N − 4) + 2]
=

1

4
+O

(
1

N

)
if v1 ∈ {b1, b2} ∧ v2 ∈ Vc .

(6.28)
We observe that for the superposition of v1 ∈ Va and v2 ∈ Vc the transport efficiency ηs(π) is

equal to η for an initial state localized at v ∈ Va. For the superposition of b1 and b2, i.e., of the
vertices of the bridge, we have ηs(π) = 1. This means that such state belongs to I(H, |w〉), indeed

1√
2

(|b1〉 − |b2〉) =
1√
N − 2

(|e2〉 −
√
N − 3 |e3〉) . (6.29)

For an initial state localized at b1 or b2 we have the same transport efficiency ηb (6.27). How-
ever, the two vertices b1 and b2 have different overlap with the basis states |ek〉, so the transport
efficiency (6.28) for the superposition of them is not given by Eq. (6.12).

6.3.4 Simplex of complete graphs
We call M -simplex of complete graphs what is formally known as the first-order truncated M -
simplex lattice.4 It is obtained by replacing each of theM + 1 vertices of a complete graph with
a complete graph of M vertices (see Fig. 6.6). Each of the new M vertices is connected to one
of the edges coming to the original vertex. The graph is regular, vertex transitive and there are
N = M(M + 1) total vertices.

Grouping together the identically evolving vertices, we define the subsets Va, Vc, Vd, Ve, and
Vf

5 (see Fig. 6.6), having cardinality |Va| = |Vc| = |Vd| = |Ve| = M − 1, and |Vf | = (M − 1)(M −

4The truncatedM -simplex lattice is a generalization of the truncated tetrahedron lattice [315] and it is defined recur-
sively. The graph of the zeroth order truncatedM -simplex lattice is a complete graph ofM + 1 vertices. The graph for
the (n+1)th order lattice is obtained by replacing each of the vertices of the nth order graph with a complete graph ofM
vertices. The truncated simplex lattice has been studied in various problems, e.g., in statistical models [316], self-avoiding
random walks [317], and spatial search [310, 318].

5The yellow vertices a are adjacent to w and belong to the same complete graph. The blue vertex b is adjacent to w
but belongs to a different complete graph. The orange vertices c are adjacent to b and belong to the same complete graph.
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Figure 6.6. 5-simplex of complete graphs. The trap vertexw is colored red. Identically evolv-
ing vertices have same transport properties and are identically colored and labeled. The ver-
tices in Vc and Vd show the same transport efficiency even if they behave differently under the
action of the Hamiltonian.

2). Independently of M , the system evolves in a 5-dimensional subspace (see Appendix 6.B.4)
spanned by the orthonormal basis states

|e1〉 = |w〉 ,

|e2〉 =
1√
M

(∑
i∈Va

|i〉+ |b〉

)
,

|e3〉 =

√
M√

(M − 1)(M2 − 2M + 4)

{
M − 2

M

[∑
i∈Va

|i〉 − (M − 1) |b〉

]
+

∑
i∈Vc∪Vd

|i〉

}
,

|e4〉 =

√
M2 − 2M + 4√

(M − 1)(M3 + 2M2 − 8M + 16)

 2(M − 2)

M2 − 2M + 4

[∑
i∈Va

|i〉 − (M − 1) |b〉

]

− (M − 2)2

M2 − 2M + 4

∑
i∈Vc∪Vd

|i〉 − 2
∑
i∈Ve

|i〉 −
∑
i∈Vf

|i〉

 ,

|e5〉 =
1

M
√

(M − 1)(M − 2)(M3 + 2M2 − 8M + 16)

− 4(M − 2)

[∑
i∈Va

|i〉 − (M − 1) |b〉

]

+2(M − 2)2
∑

i∈Vc∪Vd

|i〉 −M2(M − 2)
∑
i∈Ve

|i〉+ 2(M2 − 2M + 4)
∑
i∈Vf

|i〉

 . (6.30)

The green vertices d, even if at distance 2 fromw, like the vertices c, are adjacent to a, and so they form a different subset.
The magenta vertices e are adjacent to c and belong to complete graphs other than the one the vertices c belong to. The
cyan vertices f are adjacent to e and d.
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Figure 6.7. Transport efficiency ηs(θ) (6.33) as a function of M for different initial states
|ψ0〉 = (|v1〉 + eiθ |v2〉)/

√
2. M is the number of vertices in each of the M + 1 complete

graphs forming theM -simplex. The initial states are the possible equal superposition of two
vertices one of which is b.

Note that when the basis states include the vertices in Vc and Vd, they always involve the equal su-
perposition of all the vertices in Vc∪Vd. Thus, these vertices are equivalent for quantum transport,
even if they behave differently under the action of the Hamiltonian. We point out that this basis
spans a subspace of dimension 5, thus smaller than the 7-dimensional subspace spanned by the
basis defined by grouping together the identically evolving vertices [310, 312]. In the subspace
spanned by the basis states {|e1〉 , . . . , |e5〉} the reduced Hamiltonian is a symmetric tridiagonal
matrix with cumbersome elements, so we store the main diagonal and the superdiagonal as fol-
lows



H1,1 H1,2

... ...

Hn,n Hn,n+1

... ...

H5,5 ∗


=



M − iκ −
√
M

3M−2

M
−
√

(M−1)(M2−2M+4)

M

M4−2M3+4M2−4M+8

M(M2−2M+4)

√
M(M3+2M2−8M+16)

M2−2M+4

M(M4−2M3+20M2−40M+64)

(M3+2M2−8M+16)(M2−2M+4)

M(M+2)
√

(M−2)(M2−2M+4)

M3+2M2−8M+16

(M+2)(M3−4M+8)

M3+2M2−8M+16
∗


, (6.31)

where the ∗ denotes the missing element because its index exceeds the size of the matrix.
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If the initial state is localized at a vertex v /= w, then the transport efficiency is

η =



M2 − 2

M2(M − 1)
if v ∈ Va ,

M2 − 2M + 2

M2
if v = b ,

2

M2
if v ∈ Vc ∪ Vd ,

1

M − 1
if v ∈ Ve ,

M2 − 2M + 4

M2(M − 1)(M − 2)
if v ∈ Vf .

(6.32)

Note that for an initial state localized at b, which is the only vertex adjacent to w which does not
belong to the complete graph of w (see Fig. 6.6), we have ηb ≈ 1 for largeM . Instead, if the initial
state is a superposition of two vertices, then

ηs(θ) =



M(M2 − 2M + 4)− 4 + 4(M − 1) cos θ

2M2(M − 1)
=

1

2
+O

(
1

M

)
if v1 ∈ Va ∧ v2 = b ,

M2 + 2M − 4 + 2(M − 2) cos θ

2M2(M − 1)
=

1

2M
+O

(
1

M2

)
if v1 ∈ Va ∧ v2 ∈ Vc ∪ Vd ,

1

M
+

1

M2
if v1 ∈ Va ∧ v2 ∈ Ve ,

M(M2 −M − 4) + 8− 4(M − 2) cos θ

2M2(M − 1)(M − 2)
=

1

2M
+O

(
1

M2

)
if v1 ∈ Va ∧ v2 ∈ Vf ,

M2 − 2M + 4− 2(M − 2) cos θ

2M2
=

1

2
+O

(
1

M

)
if v1 = b ∧ v2 ∈ Vc ∪ Vd ,

1

M2
− 1

M
+

M

2(M − 1)
=

1

2
+O

(
1

M

)
if v1 = b ∧ v2 ∈ Ve ,

M(M3 − 5M2 + 11M − 12) + 8

2M2(M − 1)(M − 2)
+

2

M2
cos θ =

1

2
+O

(
1

M

)
if v1 = b ∧ v2 ∈ Vf ,

1

M2
+

1

2(M − 1)
=

1

2M
+O

(
1

M2

)
if v1 ∈ Vc ∪ Vd ∧ v2 ∈ Ve ,

3M2 − 8M + 8 + 2(M − 2)2 cos θ

2M2(M − 1)(M − 2)
=

3/2 + cos θ

M2
+O

(
1

M3

)
if v1 ∈ Vc ∪ Vd ∧ v2 ∈ Vf ,

1

M2
+

1

M
− 1

M − 1
+

1

2(M − 2)
=

1

2M
+O

(
1

M2

)
if v1 ∈ Ve ∧ v2 ∈ Vf .

(6.33)
Whenever the superposition of two vertices involves the vertex b, we have ηs ≈ 1/2 for largeM ,
and, in particular, ηs(π) = 1/2 for v1 = b ∧ v2 ∈ Vc ∪ Vd, independently of M (see Fig. 6.7).
Whenever the superposition involves a vertex in Ve, the transport efficiency does not depend on
θ. Moreover, we observe that the equal superposition of the vertices in Ve belongs to I(H, |w〉,
since

1√
M − 1

∑
i∈Ve

|i〉 = − 1√
M3 + 2M2 − 8M + 16

(
2
√
M2 − 2M + 4 |e4〉+M

√
M − 2 |e5〉

)
,

(6.34)
and so this state provides η = 1.

158



6.4 – Measures of connectivity

In the M -simplex of complete graphs the total number vertices is N = M(M + 1), so the
asymptotic behavior of the transport efficiency must be understood according toM = O(

√
N).

6.4 Measures of connectivity
The vertex connectivity v(G) and the edge connectivity e(g) of a graph G are, respectively, the
number of vertices or edges we must remove to make G disconnected [319]. These are the two
most common measures of graph connectivity, and

v(G) ≤ e(G) ≤ δ(G) , (6.35)

i.e., both v(G) and e(G) are upper bounded by the minimum degree of the graph δ(G) [51]. An-
other measure follows from the Laplace spectrum of the graph. The second-smallest eigenvalue
a(G) of the Laplacian of a graph G with N ≥ 2 vertices is the algebraic connectivity [117, 273]
and, to a certain extent, it is a good parameter to measure how well a graph is connected. In
spectral graph theory it is well known, e.g., that a graph is connected if and only if its algebraic
connectivity is different from zero. Indeed, the multiplicity of the Laplace eigenvalue zero of an
undirected graph G is equal to the number of connected components of G [52]. For a complete
graph we know that v(KN ) = e(KN ) = N −1 and a(KN ) = N . Instead, for a noncomplete graph
Gwe have a(G) ≤ v(G), and so a(G) ≤ e(G) [319].

GraphG δ(G) v(G) = e(G) a(G)

CompleteKN N − 1 N − 1 N

Complete bipartiteKN1,N2
min(N1, N2) min(N1, N2) min(N1, N2)

Strongly regular (Type I) (N − 1)/2 (N − 1)/2 (N −
√
N)/2

Joined completeKN/2 N/2− 1 1 O(1/N)

M -simplex M = O(
√
N) M = O(

√
N) 1

Table 6.1. The minimum degrees and vertex, edge, and algebraic connectivities of the graphs with
N vertices considered in this work. For these graphs, the vertex and the edge connectivities are equal.
Note that in theM -simplex of complete graphs N = M(M + 1).

Results of the differentmeasures of connectivity for each graph are shown in Table 6.1. Vertex,
edge, and algebraic connectivities for the complete and the complete bipartite graphs are from
[319]. The measures of connectivity for theM -simplex of complete graphs are from [310].

The vertex connectivity of a SRG is v(G) = k [52] and the edge connectivity is e(G) = k. The
latter follows from Eq. (6.35), since δ(G) = k, or using the fact that if a graph has diameter 2,
as the SRG has [320], then e(G) = δ(G) [51]. To assess the algebraic connectivity, we need the
Laplace spectrum. The eigenvalues of the adjacency matrix A are

1

2

[
λ− µ±

√
(λ− µ)2 + 4(k − µ)

]
, k , (6.36)

and the scaling of them with N depends on the type of SRG. Indeed, SRGs can be classified into
two types [51, 313, 320]. Type I graphs, for which (N−1)(µ−λ) = 2k. This implies that λ = µ−1,
k = 2µ, andN = 4µ+1. They exists if and only ifN is the sum of two squares. Examples include
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the Paley graphs (see parametrization (6.24)). Type II graphs, for which (µ − λ)2 + 4(k − µ)
is a perfect square d2, where d divides (N − 1)(µ − λ) − 2k, and the quotient is congruent to
N − 1 (mod 2). Type I graphs are also type II graphs if and only ifN is a square [313]. The Paley
graph (9,4,1,2) is an example of this (see Fig. 6.4(a)). Not all the SRGs of type II are known,
only certain parameter families, e.g., the Latin square graphs [313], and certain graphs, e.g., the
Petersen graph (see Fig. 6.4(b)), are. Hence, we consider the algebraic connectivity only for the
SRGs of type I. According to the parametrization of the SRG of type I and to the fact thatD = kI ,
the eigenvalues of L = D −A are

0,
1

2
(N ∓

√
N) , (6.37)

from which the algebraic connectivity is a(G) = (N −
√
N)/2, since µ = (N − 1)/4 and k =

(N − 1)/2.
For the joined complete graphs we have v(G) = e(G) = 1, because of the bridge (see Fig. 6.5)

[321]. The Laplace spectrum is

0,
N

2
,

1

4

[
N + 4±

√
N(N + 8)− 16

]
, (6.38)

from which the algebraic connectivity is a(G) = [N + 4−
√
N(N + 8)− 16]/4.

Then, we assess whether connectivity of the graph may provide or not some bounds on the
transport efficiency for an initial state localized at a vertex. First, we focus on the regular graphs
considered in this work, for which δ(G) = v(G) = e(G) and this is equal to the degree. For a
complete graph we have 1/a(G) ≤ η = 1/(N − 1), and 1/(N − 1) is also the reciprocal of the
degree. For a SRG of type I we have η = 2/(N − 1) ≤ 1/a(G) for µ ≥ 1, and 2/(N − 1) is also
the reciprocal of the degree. Hence, from these two examples, we see that the reciprocal of the
algebraic connectivity does not provide a common bound on η. For theM -simplex of complete
graphs, we observe that a(G) = 1, from whose reciprocal we obtain the obvious upper bound
η ≤ 1. Note also that, in general, the transport efficiency for an initial state localized at vertex of
a regular graph is not the reciprocal of the degree, as shown, e.g., by the transport efficiency on a
general SRG (6.22) (degree k) and on theM -simplex (6.32) (degreeM).

Now, we focus on the non-regular graphs. For the joined complete graphs the reciprocal of the
vertex and edge connectivity provides the obvious bound η ≤ 1, whereas neither the reciprocal
of δ(G) nor that of a(G) provide a unique bound on η. Indeed, they are an upper or lower bound
on η depending on the initial state and the order of the graph (see Eq. (6.27)). For the CBG,
the vertex, edge, and algebraic connectivity is min(N1, N2) and its reciprocal is an upper or lower
bound on the transport efficiency (6.16) depending on the geometry of the graph. Indeed, we
have η1 ≤ η2 ≤ 1/min(N1, N2) for α > 1/2, i.e., N1 > N2, and 1/min(N1, N2) = η2 ≤ η1 for
α ≤ 1/2, i.e., N1 ≤ N2.

In conclusion, just by focusing on the transport efficiency for an initial state localized at a vertex
we observe that the connectivity is a poor indicator for the transport efficiency. First, because it
does not provide any general lower or upper bound for estimating the transport efficiency, and
transport efficiency and connectivity are generally uncorrelated (see Fig. 6.8). Second, because
transport efficiency strongly depends on the initial state, or rather, on the overlap of this with
the subspace spanned by the eigenstates of the Hamiltonian having non-zero overlap with the
trap vertex, as shown in Sec. 6.3. Note that, analogously, we have found no general correlation
between the transport efficiency and the normalized algebraic connectivity, which is the second-
smallest eigenvalue of the normalized Laplacian matrix L of elements Ljk = Ljk/

√
deg(j) deg(k)

[322].

160



6.5 – Conclusions

0 1 5 10 15
0

0.2

0.4

0.6

0.8

0 1 5 10
0

0.2

0.4

0.6

0.8

Figure 6.8. Scatter plot of the correlation between the transport efficiency η and (a) the edge or
vertex connectivity, e(G) and v(G) respectively, or (b) the algebraic connectivity a(G) (see also
Table 6.1). Same color denotes results for the same graph: complete graph (CG, N = 6,8,10,12),
complete bipartite graph (CBG,N = 12,18,24,30, α = 2/3), strongly regular graphs of type I (SRG,
N = 13,17,25,29), joined complete graphs (JCG, N = 12,18,24,30), and M -simplex of complete
graphs (SCG,M = 3,4,5,6). For a given a graph, different markers denote initial states localized
at different vertices v. Note that for the SRG of type I η = 1/2µ = 2/(N − 1) independently of the
fact that (v, w) ∈ E or (v, w) /∈ E. We observe some specific correlations between the transport
efficiency and the connectivity for a given graph, but globally, among different graphs, transport
efficiency and connectivity are uncorrelated.

6.5 Conclusions

In this chapter we have addressed the coherent dynamics of transport processes on graphs in
the framework of continuous-time quantum walks. We have considered graphs having differ-
ent properties in terms of regularity, symmetry, and connectivity and we have modeled the loss
processes via the absorbing of the wave function component at a single trap vertex w. We have
adopted the transport efficiency as a figure of merit to assess the transport properties of the sys-
tem. In the ideal regime, as the one we have adopted, where there is no disorder nor decoherence
processes during the transport, the transport efficiency η can be computed as the overlap of the
initial state with the subspace Λ(H, |w〉) spanned by the eigenstates of the Hamiltonian having
non-zero overlap with the trap vertex. According to the dimensionality reduction method, we
have determined the orthonormal basis of such subspace with no need to diagonalize the Hamil-
tonian. Therefore, any initial state which is a linear combination of such basis states provides the
maximum transport efficiency η = 1. We have considered as the initial state either a state local-
ized at a vertex or a superposition of two vertices, and computed the corresponding transport
efficiency. Overall, the most promising graph seems to be the M -simplex of complete graphs,
since it allows us to have a transport efficiency close to 1 for large M for an initially localized
state. Transport with maximum efficiency is also possible on other graphs, if the walker is ini-
tially prepared in a suitable superposition state. However, the coherence of these preparations
is likely to be degraded by noise, and the corresponding transport efficiency may be hard to be
achieved in practice.
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Our results suggest that connectivity of the graph is a poor indicator for the transport effi-
ciency. Indeed, we observe some specific correlations between transport efficiency and connec-
tivity for certain graphs, but in general they are uncorrelated. Moreover, transport efficiency
depends on the overlap of the initial state with Λ(H, |w〉) and the reciprocal of the measures of
connectivity we have assessed does not provide a general and consistent either lower or upper
bound on η. However, the topology of the graph is encoded in the Laplacian matrix, which con-
tributes to defining theHamiltonian. Thus, connectivity somehowaffects the transport properties
of the system in the sense that it affects the Hamiltonian.

On the other hand, the transport efficiency is the integrated probability of trapping in the
limit of infinite time, thus other figures of merit for the transport properties, such as the transfer
time, which is the average time required by the walker to get absorbed at the trap, and the sur-
vival probability might highlight the role of the connectivity of the graph, if any. Moreover, the
role of the trap needs to be further investigated, considering more than one trap vertex, differ-
ent trapping rates, and different trap location. Our analytical results are proposed as a reference
for further studies on the transport properties of these systems and as a benchmark for studying
environment-assisted quantum transport on such graphs. Indeed, our work paves the way for
further investigation including the analysis of more realistic systems in the presence of noise.

Appendices
6.A Subspace of the eigenstates of the Hamiltonian with non-

zero overlap with the trap
In this appendix we show that the subspace Λ(H, |w〉) of the eigenstates of the Hamiltonian hav-
ing nonzero overlap with the trap is equal to the subspace I(H, |w〉) = span({Hk |w〉 | k ∈ N0})
introduced in Sec. 6.2. This proof is from the Supplementary information of [311]. We report it
for sake of completeness and because we refine a key point, not addressed in the original proof,
about the right and the left inverse of a matrix.

Let Λ(H, |w〉) = span({|λ1〉 , . . . , |λm〉}), where H |λk〉 = λk |λk〉 andm is the minimum num-
ber of eigenstates of H having non-zero overlap with the trap, i.e., 〈w|λk〉 /= 0. In case of a de-
generate eigenspace, more than one eigenstate belonging to it can have a non-zero overlap with
|w〉, hence the need to find the minimum number m. The ambiguity is solved as follows. We
choose the eigenstate from this degenerate eigenspace having the maximum overlap with |w〉,
then we orthogonalize all the remaining eigenstates within such eigenspace with respect to it.
After orthogonalizing, these eigenstates have zero overlap with |w〉 [304, 311].

Let dim(I(H, |w〉)) = m1, dim(Λ(H, |w〉)) = m2, andN the dimension of the complete Hilbert
space. First, we prove that I(H, |w〉) ⊆ Λ(H, |w〉), i.e., that any state Hi |w〉 ∈ I(H, |w〉) also
belongs to Λ(H, |w〉):

Hi |w〉 =

N∑
k=1

〈λk|w〉Hi |λk〉 =

m2∑
k=1

〈λk|w〉Hi |λk〉 =

m2∑
k=1

〈λk|w〉λik |λk〉 , (6.39)

since 〈λk|w〉 = 0 for m2 + 1 ≤ k ≤ N . Any state Hi |w〉 can therefore be expressed as a linear
combination of the eigenstates of the Hamiltonian having a non-zero overlap with the trap, so
Hi |w〉 ∈ Λ(H, |w〉)∀i ∈ N0. Second, we prove that Λ(H, |w〉) ⊆ I(H, |w〉), i.e., that any state of
Λ(H, |w〉) can be expressed as a linear combination of the states of I(H, |w〉). We can write

|λj〉 =

m1∑
i=1

cjiH
i−1 |w〉 =

m2∑
k=1

m1∑
i=1

cjiλ
i−1
k 〈λk|w〉 |λk〉 =

m2∑
k=1

m1∑
i=1

cjiMik |λk〉 , (6.40)
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with matrix elementMik = λi−1
k 〈λk|w〉, provided that∑m1

i=1 cjiMik = δjk. In terms of matrices,
this condition is Cm2×m1

Mm1×m2
= Im2×m2

, which means that C is the left inverse of M , i.e.,
C = M−1

L . Analogously, rewriting Eq. (6.39) and then using the first equality of Eq. (6.40), we
have

Hj−1 |w〉 =

m2∑
i=1

〈λi|w〉λj−1
i |λi〉 =

m2∑
i=1

Mji |λi〉 =

m2∑
i=1

m1∑
k=1

MjicikH
k−1 |w〉 , (6.41)

provided that ∑m2

i=1Mjicik = δjk. In terms of matrices, this condition is Mm1×m2
Cm2×m1

=
Im1×m1

, which means that C is the right inverse ofM , i.e., C = M−1
R . Therefore,M has a left and

a right inverse, so M must be square, m1 = m2 = m, and M−1
L = M−1

R = M−1 = C is unique
[323]. The condition underwhichΛ(H, |w〉) ⊆ I(H, |w〉) is thus thatM must be am×m invertible
matrix. The matrixM is invertible if det(M) /= 0. We define twom×mmatrices, Vij = λi−1

j and
the diagonal matrix Dij = δij 〈λj |w〉, such thatM = V D. Since 〈λj |w〉 = 0 for 1 ≤ j ≤ m, then
det(V ) /= 0. The matrix V is of the Vandermonde form, so det(V ) =

∏
1≤i<j≤m(λi − λj). This

determinant is non-zero since all the states |λk〉, for 1 ≤ k ≤ m, belong to different eigenspaces,
so all the λk are different from each other. Hence, det(M) = det(V ) det(D) /= 0, soM is always
invertible and this condition ensures that Λ(H, |w〉) ⊆ I(H, |w〉). This concludes the proof that
Λ(H, |w〉) = I(H, |w〉).

6.B Basis of I(H, |w〉) for each graph
In this appendix we analytically derive the orthonormal basis {|ek〉} spanning the subspace
I(H, |w〉) for each graph considered. The first basis element is |e1〉 = |w〉, the trap vertex, and
the k-th element |ek〉 is obtained by orthonormalizing (O.N.) H |ek−1〉 with respect to the sub-
space spanned by {|e1〉 , . . . , |ek−1〉}. The procedure stops when we find the minimum m such
that H |em〉 ∈ span({|e1〉 , . . . , |em〉}). The Hamiltonian (6.7) is the sum of the Laplacian matrix,
generating the CTQW on the graph, and the trapping Hamiltonian (6.6), which projects onto the
trap |w〉with proper coefficient.

6.B.1 Complete bipartite graph
The Laplacian matrix of the CBGKN1,N2

is
L = N2

∑
i∈V1

|i〉〈i|+N1

∑
j∈V2

|j〉〈j| −
∑
i∈V1

∑
j∈V2

(|i〉〈j|+ |j〉〈i|) , (6.42)

since deg(i ∈ V1) = N2 and deg(j ∈ V2) = N1 (see Fig. 6.2). The basis states (6.14) are obtained
as follows:

H|e1〉 = (N2 − iκ)|w〉 −
∑
j∈V2

|j〉 = (N2 − iκ)|e1〉 −
√
N2|e2〉

O.N.−−→ |e2〉 , (6.43)

H|e2〉 =
N1√
N2

∑
j∈V2

|j〉 − 1√
N2

∑
i∈V1

∑
j∈V2

|i〉 = N1|e2〉 −
√
N2

∑
i∈V1,
i /=w

|i〉 −
√
N2|e1〉

= N1|e2〉 −
√
N2(N1 − 1)|e3〉 −

√
N2|e1〉

O.N.−−→ |e3〉 , (6.44)

H|e3〉 =
N2√
N1 − 1

∑
i∈V1

i /=w

|i〉 − 1√
N1 − 1

∑
i∈V1

i /=w

∑
j∈V2

|j〉 = N2|e3〉 −
√
N2(N1 − 1)|e2〉 . (6.45)

In conclusion, any stateHk|w〉 ∈ span({|e1〉, |e2〉, |e3〉})∀k ∈ N0, thus the states (6.14) form an
orthonormal basis for the subspace I(H, |w〉).
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6.B.2 Strongly regular graph
The Laplacian matrix of the SRG with parameters (N, k, λ, µ) is

L = kI −
∑

(j,i)∈E

|j〉〈i| , (6.46)

where I =
∑
i∈V |i〉〈i| is the identity. Indeed, in a SRG each vertex has degree k, so the diagonal

degree matrix is D = kI (see Fig. 6.4). The basis states (6.20) are obtained as follows:

H|e1〉 = (k − iκ)|e1〉 −
∑

(j,w)∈E

|j〉 = (k − iκ)|e1〉 −
√
k|e2〉

O.N.−−→ |e2〉 . (6.47)

To address the computation of the next basis states, a remark is due. The diameter of a con-
nected SRG G, i.e., the maximum distance between two vertices of G, is 2 [320]. This means
that, given a vertex w, we can group all the other vertices in two subsets as follows: the subset
of the vertices at a distance 1 from w (adjacent); the subset of the vertices at a distance 2 from w
(nonadjacent). Because of the structure of the SRG, where two (non)adjacent vertices have λ (µ)
common adjacent vertices, in the following we face summations with repeated terms.

To determine the third basis state we consider

H|e2〉 = k|e2〉 −
1√
k

∑
(i,w)∈E

∑
(j,i)∈E

|j〉

= (k − λ) |e2〉 −
√
k |e1〉 −

√
µ(k − λ− 1) |e3〉

O.N.−−→ |e3〉 . (6.48)

To explain this, we have to focus on∑(i,w)∈E
∑

(j,i)∈E |j〉. The index of the first summation runs
over the vertices i adjacent tow, whereas the index of the second summation runs over the vertices
j adjacent to i. On the one hand, the vertexw is counted k times, because it has k adjacent vertices
i, each of which, in turn, has j = w among its adjacent vertices. On the other hand, the index
of the second summation runs over the vertices adjacent and nonadjacent to w, because of the
structure of the SRG. Each vertex j adjacent to w, i.e., (j, w) ∈ E, is connected to other λ vertices
adjacent tow, so it is counted λ times. Each vertex j nonadjacent tow, i.e., (j, w) /∈ E, is connected
to µ vertices adjacent to w, so it is counted µ times. Thus we have∑

(i,w)∈E

∑
(j,i)∈E

|j〉 = k |e1〉+ λ
∑

(j,w)∈E

|j〉+ µ
∑

(j,w)/∈E

|i〉

= k |e1〉+ λ
√
k |e2〉+ µ

√
N − k − 1 |e3〉 . (6.49)

So, according to Eq. (6.19), we can write µ
√

(N − k − 1) =
√
µk(k − λ− 1), from which Eq.

(6.48) follows.
Then, we consider

H |e3〉 = k |e3〉 −
1√

N − k − 1

∑
(i,w)/∈E

∑
(j,i)∈E

|j〉 = µ |e3〉 −
√
µ(k − λ− 1) |e2〉 . (6.50)

Again, to explain this, we have to focus on the term∑
(i,w)/∈E

∑
(j,i′)∈E |j〉 in the second equality.

The index of the first summation runs over the vertices i nonadjacent to w, whereas the index of
the second summation runs over the vertices j adjacent to i. Each vertex j nonadjacent to w, i.e.,
(j, w) /∈ E, is connected to other k−µ vertices nonadjacent to w, so it is counted k−µ times. Each
vertex j adjacent to w, i.e., (j, w) ∈ E, is connected to k − λ− 1 vertices nonadjacent to w, so it is
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counted k − λ− 1 times. Thus we have
∑

(i,w)/∈E

∑
(j,i)∈E

|j〉 = (k − λ− 1)
∑

(i,w)∈E

|i〉+ (k − µ)
∑

(i,w)/∈E

|i〉

= (k − λ− 1)
√
k |e2〉+ (k − µ)

√
N − k − 1 |e3〉 . (6.51)

So, according to Eq. (6.19), we can write (k−λ−1)
√
k =

√
µ(N − k − 1)(k − λ− 1), fromwhich

Eq. (6.50) follows.
In conclusion, any stateHk|w〉 ∈ span({|e1〉, |e2〉, |e3〉})∀k ∈ N0, thus the states (6.20) form an

orthonormal basis for the subspace I(H, |w〉).

6.B.3 Joined complete graphs

The Laplacian matrix of the two complete graphsKN/2 joined by a single edge (b1, b2) is

L = L1 + L2 + |b1〉〈b1|+ |b2〉〈b2| − |b1〉〈b2| − |b2〉〈b1|︸ ︷︷ ︸
bridge

, (6.52)

where

Lk =

(
N

2
− 1

)∑
i∈Vk

|i〉〈i| −
∑

(i,j)∈Ek

|i〉〈j| (6.53)

is the Laplacian matrix of the complete graph K(k)
N/2, with k = 1,2. The bridge introduces the

edge between the vertices b1 and b2 and correctly makes the degree of such vertices be N/2 (see
Fig. 6.5). Hence, L |v〉 = Lk |v〉 for any vertex v ∈ Vk \ {bk}. Instead, L |bk〉 = (N/2) |bk〉 −∑

(i,bk)∈Ek |i〉 − |bk̄〉, where k̄ is the complement of k in {1,2}.
Reasoning by symmetry, we introduce the subsets of the identically evolving vertices, i.e., the

subsets containing the vertices which behave identically under the action of the Hamiltonian:

H |w〉 = (N/2− 1− iκ) |w〉 −
∑
i∈Va

|i〉 − |b1〉 , (6.54)

H
∑
i∈Va

|i〉 = 2
∑
i∈Va

|i〉 − (N/2− 2)(|w〉+ |b1〉) , (6.55)

H |b1〉 = N/2 |b1〉 −
∑
i∈Va

|i〉 − |w〉 − |b2〉 , (6.56)

H |b2〉 = N/2 |b2〉 −
∑
i∈Vc

|i〉 − |b1〉 , (6.57)

H
∑
i∈Vc

|i〉 =
∑
i∈Vc

|i〉 − (N/2− 1) |b2〉 , (6.58)

where Va = V1 \ {w, b1} and Vc = V2 \ {b2}. Note that the results of H applied on the vertices
b1 or b2 are different, and this is the reason why they form different subsets. According to these
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preliminary results, the basis states (6.25) are obtained as follows:

H |e1〉 =(N/2− 1− iκ) |w〉 −
∑
i∈Va

|i〉 − |b1〉
O.N.−−→ |e2〉 , (6.59)

H |e2〉 =
1√

N/2− 1

[
−(N/2− 1) |w〉+

∑
i∈Va

|i〉+ 2 |b1〉 − |b2〉

]
O.N.−−→ |e3〉 , (6.60)

H |e3〉 =
1√

(N − 3)(N/2− 1)

[
N/2

∑
i∈Va

|i〉 − (N2/4− 3) |b1〉+ (N2/4− 2) |b2〉

−(N/2− 1)
∑
i∈Vc

|i〉

]
O.N.−−→ |e4〉 , (6.61)

and it can be proved that

H |e4〉 =

√
N/2− 1

N − 3

(√
N(N/2− 2) + 1 |e3〉+

√
N/2− 1 |e4〉

)
. (6.62)

In conclusion, any state Hk|w〉 ∈ span({|e1〉, . . . , |e4〉})∀k ∈ N0, thus the states (6.25) form an
orthonormal basis for the subspace I(H, |w〉).

6.B.4 Simplex of complete graphs
The Laplacian matrix is defined as L = D−A. For aM -simplex of complete graphs the diagonal
degree matrix is D = MI , since the graph is regular, and the adjacency matrix is

A =

M+1∑
m=1

A
(m)
intra +Ainter , (6.63)

where
A

(m)
intra =

∑
(i,j)∈Em

|i(m)〉〈j(m)| (6.64)

is the intra-graph adjacency matrix, i.e., within the complete graphK(m)
M , and

Ainter =

M+1∑
m=1

M∑
i=1

|i(m)〉〈(M + 1− i)(m′)| , (6.65)

withm′ = 1 + mod(i+m− 1,M + 1), is the inter-graphs adjacency matrix, i.e., between different
complete graphs. The index m labels the complete graphs K(m)

M forming the M -simplex. Note
that Eq. (6.65) follows the labeling of the vertices in Fig. 6.9 and it is just one of the possible ways
to computationally implement the inter-graphs contribution.

In this case, using the notion of adjacency and reasoning by symmetry to introduce the subsets
of the identically evolving vertices provide a frameworkwhich, analytically, is simpler and clearer
to deal with than using explicitly the Laplacian above defined. These subsets contain the vertices
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Figure 6.9. Labeling of vertices in a 5-simplex of complete graphs. The trap vertex w is colored
red and assumed to be |1〉 inK(1)

5 . Same coloring denotes the subsets Vα of identically evolving
vertices α, with α = w, a, b, c, d, e, f (see also Fig. 6.6). Note that each of the two vertices w and
b forms a subset of one element, itself.

which behave identically under the action of the Hamiltonian:

H |w〉 = (M − iκ) |w〉 −
∑
i∈Va

|i〉 − |b〉 , (6.66)

H
∑
i∈Va

|i〉 = 2
∑
i∈Va

|i〉 − (M − 1) |w〉 −
∑
i∈Vd

|i〉 , (6.67)

H |b〉 = M |b〉 − |w〉 −
∑
i∈Vc

|i〉 , (6.68)

H
∑
i∈Vc

|i〉 = 2
∑
i∈Vc

|i〉 − (M − 1) |b〉 −
∑
i∈Ve

|i〉 , (6.69)

H
∑
i∈Vd

|i〉 = M
∑
i∈Vd

|i〉 −
∑
i∈Va

|i〉 −
∑
i∈Ve

|i〉 −
∑
i∈Vf

|i〉 , (6.70)

H
∑
i∈Ve

|i〉 = M
∑
i∈Ve

|i〉 −
∑
i∈Vc

|i〉 −
∑
i∈Vd

|i〉 −
∑
i∈Vf

|i〉 , (6.71)

H
∑
i∈Vf

|i〉 = 2
∑
i∈Vf

|i〉 − (M − 2)

(∑
i∈Vd

|i〉+
∑
i∈Ve

|i〉

)
. (6.72)

Note that the results ofH applied on the vertices in Vc or in Vd are different, and this is the reason
why they form different subsets. According to these preliminary results, the basis states (6.30)
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are obtained as follows:

H |e1〉 =(M − iκ) |w〉 −
∑
i∈Va

|i〉 − |b〉 O.N.−−→ |e2〉 , (6.73)

H |e2〉 =
1√
M

(
2
∑
i∈Va

|i〉 −M |w〉+M |b〉 −
∑

i∈Vc∪Vd

|i〉

)
O.N.−−→ |e3〉 , (6.74)

H |e3〉 =

√
M√

(M − 1)(M2 − 2M + 4)

M − 4

M

∑
i∈Va

|i〉 − (M − 1)2 |b〉+
M2 −M + 2

M

∑
i∈Vc∪Vd

|i〉

−2
∑
i∈Ve

|i〉 −
∑
i∈Vf

|i〉

 O.N.−−→ |e4〉 , (6.75)

H |e4〉 =
1√

(M − 1)(M2 − 2M + 4)(M3 + 2M2 − 8M + 16)

(M2 − 4)

[∑
i∈Va

|i〉 − (M − 1) |b〉

]

+ 2(M2 −M + 2)
∑

i∈Vc∪Vd

|i〉 −M(M2 − 2M + 8)
∑
i∈Ve

|i〉

+(M − 2)2
∑
i∈Vf

|i〉

 O.N.−−→ |e5〉 , (6.76)

and it can be proved that

H |e5〉 =
M + 2

M3 + 2M2 − 8M + 16

[
M
√

(M − 2)(M2 − 2M + 4) |e4〉+ (M3 − 4M + 8) |e5〉
]
.

(6.77)
In conclusion, any state Hk|w〉 ∈ span({|e1〉, . . . , |e5〉})∀k ∈ N0, thus the states (6.30) form an

orthonormal basis for the subspace I(H, |w〉).
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Chapter 7

Concluding remarks and
perspectives

In this thesis we have presented and discussed the results of the research carried out during
my PhD, which have been devoted to the theoretical study of continuous-time quantum walks
(CTQWs) in the framework of quantum technologies. We have focused on the dynamics of
CTQWs and on their potential application to quantummetrology and tomodeling transport pro-
cesses. The prototype model of CTQW on a graph G is the time evolution of a quantum walker
whose allowed positions are the vertices of G and whose allowed paths are the edges between
them. The state of the walker satisfies the Schrödinger equation with a Hamiltonian given by the
Laplacian matrix L, which is the matrix representation of G and plays the role of the kinetic en-
ergy of the walker. Besides fundamental interest, understanding and characterizing the CTQW
dynamics beyond the prototypical model, as done in the present thesis, may pave the way to
further applications in modeling physical processes and in quantum technologies.

Regarding the dynamics, in Chapter 2 we have studied CTQWs generated by the Hamiltonian
H = L+λL2, where the perturbation λL2 is a convenient way to introduce next-nearest-neighbor
hopping. We have considered cycle, complete, and star graphs, because paradigmatic models for
connectivity and symmetry. After analytically solving the eigenproblemof eachLaplacianmatrix,
we have assessed the time evolution of an initially localizedwalker, characterizing its dynamics in
terms of probability distribution, mixing properties, inverse participation ratio, and coherence.
We have observed that the perturbation strongly affects the CTQW in the cycle and in the star
graph, whereas it is negligible in the complete graph. While the general quantum features of
CTQWs are still present in their perturbed versions, novel effects emerge, such as the possibility
of making the evolution on the star graph periodic for certain values of the perturbation param-
eter λ. In addition, we have addressed the optimal estimation of λ, determining the walker’s
preparations and the simple graphs that maximize the quantum Fisher information (QFI).

A quantum walker spreads ballistically on the line and on the two-dimensional square lat-
tice, meaning that the variance of the position is proportional to the square of time, σ2 ∝ t2,
and so it spreads faster than its classical counterpart, σ2 ∝ t (diffusive spread). In Chapter 3
we have answered the question whether the ballistic spread is a universal feature of CTQWs or
not. Our results suggest that there exist limits to the envisaged universality. We have considered
CTQWs on the regular tessellations of the Euclidean plane (triangular, square, and honeycomb
lattices) and defined the CTQW Hamiltonian by spatially discretizing the Laplace operator ac-
cording to the different geometries. Numerically computing the time evolution of an initially
localized walker, we have observed that the walker spreads ballistically on Bravais lattices and
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sub-ballistically, but still faster than diffusively, on non-Bravais lattices. After that, we have as-
sumed that thewalker is a (spinless) particle with charge q subjected to a perpendicularmagnetic
field. We have considered a vector potentialA in the symmetric gauge, which is known to break
translational symmetry but to preserve the rotational one. Under the assumption of hopping only
to nearest neighbors, we have proposed two approaches to define the CTQW Hamiltonian: (i)
Introducing the Peierls phase-factors and (ii) spatially discretizing the original Hamiltonian in
the continuum, H = (p − qA)2/2m. Numerically computing the time evolution of an initially
localized walker, we have observed in both cases that the larger the magnitude of the magnetic
field, the lower the variance of position. Also, the probability distribution of the walker is char-
acterized by a trade-off between the circular symmetry, due to the gauge, and the symmetry of
the underlying lattice. The differences between the two dynamics emerge over time. In (i) the
walker eventually moves away from the initial site, while in (ii) its dynamics mimics periodic
oscillations around the initial site and the effects of the Lorentz force. This is due to the fact that
the Hamiltonian (i) attributes the Peierls phase-factor to the tunneling matrix elements of the
free-particle Hamiltonian, thus it does not include the term A2 which is instead present in the
Hamiltonian (ii) and, acting as a harmonic potential (symmetric gauge), confines the walker.

Regarding the applications of CTQWs in quantummetrology, we have studied their potential
use in magnetometry and thermometry. In Chapter 4, we have put forward the idea of lattice
quantum magnetometry. The probe is a charged spinless particle on a finite two-dimensional
square lattice in the presence of a locally transverse magnetic field, either homogeneous or in-
homogeneous, whose magnitude we want to estimate. Our scheme finds its root in CTQWs,
but it does not exploit their dynamical properties, being based on ground-state measurements.
According to our numerical results, the system has turned out to be of interest as a quantummag-
netometer, providing non-negligible QFI with relevant peaks in a large range of configurations.
Moreover, ultimate bounds to precision may be approached by position measurement, which is
also robust against coarse-graining, i.e., reduction of resolution.

Employing the concept of QFI and graph theory, in Chapter 5 we have assessed the role of
topology on the thermometric performance of a given system. The key idea is to use a finite
system as a probe for estimating the temperature of an external environment. We have modeled
the thermometer as a set of vertices for the CTQW of an excitation at thermal equilibrium, and
evaluated the QFI of Gibbs states, providing analytical approximations that allow us to interpret
the exact numerical results. The topology is inherently taken into account as the Hamiltonian
of the system is the Laplacian matrix. Considering paradigmatic graphs and two-dimensional
lattices, we have found that low connectivity is a resource to build precise thermometers working
at low temperatures, whereas highly connected systems are suitable for higher temperatures. Our
results suggest that quantum probes are particularly efficient in the low-temperatures regime,
where the QFI reaches its maximum, and that it is the fragility of quantum coherencewhatmakes
the system a good sensor for temperature (a common feature in quantum probing).

Another field of application of CTQWs is the modeling of transport processes. In Chapter
6 we have modeled them as coherent CTQWs of an excitation, neglecting decoherence and dis-
order. To mimic what happens, e.g., in biological light-harvesting systems, where the excitation
gets absorbed at the reaction center, we have assumed a single trap vertex accountable for the
loss processes. We have considered graphs with different topological properties and the trans-
port efficiency, the integrated probability of trapping in the limit of infinite time, as a figure of
merit. By means of the dimensionality reduction method, which is based on the notion of Krylov
subspace, we have analytically computed the transport efficiency for different initial states, lo-
calized or equal superposition of two vertices, and graphs, determining the subspace of states
with maximum transport efficiency. Our results suggest that connectivity is a poor indicator for
transport efficiency, because we have observed some specific correlations for certain graphs, but
in general connectivity and transport efficiency are uncorrelated.

172



Concluding remarks and perspectives

Future perspectives of the present work concern the study of CTQWs as open quantum sys-
tems. It is commonly believed that external noise is detrimental with respect to the ideal noiseless
scenario, e.g., the random telegraph noise for spatial search [33], but it can actually be a resource,
as observed, e.g., in environment-assisted quantum transport [302] and environment-assisted
quantum search [324]. Including environmental noise in the model is necessary and desirable
for at least two reasons. First, to have a more realistic model, even to be implemented on ex-
isting platform and near-term devices. Second, to study which applications are robust against
noise or may even benefit from it. Further perspectives concerning the four pillars of quantum
technologies are:

i. Quantum communication To the best of our knowledge, applications of CTQWs to quan-
tum cryptography are missing, while quantum direct communication protocols [325] and
cryptographic protocols [326–329] based on discrete-time quantum walks have been pro-
posed in recent years.

ii. Quantum simulation Partially related to this area and its purpose of being a tool to design
newmaterials, we mention that deep neural networks can use the density profiles formed in
CTQWs to efficiently identify properties of a topological phase as well as phase transitions
[330]. This may be used to identify quantum topological materials serving as a platform for
new quantum technologies, such as fault-tolerant quantum computers.

iii. Quantum metrology and sensing An experimental validation of the schemes proposed
in Chapter 4 for magnetometry and Chapter 5 for thermometry would be desirable. The
assumption we made in Chapter 5, i.e., having a system whose Hamiltonian is a Laplacian
matrix, might seem unphysical, but actually CTQWs relative to the adjacency and Laplacian
matrices are intimately related to quantum spin networks, respectively, in theXY andXY Z
(isotropic Heisenberg model) interaction model, considering the single excitation subspace
[331, 332]. As an example, the spin-1/2 XY Z quantum Heisenberg model can be realized
with bosonic atoms loaded in the p band of an optical lattice in the Mott regime [333] or
simulated in a trapped-ion system [334].

iv. Quantum computing Despite the fact that CTQWs are universal for quantum computation
and there are indications on how to compute using them [335], CTQWs have not received
as much attention as the quantum circuit model or quantum annealing (suited for optimiza-
tion tasks, but not universal). This is mainly due to the difficulties involved in dealing with
their continuous-time nature and with the topology of the graphs. Physical platforms usu-
ally impose severe constraints on the arbitrariness of the connectivity one can implement. On
the other hand CTQWs are a powerful tool and a basic subroutine for many quantum algo-
rithms. In principle, we may implement the continuous-time evolution on a circuit model,
thus on the existing platforms, by approximating the evolution operator as a set of quantum
gates by using techniques like the Trotter-Suzuki decomposition. However, what generally
makes the design of quantum circuits for CTQWs difficult is that (i) the evolution operator
requires a time-dependent quantum circuit implementation and (ii) the CTQW does not act
locally on vertices [336]. The global structure of a graph must be taken into account in de-
signing quantum circuits, and the connectivity of the quantum processor is often a limit. In
this regard, new opportunities may emerge from fully-connected programmable quantum
computers in a trapped ion system [337]. Efficient implementations of CTQWs on quan-
tum circuits have been realized for circulant graphs [338], others have been proposed for
composite graphs [336], and possibilities have been explored to simulate CTQWs on IBM Q
devices [339]. Finding efficient implementations may pave the way to a renewed interest in
the algorithmic applications of CTQWs. We believe that algorithms based on CTQWs should
be preferably designed taking into account limits and opportunities of near-term quantum
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computing systems [340]. A way might be to identify CTQW problems that are highly re-
ducible. The reduced Hamiltonian still reproduces the same dynamics as the original one
that encodes the problem [311], but saves a significant amount of resources. As an exam-
ple, the spatial search of a vertex on a complete graph of N vertices can be reduced to the
CTQW on a weighted line of two vertices, independently of N . An overview of the dimen-
sionality reduction approach to spatial search is offered in Ref. [341]. According to another
proposal, this problem can be tackled by hybrid adiabatic–quantum-walk algorithms, even
in the presence of noise [342].

Alongside this, CTQWs are now studied in frontier research topics. An approach based on
convolutional neural network can determine the conditions (graph type and quantum system
coherence) to achieve quantum advantage in particle transfer across networks [98]. Moreover,
there is a proposal [343] of constructing a stochastic quantum walk, a form of decohered CTQW,
between the global firing states of a quantum neural networks which shows the property of asso-
ciative memory, an important feature of neural networks. Quantum stochastic walks on graphs
mimicking neural networks are of use also in quantum state discrimination [344, 345]. Com-
plex networks are another field of current interest and CTQWs have been investigated, e.g., to
study connection instabilities and community structure [346], community detection [347], and
link prediction [348].
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