
19/09/2024 02:40

Doping of III-V Arsenide and Phosphide Wurtzite Semiconductors / Giorgi, G.; Amato, M.; Ossicini, S.;
Cartoixa, X.; Canadell, E.; Rurali, R.. - In: JOURNAL OF PHYSICAL CHEMISTRY. C. - ISSN 1932-7447. -
124:49(2020), pp. 27203-27212. [10.1021/acs.jpcc.0c09391]

Terms of use:
The terms and conditions for the reuse of this version of the manuscript are specified in the publishing
policy. For all terms of use and more information see the publisher's website.

(Article begins on next page)

This is the peer reviewd version of the followng article:



1 Doping of III−V Arsenide and Phosphide Wurtzite Semiconductors
2 Giacomo Giorgi,∇ Michele Amato,∇ Stefano Ossicini, Xavier Cartoixa,̀ Enric Canadell,*
3 and Riccardo Rurali*

Cite This: https://dx.doi.org/10.1021/acs.jpcc.0c09391 Read Online

ACCESS Metrics & More Article Recommendations *sı Supporting Information

4 ABSTRACT: The formation energies of n- and p-type dopants in
5 III−V arsenide and phosphide semiconductors (GaAs, GaP, and
6 InP) are calculated within a first-principles total energy approach.
7 Our findings indicate thatfor all the considered systemsboth
8 the solubility and the shallowness of the dopant level depend on the
9 crystal phase of the host material (wurtzite or zincblende) and are
10 the result of a complex equilibrium between local structural
11 distortion and electronic charge reorganization. In particular, in the
12 case of acceptors, we demonstrate that impurities are always more
13 stable in the wurtzite lattice with an associated transition energy
14 smaller with respect to the zincblende case. Roughly speaking, this
15 means that it is easier to p-type dope a wurtzite crystal and the charge carrier concentration at a given temperature and doping dose
16 is larger in the wurtzite as well. As for donors, we show that neutral chalcogen impurities have no clear preference for a specific
17 crystal phase, while charged chalcogen impurities favor substitution in the zincblende structure with a transition energy that is
18 smaller when compared to the wurtzite case (thus, charge carriers are more easily thermally excited to the conduction band in the
19 zincblende phase).

20 ■ INTRODUCTION

21 Crystal-phase engineering is an emerging field in nanoscience
22 that consists of the design of materials with tailor-made
23 properties by growing ad hoc crystal phases. The interest in this
24 field was boosted by the enormous progresses made in recent
25 years in the growth of semiconducting nanowires (NWs)1,2

26 and, specifically, by the fact that metastable crystal phases,
27 which in bulk can only be obtained under extreme conditions
28 of temperature and pressure, can be stabilized at room
29 temperature and atmospheric pressure, thanks to a tight
30 control of growth conditions.3 Many III−V semiconductors,
31 such as arsenides4−7 and phosphides,8−11 that in bulk only
32 exhibit the zincblende (ZB) phase, can take the wurtzite (WZ)
33 structure when grown as NWs. Similarly, Si and Ge group-IV
34 semiconductors that in bulk have the 3C cubic-diamond crystal
35 structure can be synthesized in the 2H hexagonal-diamond
36 (i.e., lonsdaleite) polytype.12−15 The possibility of growing
37 semiconductors in different crystal phases is very appealing, as
38 it might enable novel applications.16 For instance, ZB GaP has
39 an indirect band gap and thus a limited light emission
40 efficiency, but in WZ GaP NWs, the band gap becomes direct,
41 resulting in a strong photoluminescence.9 Direct-band gap
42 emission has also been predicted and reported in hexagonal Ge
43 and SiGe alloys,17,18 materials that have a notoriously poor
44 light emission in the conventional cubic polytype adopted in
45 the bulk. Moreover, in general, different polytypes can present
46 different electronic,7,19−21 optical,22−26 and phononic proper-
47 ties.27−31

48Perhaps, the most ambitious (and exciting) goal of crystal-
49phase engineering is the design of complex structures by
50working only (or mostly) with different polytypes of the same
51material. The conditions that favor the formation of WZ over
52ZB segments in III−V NWs are well understood32−34 and can
53be dynamically tuned during the growth. Therefore, not only
54isolated homointerfaces between the ZB and WZ crystal phase
55of a same material can be obtained22,35−37 but also periodic
56superlattice structures can be obtained. In these crystal-phase
57superlattices, different polytypes of the same materialrather
58than different materials, like in conventional superlatticesare
59arranged periodically, building a metamaterial with its own
60unique properties, which can be tuned by controlling the
61number of periods and their thickness.38−41 These crystal-
62phase interfaces present some advantages over the most
63common heterojunctions between two different materials: (i)
64they have a very small lattice mismatch and (ii) they have no
65chemical intermixing. As a result, they are atomically flat and
66virtually defect-free, which makes them ideal candidates to
67design materials with tailored electronic38,42,43 and phononic
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68 properties.44,45 Similar effects have also been reported in the
69 less-common crystal-phase core−multishell NWs.46,47

70 The vast majority of applications that can be envisaged in
71 this context rely on impurity doping, which is the primary
72 approach to tune the electrical conductivity of semiconductors.
73 Indeed, the design of electronic devices is based on the
74 juxtaposition of regions with different doping features, for
75 example, in a pn junction, in a bipolar transistor or in a field-
76 effect transistor. Therefore, a detailed understanding of doping
77 in different crystal phases is necessary, both from the viewpoint
78 of the fundamental understanding of the underlying physical
79 mechanisms and for the operation of a multitude of
80 applications. Given a material, is it equally easy to dope it in
81 the ZB and WZ phase? Is the dopant activation energy the
82 same or does it differ in different polytypes? The answers to
83 these questions tell us how the solubility and the charge carrier
84 concentration depend on the crystal phase and have thus far
85 reaching consequences for the design and the optimization of
86 any device.
87 In this paper, we study by means of first-principles electronic
88 structure calculations of the doping of GaAs, GaP, and InP in
89 the ZB and WZ crystal phase, considering a few common
90 donor and acceptor impurities and an amphoteric impurity (Si
91 in GaAs), whose doping typedonor or acceptordepends
92 on the sublattice where the substitution takes place. We
93 consider both the neutral and singly charged impurity, thus
94 allowing us to estimate the transition energy, that is, the
95 shallowness of the dopant electron state, which determines the
96 concentration of extrinsic charge carriers that are excited in the
97 conduction or valence band for a certain doping dose and at a
98 given temperature, and thus the electrical conductivity. We
99 carry out our calculations in bulk systems, as a reasonable
100 approximation of NWs with diameters of several tens of nm
101 and where quantum confinement effects are negligible, which
102 are commonly used in emergent electronic devices. We
103 observe, nonetheless, that previous results obtained for Si
104 showed that ultrathin NWs (diameters of ∼2 nm) and bulk
105 systems qualitatively exhibit the same behavior regarding the
106 difference between the cubic and hexagonal crystal phase.43

107 ■ COMPUTATIONAL METHODS
108 Electronic Structure Calculations. We perform density
109 functional theory (DFT) calculations with the VASP code48

110 with the local density approximation (LDA) for the exchange−
111 correlation energy functional. We used a plane wave cutoff
112 ranging from 255.2 to 400 eV, depending on the atomic
113 species involved, with the projector augmented-wave meth-
114 od,49,50 including semicore d electrons for Ga and In. At first,
115 we optimized the lattice parameters of the ZB and WZ
116 primitive cells, sampling the Brillouin zone with a 10 × 10 × 10
117 and 10 × 10 × 6 grid of k-points, respectively. Our results are

t1 118 shown in Table 1. Substitutional impurities at both the group-
119 III and group-V sublattice were studied in 5 × 5 × 5 and 5 × 5
120 × 3 supercells of the 2- and 4-atom ZB and WZ primitive cells,
121 with a 2 × 2 × 2 grid of k-points. The geometry of the doped
122 supercells was optimized with a quasi-Newton algorithm until
123 all the forces on the atoms were lower than 0.01 eV/Å. This
124 computational setup proved to be accurate enough to give
125 converged values of the formation energy, as shown in previous
126 theoretical studies.51−54

127 We also used density functional perturbation theory
128 (DFPT) to compute the macroscopic dielectric tensor,
129 explicitly accounting for local field effects, which is needed

130for the charge correction scheme described below. We used the
131optimized lattice vectors and atomic positions obtained at the
132single-particle DFT level. The computational parameters are
133the same as for the DFT calculations, but we found that greatly
134increased k-point meshes are needed to obtain converged
135results. We used a 36 × 36 × 36 and 36 × 36 × 22 grid for the
136ZB and WZ polytypes, respectively. The results are
137summarized in Table 1.
138On top of the previously optimized primitive cells, we
139performed single-shot G0W0 calculations, where quasiparticle
140energies are calculated from a single GW iteration, that is, using
141the screened potential (W) as obtained from the DFT (LDA)
142step. To improve the quality of the results, a large number of
143real frequency points (200) have been employed for the
144Hilbert transform of W and self-energy, Σ. Similarly, a very
145large number of empty bands (∼200) have been included in
146the calculations to ensure convergence of the results.
147Handling of Computational Cells with Net Charge.
148Plane-wave DFT codes, but also localized basis set codes with
149a Poisson solver based on reciprocal space, assume that the
150system extends ad inf initum with the periodicity set at the
151input for the computational cell. For charge-neutral systems,
152this use of periodic boundary conditions (PBCs) is of course
153well justified in bulk 3D systems, and in lower dimensionalities,
154it poses no special difficulties, provided that a thick-enough
155vacuum buffer is added to prevent the interaction between the
156(spurious) system replicas.
157The situation is, however, different when addressing systems
158with isolated net charges, such as the case with an ionized
159dopant of interest to us here. The long-range Coulomb
160interaction between the PBC-induced charge replicas will
161introduce a spurious contribution to the total energy that must
162be corrected for. Several correction schemes have been
163proposed55−58 (see also ref 59 and references therein), often
164involving the computation of the Madelung energy for some
165geometric arrangement of point charges in a compensating
166background.60,61 In this work, we use a variant of the Makov−
167Payne scheme56 that some of us extended to the case of the
168arbitrary shape of the computational cell and tensor value of
169the dielectric constant,62 which is necessary for the hexagonal
170cells in the WZ case. This type of correction was shown to
171accelerate convergence in the case of NWs,63 and thus, it is
172also expected to do it here.
173The elements of the dielectric tensor that we have used for
174our Madelung correction have been obtained from a DFPT
175calculation as detailed above. We do not consider it necessary
176to correct these dielectric tensor entries with their
177experimental counterparts, given that the interaction between
178the point charge replicas will be screened according to our
179used theory level, that is, LDA.

Table 1. Lattice Parameters, Relative Dielectric Constants,
and G0W0 Band gaps (LDA Values are Indicated in
Parenthesis)

a (Å) c (Å) εxx εzz
bandgap
(eV)

GaAs zincblende 5.601 13.75 13.75 1.66 (0.54)
wurtzite 3.946 6.510 12.80 13.03 1.46 (0.55)

GaP zincblende 5.381 10.52 10.52 2.17 (1.39)
wurtzite 3.790 6.254 10.16 10.60 2.28 (1.32)

InP zincblende 5.821 11.41 11.41 1.42 (0.62)
wurtzite 4.107 6.748 10.73 10.96 1.49 (0.68)
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180 Formation Energy. The formation energy is the central
181 quantity in defect analysis and it tells us how likely it is to
182 observe a defect in a crystal matrix,59 either in the case of
183 intrinsic imperfections of the crystal lattice orthe case
184 addressed herewhen it comes to an impurity added on
185 purpose to alter in a controlled way the property of a material.
186 The knowledge of the formation energy of a defect delivers
187 some important information concerning the impurity equili-
188 brium concentrations,64−66 the solubilities,67,68 or the
189 diffusivities.69,70 Additionally, by comparing the formation
190 energy of a neutral and singly charged defect, one can obtain
191 the transition energy, a quantity of paramount importance in
192 semiconductor physics that tells us which is the energy needed
193 to thermally excite carriers from the dopant state to the
194 conduction or valence band. The formation energy, as
195 introduced by Zhang and Northrup,64 is written as follows

∑ μ μ= − + +E E n q E( )
i

i iform tot
D

e V
196 (1)

197 where Etot
D is the total energy of the system including the defect,

198 the sum runs over all the chemical species present, and ni and
199 μi are the number of atoms and chemical potential of species i,
200 respectively. q is the charge state of the defect and μe is the
201 chemical potential of the electron, which is referred to as EV,
202 the highest occupied eigenvalues of the pristine system.
203 Therefore, μe varies from 0at the top of the valence
204 bandto Egapat the bottom of the conduction bandthus
205 spanning the whole range of doping conditions.
206 In the case of a compound semiconductor like the ones
207 studied in this work, eq 1 is conveniently reformulated as65

μ

μ μ

μ μ

= − + − −

− + Δμ +

+ −

E E n n n n

q E n

1
2

( )
1
2

( )

( )

( )

form D
tot

Ga As GaAs
bulk

Ga As

Ga
bulk

As
bulk

e V X X
208 (2)

209 which, for simplicity, is written for the case of GaAs with a
210 generic impurity X. The chemical potentials μGa

bulk, μAs
bulk, and

211 μGaAs
bulk refer to the bulk compound of Ga, As, and GaAs. We

212 computed μGa
bulk and μAs

bulk as the energy per atom of Ga and As
213 in the orthorhombic and trigonal phase, respectively; for μGaAs

bulk ,
214 we considered the ZB or WZ crystal phase, depending on the
215 case being addressed. Note that μGa and μAs are the chemical
216 potential of Ga and As in GaAs, respectively, and that
217 computing their value is not straightforward. However, one can
218 observe that the chemical potential of bulk GaAs is μGaAs

bulk =
219 μGa

bulk + μAs
bulk − ΔHf, where ΔHf is the heat of formation of

220 GaAs. Now, Eform is a function of the bulk chemical potential of
221 Ga and As and of the parameter Δμ that accounts for the
222 difference between the chemical potentials of Ga and As in
223 GaAs and in their respective bulk state. The reformulation of
224 Eform in eq 2 has the advantage of expressing it in terms of well-
225 defined quantities (the bulk chemical potentials) and of the
226 parameter

μ μ μ μΔμ = − − −( ) ( )Ga As Ga
bulk

As
bulk

227 (3)

228 which accounts for the macroscopic stoichiometry conditions
229 of the material. Δμ can vary between −ΔHf, the limit that
230 corresponds to the As-rich conditions, and ΔHf, for the Ga-
231 rich material, conditions fixed by the inequalities μGa ≤ μGa

bulk

232and μAs ≤ μAs
bulk. This formalism is also applied to the case of

233GaP and InP, where we considered the cubic phase for bulk P
234and the trigonal phase for bulk In to define μP

bulk and μIn
bulk,

235respectively.
236In the case of the chemical potential of the dopant, μX (X =
237Si, C, Zn, S, and Te), we have taken the energy of the isolated
238atom, assuming that the impurity is incorporated into the
239crystal from the gas phase. This choice, although sound, is an
240approximation, because the chemical reservoir where the
241impurity comes from is not necessarily the one of a
242monoatomic gas. A different choice would result in a different
243value of the formation energy (see, e.g., ref 71 for a discussion
244of the case of H in SiC). Notice, however, that whenever we
245compare the formation energy of a given impurity in the ZB or
246WZ crystal phase, μX cancels out and thus, the conclusions do
247not depend on its exact value, as already shown in refs 53, 54.
248The same happens when comparing the formation energy of a
249dopant in the neutral and singly charged state, which
250determines the transition energy (neither the transition energy
251depends on μX).

252■ RESULTS AND DISCUSSION
253Stability and Band gap of the Pristine Bulk Systems.
254Before discussing impurity doping, it is instructive to revise the
255theory that explains why a given semiconductor adopts one
256crystal structure or the other, as it will then be important to
257understand the stability of dopants as well. The simplest way to
258understand the difference between the ZB and WZ crystal
259phases is by looking at the stacking sequence along the [111]
260cubic axis, which is equivalent to the [0001] axis of the WZ. As
261 f1it is easy to see in Figure 1a,b, in the ZB crystal structure, the

262III−V bilayers are stacked one on top of the other according to
263an ABCABC stacking motif, while in the WZ one, they follow
264an ABABAB stacking sequence. When III-arsenides or III-
265phosphides form, the starting point is always the AB stacking,
266as the sequence of two bilayers of the same type, for example,
267AA, is energetically unfavorable. When the next layer grows, it
268can take the A or C position and thus the ZB or WZ symmetry.
269In other words, the two polytype structures differ only in the
270eclipsed (WZ) or staggered (ZB) dihedral conformation that
271in turn affects the 1,4 atomic interactions (see in Figure 1c,d).

Figure 1. Side view of (a) ZB and (b) WZ lattice structure where the
ABCABC vs ABABAB stacking along the cubic [111] axis can be
appreciated. (c) Staggered and (d) eclipsed dihedral conformation of
the ZB and WZ crystal phases.
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272 Under such conditions, the preference for one of the two
273 crystal phases is the result of a competition between covalent
274 and ionic contributions.72,73 For compounds following the
275 octet rule, ANB8−N, the WZ structure is favored when the ionic
276 component is strong. The limiting case is constituted by group-
277 IV semiconductors, that is, Si, Ge, and diamond, where the
278 bond is fully covalent and that accordingly adopt the cubic
279 structure. Then, in III−V semiconductors, the larger the ionic
280 contribution is, the less the ZB phase will be favored over the
281 WZ one, until the latter becomes the ground state as in GaN.
282 Our results agree well with this picture, as we found that the
283 preference for the ZB structure according to our calculations is
284 21.9 meV for GaAs, 17.4 meV for GaP, and 10.6 meV for InP
285 per unit formula (f.u.), which follows a prediction based on the
286 electronegativity differences between the anion and cation
287 according to the Pauling scale, a crude measure of the ionicity
288 of the bond: 0.37 for GaAs, 0.38 for GaP, and 0.41 in InP.
289 Therefore, the larger the electronegativity difference is, the
290 more ionic is the bond and the less favored is the ZB crystal
291 phase. A more refined definition of the ionicity of a bond is the
292 so-called atomic asymmetry parameter (AAS) between a pair
293 of atoms,74,75 which is known to work well in crystals of the
294 ANB8−N type. The AAS values for GaAs, GaP, and InP are
295 0.316, 0.371, and 0.506, respectively, which are also in good
296 agreement with the abovementioned energy preferences. Other
297 criteria to estimate the ionic character of the chemical bond are
298 of course possible; see, for example, the ionicity scale based on
299 the centers of maximally localized Wannier functions of Abu-
300 Farsakh and Qteish.76

301 One of the reasons of interest in crystal-phase engineering is
302 the tunability of the electronic properties. Therefore, another
303 issue that we addressed and briefly discuss before moving to
304 the case of extrinsic doping is the dependence of the electronic
305 band gap on the crystal phase. As it is well known, DFT in its
306 local and semilocal approximation of the exchange−correlation
307 energy severely underestimates the band gap. Therefore, we
308 have performed quasiparticle G0W0 calculations that allow
309 bypassing this limitation. The results are reported in Table 1.
310 The electronic properties of bulk ZB GaAs have been
311 investigated from first principles since decades in view of the
312 microelectronic-oriented applications of the material77−80 and
313 theoretically assessing the band gap of GaAs main polymorphs
314 remains controversial, as a definitive conclusion is still missing
315 (see ref 16 for a detailed discussion). Furthermore, although
316 on one side, there is a large availability of experimental data
317 about ZB GaAs (see, e.g., refs 81, 82), the scarcity of
318 experimental data about WZ GaAs samples, mostly derived by
319 NW structures, makes the comparison with experimental data
320 for this polymorph a quite cumbersome task because of the
321 expected overestimation of the gap due to quantum confine-
322 ment effects. Indeed, there are experimental reports for the
323 band gap of WZ-GaAs NWs to be either larger or smaller than
324 the one of ZB-GaAs NWs by few tens of meV.16

325 A good description and comparison between DFT- and GW-
326 calculated electronic properties of the two polymorphs of GaAs
327 have been provided by Zanolli et al.:83 their LDA-calculated
328 value for WZ GaAs is 50 meV larger than the ZB-calculated
329 one, in good agreement with our findings (the absolute values
330 differ because Zanolli et al. used a different, custom-made
331 pseudopotential84) and with those of Yeh et al.78 On the other
332 hand, the GW values they obtained are 1.133 eV (ZB) and
333 1.351 eV (WZ), while at the quasiparticle level, we found the

334band gap of ZB GaAs to be larger than that of WZ GaAs (see
335Table 1).
336A similar problem can be encountered in the case of InP and
337GaP. Because the WZ bulk phase of these compounds is not
338stable under normal conditions, all the experimental data
339concerning its band gap are derived from indirect measure-
340ments on NWs (in which instead the WZ phase can be
341stabilized). The theoretical and experimental literature
342addressing this issue is less extensive when compared to that
343on GaAs. The band gap of WZ InP has been experimentally
344reported to be slightly larger than that of ZB InP (see for
345instance refs 85, 86), in agreement with our results (see Table
3461) and other theoretical calculations.87 On the other hand, a
347limited number of experiments have been performed to
348investigate the band gap of WZ GaP,9,26 which is expected to
349be around 2.19 eV. This value is not far from what we
350calculated (2.28 eV) and other ab initio quasiparticle
351calculations.88

352Impurity Doping: Stability and Transition Energies.
353General Considerations. Band theory of semiconductors relies
354on a perfect duality between n- and p-type doping, where
355electrons and holes are thermally excited from the impurity
356state to the conduction and valence band. Microscopically,
357however, this duality breaks down because chemical bonds are
358formed by electrons only. Therefore, the case of donors, where
359the four bonds of a tetrahedral semiconductor can be satisfied
360and there is an additional, loosely bound electron, is different
361from the case of acceptors, where the substitutional impurity
362only has three electrons to form bonds.
363In the ZB phase, all atoms occupy the center of a perfect
364tetrahedron with all four first neighbor distances equal (Td
365symmetry). This local symmetry is maintained in the case of
366doping with deformations consisting of the sole uniform
367contraction or expansion of the bond length. In the WZ phase,
368each atom has three equidistant first neighbors, while the
369fourth neighbor, along the c direction, is usually more far apart
370(C3v symmetry). The WZ structure has thus more structural
371freedom to adjust to perturbations induced by impurities
372because the variations in the bonding can be tuned by the fact
373that there are two different types of bonds. Therefore, when an
374acceptor is introduced in the lattice, it will try to form three
375bonds, something that is favored in the WZ structure where
376three of the bonds can become stronger and one weaker, the
377final outcome being the stabilization of the lattice. This does
378not happen in the ZB lattice. Thus, introducing electron
379deficiency in the pristine III−V solids provides a bias for the
380WZ structure.53

381Another way of tuning the WZ−ZB stability is by altering
382the ionic component of the bonding. In III−V solids, the bond
383is always partly ionic and one partner is electron-rich, whereas
384the other is electron-poor. Adding electrons or holes has
385different effects: adding electrons increases the electronic
386asymmetry and thus the ionic contribution, whereas adding
387holes decreases the electronic asymmetry and thus the ionic
388contribution. According to the discussion in the previous
389section, an increased ionicity favors the WZ lattice, while more
390covalent bonds favor the ZB. Therefore, adding (removing)
391electrons is expected to stabilize the WZ (ZB) crystal phase.
392Acceptors. We now move to the discussion of the main
393results of our study and start with impurities that provide p-
394type doping. We computed the formation energies of five
395different systems doped with an acceptor: CAs@GaAs, SiAs@
396GaAs, ZnGa@GaAs, ZnGa@GaP, and ZnIn@InP, where the
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397 notation CAs@GaAs stands for a C atom substituting an As
398 atom in a GaAs lattice (and likewise for the other cases). In all
399 the cases, we considered the neutral charge state and the −1
400 charge state, which is expected to be the more stable charge
401 state when the Fermi level lies above the dopant level. These
402 are all textbook cases of acceptors, where an atom of the lattice
403 is substituted by an impurity from the group of the periodic
404 table immediately to its left. Impurities from group-IV can, in
405 principle, be both donors and acceptors, depending on the
406 sublattice chosen for the substitution.89 This is the case of Si@
407 GaAs, which acts as an acceptor when it substitutes an As atom
408 and as a donor when it substitutes a Ga atom. C could behave
409 similarly, but substitution at the As sublattice is much more
410 stable than substitution at the Ga sublattice (we found a
411 difference of 0.27 and 0.37 eV in ZB and WZ GaAs,
412 respectively), so the latter in practice never occurs. We recall
413 that we carried out our calculations in bulk systems, as an
414 approximation of realistic, large-diameter NWs. For a study of
415 extrinsic defects in GaAs NWs, the interested reader can see,
416 for example, the studies of Galicka et al.90 and Diao et al.;91

417 intrinsic defects in GaAs and their relation with polytypism
418 have been explored by Du et al.92

419 The results of the formation energy as a function of the
420 chemical potential of the electron for GaAs are shown in

f2 421 Figure 2. As it can be seen, all the three acceptors have some

422 features in common: (i) the neutral impurity is always more
423 stable in the WZ lattice, for all values of μe (see dashed lines in
424 Figure 2); (ii) the increased stability is similar in all the cases;
425 and (iii) the transition energy is (slightly) smaller in the WZ
426 and the impurity state is shallower (see the zoomed view for
427 SiAs@GaAs). Simply put, it is easier to p-type dope GaAs in the
428 WZ phase and these dopants will be easier to activate.
429 Following the arguments given above, we now attempt to
430 rationalize the observed behavior. A very important factor to
431 consider in understanding the role of the impurity is the
432 mismatch between the impurity and the host lattice. The four
433 Ga−As bond lengths in pristine WZ GaAs are 2.422 (×3) and
434 2.433 Å. Let us consider the case of SiAs@GaAs (the full list of

435bond lengths is given in the Supporting Information). The Si−
436As bond lengths around the impurity are 2.348 (×3) and 2.353
437Å, that is, they are all shorter because Si is smaller than As. The
438four distances associated with the four nearest neighbor Ga
439atoms are 2.440−2.430 (×3) and 2.348−2.353 Å. This means
440that the structural perturbation of the impurity is almost
441limited to the second coordination sphere of the impurity.
442However, more important to notice is the fact that the three
443bonds for every nearest neighbor of the impurity connecting
444with the rest of the GaAs lattice are longer than in the pristine.
445In other words, the stabilizing effect due to the four bonds of
446the Si impurity is at least partially compensated by the
447destabilization of the 12 Ga−As bonds of the second
448coordination sphere. Of course, this effect occurs even more
449intensely for the case of CAs@GaAs. A different situation
450occurs for ZnGa@GaAs. In that case, the Zn−As distances are
4512.395 (×3) and 2.397 Å, which are shorter than the initial ones
452but not as much as for Si. However, now, the distances
453connecting the four nearest neighbors with the rest of the
454GaAs lattice are all around 2.390−2.400 Å, that is, they are all
455shorter than the initial ones. Clearly, the better match between
456the impurity and the host lattice allows a weaker but better
457balanced distortion of the lattice, which avoids the above-
458mentioned destabilization of 12 bonds and transforms it into
459stabilization.
460 t2For all neutral acceptor impurities studied (Table 2), we find
461that whatever the mismatch is, the WZ structure is clearly

462preferred. This is the consequence of two features, both
463already anticipated in the discussion in the previous section:
464(i) acceptor impurities generate electron deficiency in the
465already electron-deficient sites of the lattice and (ii) as far as
466the impurity is smaller or similar in size to the original host
467atom, the induced structural perturbation is more easily
468accommodated within the WZ lattice because of the larger
469structural freedom degrees allowing a 3 + 1-type coordination.
470As shown in Table 2, this preference is even increased for the
471charged impurities. Thus, the transition energies for acceptor
472impurities are always smaller (i.e., the impurity level is closer to
473the valence band, ΔE(0/−), in Table 2) in the WZ structure. If
474we consider impurities in the GaAs lattice, it is clear that the
475increase in the preference when the impurity is charged is an
476almost constant value (the only exception is singly charged Si
477that does not favor any crystal phase). By analyzing the Bader
478charges before and after the charging, we could conclude that
479there is barely any change at the impurity and four nearest
480neighbor sites, thus suggesting that the hole resulting from the
481acceptor impurity must be very delocalized in the lattice.
482Because adding an electron increases the charge asymmetry,

Figure 2. Formation energies as a function of the chemical potential
of the electron of Si, C, and Zn in ZB (continuous line) and WZ
(dashed line) GaAs. The side panels show zoomed-in views of SiAs
(top) and SiGa (bottom).

Table 2. Difference in the Neutral and Charged Impurity
Formation Energy, ΔEform, between the ZB and WZ
Structures (a Positive Value Indicates That the WZ Is More
Stable) for the Series of Acceptor Impurities Studieda

GaAs GaP InP

SiAs CAs ZnGa ZnP ZnP

ΔEform
0 187 248 197 94 33

ΔEform
−1 201 265 210 119 39

ΔE(0/−) 14 17 13 25 6
aAll energies are given in meV/f.u. We also report the difference in
transition energies, ΔE(0/−), between the ZB and WZ structures (a
positive value indicates that the impurity state in WZ is shallower).
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483 the WZ should be further stabilized over the ZB because of the
484 charging, although the effect is only modest for acceptor
485 impurities. Consequently, our calculations suggest that smaller
486 transition energies will be associated with larger stabilizations
487 of the WZ structure for the neutral impurity.
488 All these considerations are straightforwardly extended to
489 the case of ZnGa@GaP and ZnIn@InP, whose formation

f3f4 490 energies are shown in Figures 3 and 4, and thus confirm the
491 generality of the trends discussed.

492 Donors. We considered four different systems doped with a
493 donor: SiGa@GaAs, SP@GaP, TeP@GaP, and TeP@InP. In all
494 these cases, an atom of the lattice is substituted by an impurity
495 from the group of the periodic table immediately to its right.
496 We studied each impurity in the neutral and +1 charge state,
497 which is expected to be the more stable charge state when the

498Fermi level lies below the dopant level. As mentioned above, Si
499is an amphoteric dopant, so although SiAs@GaAs is an
500acceptor, here, we study SiGa@GaAs that acts as a donor.
501The results of the formation energy as a function of the
502chemical potential of the electron for the three compounds
503investigated are shown in Figures 2−4. Also, in this case, it is
504possible to highlight some common features: (i) neutral
505chalcogen impurities, S and Te, show no clear preference for
506the ZB or WZ crystal phase; (ii) charged chalcogen impurities
507favor substitution in the ZB structure; and (iii) the transition
508energy is smaller in the ZB, that is, the impurity state is
509shallower (see the zoomed-in view of SiGa@GaAs, TeP@GaP,
510and TeP@InP in the side panels). Therefore, at variance with
511the case of acceptors, donor impurities are more easily
512activated in the ZB crystal phase, while their solubility is
513larger in ZB structures when the impurities are in the +1
514charge state. We note that occasionally, the transition energy
515falls within the conduction band, this being a known
516shortcoming of using LDA to account for the exchange−
517correlation energy and thus of the underestimation of the band
518gap. We have indeed computed much more accurate band gaps
519from G0W0 calculations, but treating the doped supercells at
520the same level of the theory is beyond the current
521computational capabilities and, obviously, single-particle and
522many-body results cannot be mixed together. Therefore, the
523conclusions directly related to transition energies obtained
524from DFT−LDA calculations can only be taken to be
525semiquantitative,59 and approaches that suggest to ignore the
526calculated band edges and reference charge transition levels to
527marker levels93 or to the average electrostatic potential94−96

528have been proposed. We recall once again, however, that our
529main goal is understanding the difference between doping with
530a certain impurity the ZB and WZ crystal phase of a given
531semiconductor and not to quantitatively estimate the transition
532energies. Hence, we argue that all the conclusions based on
533such comparisons are robust and the physical insight they
534provide is reliable.
535The donors that we studied belong to two different
536categories. When P is substituted by S or Te neutral impurities,
537a structural perturbation different from that discussed above
538takes place. Both atoms are strongly electronegative and
539although they act as donors toward the lattice by generating an
540extra electron, they also gain electron density. For instance, the
541calculated Bader charges for SP@GaP and TeP@GaP are 6.85
542and 6.38 e−, respectively, in the WZ structure and 6.83 and
5436.42 e− in the ZB structure (for comparison, the Bader charge
544of P in the pristine GaP lattice amounts to 5.70 e− in the ZB
545and 5.72 e− in the WZ; remember that because of the inclusion
546of 3d electrons in the valence of the Ga atom, the total charge
547for each Ga−P pair is 18 e−). In fact, this electronic gain
548mostly originates from the polarization of the bonds between
549the very electronegative chalcogen atom and the weakly
550electronegative Ga atom. The important structural observation
551is that in contrast with acceptors, the bonds between the
552chalcogen and the four nearest neighbors become clearly
553longer than in the pristine crystal. For instance, the Ga−P
554bonds in WZ GaP are 2.327 (×3) and 2.338 Å. The X−Ga (X
555= S and Te) bond lengths around the impurity in XP@GaP are
556as long as 2.407 (×3) and 2.413 Å for X = S and 2.610 (×3)
557and 2.617 Å for X = Te. The anionic chalcogen atoms, with
558their high electron density, strongly push the four nearest
559neighbor atoms, compressing the lattice around the second
560coordination sphere of the impurity. Under such circum-

Figure 3. Formation energies as a function of the chemical potential
of the electron of Te, S, and Zn in ZB (continuous line) and WZ
(dashed line) GaP. The side panels show zoomed-in views of ZnGa
(top) and TeP (bottom).

Figure 4. Formation energies as a function of the chemical potential
of the electron of Te and Zn in ZB (continuous line) and WZ
(dashed line) InP. The side panels show zoomed-in views of ZnIn
(top) and TeP (bottom).
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561 stances, the additional structural degree of freedom of the WZ
562 structure becomes considerably less effective and the very
563 isotropic nature of the ZB structure becomes comparable or
564 even slightly preferred. Only for the more expanded lattice of

t3 565 InP, the WZ structure is again slightly favored (see Table 3).

566 In contrast, because of the structural mismatch, SiGa@GaAs
567 behaves in the same way described above for the case where Si
568 was acting as an acceptor; the only difference is that the short
569 distances with the four nearest neighbors are now a bit longer
570 (i.e., 2.372 (×3) and 2.382 Å for SiGa compared with 2.348
571 (×3) and 2.353 Å for SiAs in GaAs WZ). Thus, according to
572 our calculations, Si in GaAs has a preference for WZ
573 irrespective of acting as a donor or an acceptor. In fact, the
574 calculated energy differences are comparable (187 meV/f.u. for
575 SiAs and 152 meV/f.u. for SiGa). This result emphasizes the key
576 role of the mismatch in enforcing the WZ−ZB preference.
577 Note that among the different impurities studied, charging
578 the impurity always favors the ZB structure even when the
579 impurity is smaller than the host atom replaced (Table 3). This
580 contribution is relatively large and finally determines the
581 preference of all donor impurities studied for the ZB structure.
582 We believe the origin of this result is that, as noted above,
583 removing the electron provided by the neutral impurity
584 decreases the ionicity of the lattice and consequently, the ZB
585 structure is favored. According to our calculations, for donors
586 compressing the lattice around the impurity, the shallowness
587 will increase with the size of the impurity and/or decreasing
588 the cell constants of the pristine lattice.
589 As a final remark, we observe that our computed transition
590 energies, indicating that donor states are shallower in the ZB
591 crystal phase, agree well with the predictions of the hydrogenic
592 model of substitutional impurities within effective mass theory
593 (EMT). Within this simple model, the substitutional impurity
594 form four bonds with the nearest neighbors, with negligible
595 relaxation effects and charge transfer, leaving one unpaired
596 electron whose energy is approximately given by

ε
∼ − *

E
m

n
Ryn 2 2

597 (4)

598 where m* is the effective mass in units of the electron mass, n
599 is the main quantum number, ε is the (relative) static dielectric
600 constant, and Ry is the Rydberg constant. This is the quantum
601 mechanical solution of the hydrogen atom except for the fact
602 that it contains parameters of the bulk host crystal, such as m*
603 and ε. En is the energy of the unpaired electron relative to the
604 conduction band minimum, so large values of ε and small
605 values of m* both contribute to make the impurity shallower,

606that is, En small. If we look at the computed values of the static
607dielectric constant collected in Table 1, we see that for GaAs,
608GaP, and InP, when going from the ZB to the WZ, it decreases
609(with a reduction, i.e., slightly more pronounced for the zz
610component of the tensor). As for the electron effective mass, it
611has been shown experimentally that it is heavier in the WZ
612than in the ZB,36,37,97,98 a trend corroborated by our
613calculations. Therefore, both these effects tend to make the
614impurity state deeper in the WZ, in agreement with the
615computed transition energies. EMT also provides an estimate
616for the effective Bohr radius of the ground state, which is

ε∼ *a m a( / )B 0 617(5)

618where a0 ∼ 0.577 Å is the Bohr radius of the isolated hydrogen
619atom. The effective Bohr radius gives a useful indication of the
620distance over which the dopant wavefunction extends. This
621value ranges from 0.5 to 11 nm, indicating that the
622wavefunction can be considerably delocalized and that the
623donor electron loosely binds to the dopant atom. This
624observation agrees with the computed Bader charges of the
625donors that barely change when the system goes from neutral
626to charged, that is, the additional charge effectively spreads all
627over the atoms of the supercell.

628■ CONCLUSIONS
629We have presented first-principles density functional calcu-
630lations of impurity doping in GaAs, GaP, and InP, comparing
631their stability and transition energies when dopants are
632introduced in the ZB or in the WZ. The cubic ZB crystal
633structure is the common crystal phase of bulk arsenides and
634phosphides, but doping of the WZ is becoming increasingly
635important because this crystal phase can be stabilized even at
636room temperature and atmospheric pressure when these
637semiconductors are grown as NWs. Our results highlight a
638general trend where acceptors favor substitution in WZ
639crystals, where they have a shallower electronic state, allowing
640an easier excitation of charge carriers for band transport. The
641situation is reversed for donors, which feature a shallower
642impurity state and higher solubilities in the ZB. These
643observations are rationalized in terms of the local distortion
644and electronic charge reorganization upon doping. In
645particular, we show that (i) the reduced symmetry of the
646WZ is better suited to accommodate the local relaxation of
647acceptors, which favors a three-fold coordination and (ii) ionic
648bonds favor the WZ lattice, while more covalent bonds favor
649the ZB and the ionic character of the bond can be increased
650(decreased) by adding electrons (holes). These results are
651important for the design and optimization of electronic devices
652based on semiconducting NWs in the growing field of crystal-
653phase engineering.
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