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Abstract Pervasive sensing of people’s opinions is be-

coming critical in strategic decision processes, as it may

be helpful in identifying problems and strengthening

strategies. A recent research trend is to understand

users’ opinions through a sentiment analysis of contents

published in the Twitter platform. This approach in-

volves two challenges: the large volume of available data

and the large variety of used languages combined with

the brevity of texts. The former makes manual anal-

ysis unreasonable, whereas the latter complicates any

type of automatic analysis. Since sentiment analysis is

a difficult process for computers, but it is quite simple

for humans, in this article we transform the sentiment

analysis process into a game. Indeed, we consider the

game with a purpose approach and we propose a game

that involves users in classifying the polarity (e.g., pos-
itive, negative, neutral) and the sentiment (e.g., joy,

surprise, sadness, etc.) of tweets. To evaluate the pro-

posal, we used a dataset of 52,877 tweets, we develo-

ped a Web-based game, we invited people to play the

game, and we validated the results through two dif-

ferent methods: ground-truth and manual assessment.

The obtained results showed that the game approach

is effective in measuring people’ sentiments and also

highlighted that participants liked to play the game.

M. Furini
Dipartimento di Comunicazione ed Economia
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1 Introduction

The understanding of people’ sentiments is a critical

factor in strategic decision processes, as it may be help-

ful in identifying problems and strengthening strategies.

For instance, politicians may gauge the public mood to

improve their political decisions, enterprise managers

may increase customers engagement by tracking what

people think about products and services, city admin-

istrators may analyze citizens opinions to enhance the

life quality of the city, advertisers can improve the ef-

fectiveness of their messages by analyzing what people

think of the brand [1,2].

Traditionally, the process of understanding opinions

and feelings of people involved market research compa-

nies that usually used opinion polls, interviews, ques-

tionnaires and forms [3–5]. Although effective in most

cases, this methodology has some limits: it is expensive

and time consuming. To overcome these limitations,

nowadays researchers are proposing methods that fo-

cus on contents posted on social media platforms like

Twitter [6,7]. Indeed, in the last few years, we have

witnessed an exponential growth of data publicly avail-

able in Twitter, where users, consumers, voters, busi-

nesspersons, governments and organizations write and

discuss about all sort of topics. Moreover, in social me-

dia platforms, users’ generated contents are associated

with metadata like OS language, device type, capture

time and geographical location [8,9]. This means that

Twitter contents provide a wealth of opportunities for
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understanding people’s opinions and feelings about ser-

vices, brands, events, etc.

The change from users contents to users sentiment

is not trivial. In the literature, there are three differ-

ent approaches that aim to transform tweets into sen-

timents: manual, automatic, and hybrid. The manual

approach requires human beings to read and catego-

rize every tweet (e.g., positive, negative, happy, sad,

etc.). If on the one side, this approach provides ac-

curate results, on the other side it is time and cost

consuming, which make it an impracticable approach

when dealing with large data volumes. The automatic

approach uses natural language processing, text analy-

sis and computational linguistics techniques to identify

the sentiment of the written text. If on the one side, this

approach can analyze large data volumes, on the other

side, it is often difficult to achieve accurate results due

to the ambiguity of natural language, to the character-

istics of the posted content (e.g., irony is very difficult

to detect in an automatic way [10]), and to the pres-

ence of hashtags, cashtags, emoticons and links [11,12].

The hybrid approach manually annotate a dataset to

train a technique that will automatically analyze mes-

sages. If on the one side, this approach can analyze large

data volumes, on the other side the training phase re-

quires a manual annotation of large datasets in order

to achieve good results in the automatic phase. It is

worth highlighting a recent alternative approach that

relies on existing lexical databases to avoid the manual

annotation of large datasets. These lexicons associate

affective words with sentiment/polarity values. For in-

stance, the AFINN lexicon [13] associates a value that

ranges from -5 to +5 to a list of words and computes the

polarity of a tweet consequently (e.g., the word aban-

doned contributes to the negative polarity score of a

tweet with 2 points, the word abuse contributes with

3 negative points; conversely, the word accomplish con-

tributes to the positive polarity with 2 points and the

word adorable contributes with 3 points). If on the one

side, the lexicon-based approach might speed-up the

sentiment analysis process, on the other side it is to

note that its effectiveness depends on the effectiveness

of the lexicon database and, moreover, it might be dif-

ficult to access to lexical databases. Indeed, effective

lexicons are widely available for English language [12,

14,15], but are poorly available for other languages [16–

18].

Motivated by the scarcity of lexicon for non-English

languages, by the success of social games and applica-

tions [19,20], by the Game With A Purpose methodol-

ogy [21], and by a preliminary study in the area that

showed how users liked to play with tweets and senti-

ments [22], in this paper we propose a game that trans-

forms users’ tweets into users’ sentiments. The idea is

to involve humans in the sentiment analysis process

of tweets. Indeed, sentiment analysis is a typical task

that is easy for humans, but difficult for computers.

Our hypothesis is that the game approach overcomes

the limitations of current methods, as it allows per-

forming sentiment analysis of tweets written in any

language with the accuracy typical of human beings.

Moreover, the obtained sentiment classification might

be helpful to create lexicons able to support automatic

sentiment analysis of contents written in any language.

Briefly speaking, we consider a discrete emotional space

and we transform the sentiment analysis process into a

GWAP game: players have to score more points than

others do by correctly classifying the polarity (either

positive, negative or neutral) and the sentiment (e.g.,

“Joy”, “Surprise”, “Anger”, “Fear”, etc.) of tweets. A

correct classification occurs when two or more players

(unknown to each other) agree on the same call.

To understand the potential of our proposal, we cre-

ate a dataset by collecting and filtering tweets gen-

erated in Italy. The resulting dataset is composed of

52,877 tweets. Then, we sent a game invitation to ca.

950 students enrolled at our University (the Univer-

sity of Modena and Reggio Emilia). During the first 30

days, students played the game and classified the polar-

ity of 10,253 tweets and the sentiment of 9,933 tweets.

To evaluate our proposal, we performed an engagement

and a validation analysis. The former shows that par-

ticipants liked the game approach (72% of the players

evaluated more than 10 tweets, and 32% of them evalu-

ated more than 50 tweets) and played the game at any

time of the day (i.e., particularly played in the early

morning, in the late afternoon and in the evening) and

on any week day (i.e., no significant difference between

week-end or weekdays). The latter analysis is done with

two different methods: ground-truth and manual as-

sessment. The ground-truth method asks volunteers to

classify tweets and then it compares the classification

obtained with the game against the classification ob-

tained with the ground-truth approach; the obtained

results show that 88.8% of the polarity classifications

and 83.2% of the sentiment classifications were consis-

tent with those of the ground-truth, which is a very

good result with respect to the 42% of inconsistencies

found in the only other study, we are aware of, that

checked the results of a manual classification against an-

other manual classification [18]. The manual assessment

method shows volunteers, different from those who per-

formed the ground-truth, the game classifications and

asks them if they agree with the classifications; the ob-

tained results show that volunteers agree on 96.6% po-
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larity classifications and on 88.3% sentiment classifica-

tions.

In summary, the results obtained in the evaluation

process show that the game approach might be useful to

transform users’ contents into users’ sentiment. As men-

tioned, in addition to the direct understanding of the

sentiment of tweets messages written in any language,

the sentiment classification might be useful for the pro-

duction of specific lexicon databases (e.g., for specific

scenarios and/or for specific languages), which is the

first step towards the development of a process able to

automatically transform users’ contents into users’ sen-

timent.

The paper is organized as follows. Section 2 presents

studies and proposals in the area of sentiment analysis

applied to Twitter messages; Section 3 describes details

of our proposal; Section 4 presents the experimental

assessment; Section 5 describes the results validation

process. Conclusions are drawn in Section 6.

2 Background and Related Work

In the past few years, many researchers focused their

attention on the problem of detecting people’s senti-

ments by using data publicly available in social me-

dia platforms. In the following, we first present studies

that give classifications of the possible sentiments peo-

ple may feel, then we focus on the recent approaches

that aim to transform users’ textual contents into users’

sentiments and, finally, we overview some Game With

A Purpose studies in which a gamification approach is

used to solve problems that are easy for humans, but

difficult for computers.

2.1 Sentiment Description

When dealing with sentiment analysis, it is mandatory

to define what are the possible sentiments a human

being may feel. Hence, it is necessary to understand

what is meant by sentiment. According to the Merriam-

Webster dictionary, a sentiment is defined either as “an

attitude, thought, or judgment prompted by feeling”

or as “emotion” and the word “emotion” is defined as

“a conscious mental reaction subjectively experienced

as strong feeling”. Therefore, to understand the sen-

timents of people it is necessary to define which pos-

sible emotions a human being may feel. In literature,

as shown in Table 1, there is no a unique model to

categorize emotions: Parrott [23] defined six basic emo-

tions (i.e., anger, fear, sadness, joy, love and surprise);

Arnold [24] proposed a list of eleven basic emotions (i.e.,

aversion, anger, courage, dejection, desire, despair, fear,

Emotional Model Categories of emotions

Arnold [24] aversion, anger, courage, dejection,
desire, despair, fear, hate, hope

love, sadness

Ekman [25] anger, disgust, fear, joy,
sadness and surprise

Parrott [23] anger, fear, sadness, joy,
love and surprise

Plutchik [26] joy, trust, fear, surprise, sadness

disgust, anger, anticipation

Table 1: Categories of emotions.

hate, hope, love and sadness); Ekman [25] delineated six

basic emotions (i.e., anger, disgust, fear, joy, sadness

and surprise), whereas Plutchik [26] defines eight basic

emotions (i.e., joy, trust, fear, surprise, sadness, disgust,

anger, anticipation) that may be extended to twenty-

four emotions (i.e., serenity, acceptance, apprehension,

distraction, pensiveness, boredom, annoyance, interest,

joy, trust, fear, surprise, sadness, disgust, anger, antic-

ipation, ecstasy, admiration, terror, amazement, grief,

loathing, rage, vigilance).

There is not a criterion to define the quality or the

effectiveness of the various models, and, usually, the

choice falls on subjective criteria. For example, in image

analysis the preferred model is Plutchik’s, as the model

provides a direct association between colors and emo-

tions (e.g., yellow represents joy, red stands for anger,

etc.).

2.2 Sentiment Detection

The most recent approaches that aim to transform users’
textual contents into users’ sentiments use either a crowd-

sourcing approach or involve the use of a lexicon (i.e., a

database of affective words that are associated to sen-

timent values).

The crowdsourcing approach aims to use human be-

ings in the sentiment evaluation process. For instance,

Nakov et al. [12] used the crowdsourcing approach to

call the sentiment of tweets and SMS messages. The

millions of gathered tweets were filtered to identify mes-

sages that express sentiments towards specific topics

by means of SentiWordNet [27], while SMS were taken

from the NUS SMS Corpus1. Mitchell et al. [28] stud-

ied the correlation between social level of happiness

and geographic location, both at state and urban level,

across U.S.A. To measure happiness they use word fre-

quency distributions, collected from a large corpus of

geolocated tweets, with roughly 10,000 individual words

scored for their happiness independently by users of

1 http://wing.comp.nus.edu.sg/SMSCorpus/
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Amazon’s Mechanical Turk2, a service that coordinates

workers and requesters to perform tasks that are diffi-

cult for computers.

The lexicon approach might speed up the automatic

analysis as it relies on a list of words that are associ-

ated to sentiment values. For instance, Lin [29] used

the lexicon SentiSense [14] to extract the sentiments of

tweets geolocated in the area of Pittsburgh. In particu-

lar, the lexicon associates English words to 14 different

categories of sentiments (e.g., fear, joy, anticipation, dis-

gust, etc.). Sahu et al. [7] relied on an existing lexicon

to call the polarity of tweets. Fast et al. [30] focused on

lexicon generation and designed Empath, a tool that

uses a combination of deep learning and crowdsourcing

to generate and validate new lexical categories on de-

mand from a small set of seed terms. Hamilton et al.

[31] proposed SentProp, a method to induce accurate

domain-specific sentiment lexicons using small sets of

seed words.

It is worth noting that the use of a lexicon in senti-

ment analysis is promising, but there are few burdens

that may limit its effectiveness. For instance, the lex-

icon approach may have difficulties in capturing sen-

timent signals in details due to the language used to

write tweets (i.e., emoticons, acronyms, links, etc.) [29].

Therefore, it is necessary to improve the pre-processing

phase of tweets. For instance, Sahu et al. [7] suggested

to remove URLs, mentions, stopwords, and symbols, to

replace emoticons with words, to split joint words (i.e.,

the word “#germanydefeatbrazil” is split into “germany”,

“defeat” and “brazil”), and to perform a spell correc-

tion (i.e., the word “gooooal” is replaced with the word

“goal”). Moreover, the availability of effective lexicons

for the Twitter scenario is very limited for non English

languages. Indeed, individual companies might have their

own private lexicon for sentiment monitoring services,

but these resources are not shared nor publicly available

[18].

Due to the importance of having a lexicon for lan-

guage analysis, researchers are beginning to produce

domain-specific lexicons for non English languages. For

instance, Bosco et al. [16] created a six-category lexicon

(i.e., positive, negative, objective, mixed, ironic and un-

intelligible) by manually annotating 1500 Italian tweets.

The lexicon is then used in Felicittà3, a Web platform

designed to estimate the happiness in Italian cities by

means of sentiment analysis over geotagged tweets. Erik

Tjong Kim Sang [17] created a Dutch sentiment lexicon

by using tweets written in Dutch. Motivated by the lack

of automatic mechanisms to perform Dutch sentiment

analysis, the method proposed to manually create a lex-

2 http://www.mturk.com/mturk/
3 http://www.felicitta.net

icon using words belonging to tweets that contain either

smiles or frownies. Words within tweets with smiles are

positive, whereas words within tweets with frownies are

negative. Aslan et al. [32] highlighted the importance of

having a lexicon for language analysis and proposed a

computational morphological lexicon for Turkish since

there has been no study in the field. Mikolov et al. [33]

developed a method that can automate the process of

generating and extending dictionaries and phrase ta-

bles. Despite its simplicity, the method proved effective:

authors achieved almost 90% precision for translation

of words between English and Spanish.

2.3 Games With A Purpose

The Games With A Purpose (GWAP) approach uses

people to perform tasks that are difficult for comput-

ers and the particularity is that the involvement takes

place with a game and in a fun way. For instance, typi-

cal actions that are easy for humans, but quite difficult

for computers are: the understanding of the objects of

a picture, the detection of a sentiment in a written sen-

tence and the geolocalization of movie scenes. In gen-

eral, humans are better than computers when the task

involves creativity, reasoning, or emotions (e.g., [34–

37]).

The first known GWAP example is ESP, a game

designed to transform the labeling process of into an

entertainment game [38]. Indeed, the labeling process

is another example of process difficult for computers,

but quite easy for humans. The assumptions of ESP is

that if two people, who do not know each other, asso-

ciate the same label to the same picture, then the label

is considered appropriate for the image. For example,

if two people associate the label “Paris” to the same

picture, then it is very likely that the image relates to

Paris. Over the years, the use of the GWAP approach

involved different fields: Lux et al. [39] proposed to in-

troduce game elements in the ranking images process;

Kacorri et al. [40] proposed a video caption editing sys-

tem based on crowdsourced work. Furini [35] proposed

a gamification approach in the transcription process of

digital video lectures.

It is worth noting that the GWAP approach must

engage people: without participation, the game fails.

Many different studies analyzed what motivates users

in playing GWAP game (e.g. [21,41–43]), and the main

reason is quite simple: they play because they desire

to be entertained; they are not interested in the global

task to be accomplish. Therefore, the most critical fac-

tor when designing a GWAP is to create a game struc-

ture (e.g., rules and winning conditions) that encour-

ages and motivates people to play. GWAP can be seen
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as a variant of more classical crowdsourcing strategies

in which workers are often incentivized by monetary

rewards.

3 The Sentiment Analysis Game

To transform the tweet sentiment analysis process into

an entertainment activity, we design a GWAP game

that asks players to classify the sentiment of tweets.

The tweet to be classified is randomly selected from

the available dataset and is presented to a player that

wants to play the game. The player’s classifications (po-

larity and sentiment) are attached to the tweet, but

are not shown to anyone. When another player agrees

on the same classification(s), both players gain points.

The assumption is that if two people, who do not know

each other, associate the same sentiment to the same

tweet, then the sentiment is considered appropriate for

the tweet and both players score points. For example,

if two people associate “Joy” to the same tweet, then

it is very likely that the tweet is a message of joy.

It is to note that tweets are randomly assigned to

players and, therefore, the possibility of players’ agree-

ment occurring by chance is very low. Indeed, players

do not know whether the tweet to classify has been

already classified or not; if already classified, players

do not know who classified the tweet. Therefore, the

players classification is not affected by any other play-

ers classification and players cannot communicate with

other players. Nevertheless, if somehow two players get

to know each other and try to agree on the tweets clas-

sification, the chance that they are given the same (or

more than one) tweet is really small. Indeed, suppose
players A and B classified the same tweet. If the two

players keep playing, the system will randomly select

another tweet for player A and will randomly select an-

other tweet for player B. Therefore, the possibility of

players’ agreement, either by chance or on purpose, is

negligible.

As mentioned, when a process is turned into a GWAP,

it is important that the game structure encourages peo-

ple to play. Hence, in the following, after describing the

emotional space (i.e., the categories of polarities and

emotions we want to call), we provide details of the

game structure by means of game rules, scoring exam-

ple and game environment.

3.1 The Emotional Space

The sentiment analysis of a given text may classify mes-

sages according to polarity and/or emotion, and the

classification process requires categories. For example,

Fig. 1: The adopted sentiment classification: three levels

of polarity, each one with three sub-levels.

to classify the polarity, three categories (e.g., positive,

negative and neutral) may be sufficient, but what are

the categories that can be used to classify emotions?

As mentioned in Section 2.2, different emotional spaces

have been proposed in literature, each with specific

characteristics, and that the choice of one or another

depends on the particular application field.

In this paper, we consider the emotional space pro-

posed by Parrot [23], which classifies emotions into six

different categories: joy, love, surprise, anger, sadness,

and fear. The main reason to select this emotional space

is that we want the game to be simple, fast and fun and

this can be done only with a limited set of emotions.

Indeed, a large set likely makes the players think too

much, risking to make the game to be complex, slow and

boring. Therefore, as shown in Figure 1, our game con-

siders three different categories for polarity (i.e., posi-

tive, neutral and negative) and six different categories

for emotions. Note that, the Parrot emotional space is

well balanced as it includes three positive (i.e., joy, love

and surprise), and three negative (e.g., anger, sadness

and fear) emotions. Finally, to investigate the reason of

the neutrality of a tweet, we consider three possible op-

tions: foreign language, info-ads, and neutral. Indeed,

in addition to tweets written in neutral terms, people

may consider tweets written in a foreign incomprehen-

sible language or written to advertise a product/service

as neutral.

3.2 Rules of the Game

– Object of the game: become the “Sentiment-teller”

by scoring more points than other players.
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– Playing: once entered the game, the player is pre-

sented with a tweet and has first to evaluate its

polarity, and then its sentiment. If a player leaves

the game, the game engine shows the top ten high-

scores.

– Scoring: the player gains one point for every played

tweet. If the call matches the one of another player,

the player gains a bonus of nine points for every

match (e.g., 9 points if the call matches the polarity

and 9 points if the call matches the sentiment).

– End of the game: the player exits the game or

there are no tweets to call.

– High-score: when the player exits the game, the

top ten scoring players list is shown.

3.3 Scoring Examples

Scenario 1: No Matches. Alice plays the game. Sup-

pose the system asks her to judge ta (tweet polarity and

sentiment not defined yet). She calls both the polarity

and the sentiment and she gains 2 points. Then, Alice

wants to play again and the system asks her to classify

tb (a tweet that player Bob called as a “positive” and

“joy”). She judges the tweet as neutral and “info/ads”.

Alice gains 2 points. Then the system asks her to judge

tc (tweet polarity and sentiment not defined yet). She

calls just the polarity and then she leaves the game. She

gains 1 more point.

Scenario 2: Full Match. Bob plays the game. The

system asks him to judge ta (defined as “negative” and

“sadness” by Alice). Bob classifies the tweet as “neg-

ative” and “sadness”. Bob gains 2 points and gets 18

extra bonus points because his calls (polarity and senti-

ment) matched the ones of another player. At the same

time, Alice gains 18 points because her calls matched

the ones of another player. Since two players submit-

ted the same calls, ta will never be presented to other

players.

Scenario 3: Partial Match. Camilla plays the game.

The system asks her to classify tb (defined as “positive”

and “joy” by Bob and as “neutral” and “info/ads” by

Alice). Camilla judges the tweet as “positive” and “sur-

prise”. Camilla gains 2 points and gets 9 extra bonus

points because her polarity call matches the one of an-

other player. At the same time, Bob gains 9 extra points

because his call matched the one of another player. Sup-

pose now that David plays the game. The system asks

him to judge the sentiment of tb (the polarity has been

frozen as “positive” since both Camilla and Bob). He

calls the sentiment as “surprise”. He gains 1 point and

9 extra points since his call matches the one of another

player. Thanks to the David’s call, also Camilla gains

9 extra points.

3.4 Game Environment

The game engine uses three different sets of data:

– T = {t1, t2, t3, ..., tn} stores the tweets to classify;

– P = {p1, p2, p3, ..., pn} stores the tweets classified by

polarity;

– S = {s1, s2, s3, ..., sn} stores the tweets classified by

sentiment.

Each ti is a triplet (ID, text, state), where ID is the

tweet ID, text is the content of the tweet and state is

a flag defined/undefined. Note that, at the beginning,

T contains all tweets with “undefined” state, but when

two players agree on the same tweet classification, the

state is turned to “defined”.

Each pi is a triplet (ID, state, polarity), where ID

is the tweet ID, state is a flag defined/undefined, and

polarity is a set of pairs (player, polarity), where

polarity ∈ {positive, negative, neutral} is the call of

player on the tweet. Note that, at the beginning, P is

empty and the default value for state is undefined. This

value changes to defined when two players agree on the

same polarity.

Each si is a triplet (ID, state, sentiment), where

ID is the tweet ID, state is a flag defined/undefined,

and sentiment is a set of pairs (player, emotion), where

emotion ∈ { joy, love, surprise, anger, sadness, fear,

foreign language, neutral, Info/Ads } is the call of

player on the tweet. Note that, at the beginning, S

is empty and the default value for state is undefined.

This value changes to defined when two players agree

on the same sentiment.

The game flow is shown in Figure 2. First, the game

server randomly selects a tweet ti among the undefined

ones. Then, the game asks the polarity (if undefined)

and the sentiment. Finally, it shows the high score list.

– Polarity evaluation: The game engine checks

whether the ID of tweet ti exists in P and if its

status is set to defined. If so, the game skips the

polarity investigation and moves to the sentiment

evaluation. Otherwise, the player is asked to call

the tweet polarity and, if not existing, a new entry

is created in P with the tweet ID. Then, the game

engine checks whether the call matches the polarity

of a previous call (if it exists) by checking the polar-

ity filed in P . If so, players that provided the same

call both gain 9 points, and the state of tweet ti in

P is set to defined. Otherwise, the player gains one

point and the called polarity is stored in P .
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Fig. 2: The Game Flow.

– Sentiment evaluation: The player is asked to call

sentiment for ti, and, if not existing, a new entry is

created in S with the tweet ID. Then, the game en-

gine checks whether the call matches the sentiment

of a previous call (if it exists) by checking the senti-

ment filed in S. If so, players that provided the same

call both gain 9 points, and the state of tweet ti in

S and in T is set to defined. Otherwise, the player

gains one point and the called sentiment is stored

in S.

4 Experimental Assessment

To evaluate the effectiveness of the proposed approach,

we setup an experimental assessment composed of five

different steps, as shown in Figure 3: tweets harvesting,

tweets filtering, tweets evaluation, analysis of players’

behavior and results validation.

4.1 Tweets Harvesting

The first step of the experimental assessment is data

collection. Since our goal is to investigate whether the

game approach can be effective in understanding the

sentiment of people through the usage of Twitter data,

we used the Twitter streaming APIs to harvest tweets.

In particular, we collected tweets generated in Italy.

The number of collected tweets is equal to 65,514 tweets.

Fig. 3: Five different steps compose the experimental

assessment: tweets harvesting, tweets filtering, tweets

evaluation by players, results validation and analysis of

the players’ behavior.

4.2 Tweets Filtering

Before submitting tweets to players, it is necessary to

filter these tweets in order to eliminate spam and mean-

ingless tweets, thus avoiding the game to become boring

very quickly. Indeed, as shown in Figure 4, we observed

that several tweets contained a considerable number of

hashtags (e.g., up to 15 hashtags in the same tweet), a

considerable number of tweet addresses (up to 13 Twit-

ter addresses in the same tweet), and/or a considerable

number of links (e.g., up to 5 links in the same tweets).

Therefore, we considered as “spam” all the tweets with

more than 4 hashtags (3,843 tweets), more than 2 Twit-
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Fig. 4: Characteristics of the tweets with respect to the

number of hashtags, replies and links.

ter addresses (6,149 tweets) and with more than one

link (3,198 tweets).

Furthermore, we observed the presence of meaning-

less tweets from an emotional point of view. As shown in

Figure 5, we considered as “meaningless” all the tweets

composed of just a link (735 tweets), all the tweets with

a total number of hashtags, Twitter addresses and links

more than 5 (740 tweets), all the tweets automatically

generated by applications (e.g., “I’m at this place”)

(290 tweets) and all the duplicated posts (255 tweets).

In summary, we excluded from the dataset 12,637

tweets, which means that the dataset that we use in the

game is composed of 52,877 tweets. Note that, although

a non negligible percentage of tweets are not written in

Italian, we decided to keep them in the dataset because

these messages might be worth analyzing to detect the

people’s sentiment. However, it s worth mentioning that

one might decide to easily filter them out if the final goal

of the game is to evaluate tweets written in a particular

language (e..g, the case of lexicon generation).

4.3 Players Tweets Evaluation

To make the system playable, we developed a Web-

based and mobile friendly game. Instead of focusing on

implementation details, which go outside the scope of

this paper, in the following we describe the obtained re-

sults. To get users to play the game, we sent invitations

through the Department social media forum, to ca. 950

students (note that we are unable to check how many

of them read the message). It is worth mentioning that

the invitation simply asked to participate in an experi-

ment through a game. No monetary or other incentive

has been promised or given in exchange for participa-

tion in the game. The developed Web interface is shown

"@>2"

9,13% "#>4"

5,71%

http > 1

4,75%

#+@+http>5

1,10%

Automatic

0,43%Duplicated

0,38%

OK Tweets

78,51%

Tweets Filtering

Fig. 5: Dataset analysis: 22.49% of the original messages

were considered as “spam” or as “meaningless” tweets.

(a) (b)

Fig. 6: Game interface: participants are asked to call

the polarity of a tweet (a) and then to call its sentiment

(b). The tweet can be translated as “#Finland will stop

operations in #Kosovo and #Afghanistan”.

in Figure 6. During the analyzed period of 30 days, 521

students participated to the game and they evaluated

the polarity of 10,253 tweets (30% positive, 22% nega-

tive and 48% neutral) and the sentiment of 9,933 tweets.

Note that, the total number of tweets classified by sen-

timent is slightly smaller than the number of tweets

classified by polarity: this is due to two main reasons:

i) sometimes players quit after polarity classification,

and ii) players agreed on the same polarity, but not on

the same sentiment. Figure 7 summarized the obtained

tweets classification.

4.4 Players Engagement Analysis

The main goal of this analysis is to measure the par-

ticipants’ engagement in relation to: i) the time of the

day in which participants play, ii) the days when par-
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ticipants play, and iii) the number of tweets played by

participants. These measures provide a good indication

of if and how the game encourages and motivates people

to play.

Figure 8 shows the time of the day in which partic-

ipants play. It is interesting to observe that, with high

probability, students played the game in the morning,

likely after checking their personal profile in the stu-

dents’ forum or when commuting; they played the game

in the mid afternoon, likely after their lecture time; they

played the game in the early evening, likely on their way

home or when arriving at home; they played the game

after dinner and before going to bed. It is interesting

to notice that there are peaks that roughly correspond

to lectures breaks. These results highlight the interest

towards the game.

Figure 9 shows, day per day, the number of evalua-

tions done during the observed 30 days. It can be noted

that the number of evaluations resembles the long-tail

shape, which is a typical behavior in video game sales

(i.e., sales are very high in the days of the release and

then tend to decrease in the next days). However, we

can also observe that there are days where the number

of evaluations increases with respect to the day before.

This is likely due to the timing of the invitations we

sent: at day #1 we sent the invitation to 250 ca. stu-

dents, at day #3 to other 70 ca. students, at day #6 to

other 70 ca. students, at day #7 to other 200 ca. stu-

dents, at day #9 to other 200 ca. students, at day #10

to other 80 ca. students and at day #20 to other 80

ca. students. In total, we sent the invitation to 950 ca.

students. Note that t days #5, #12, #19 and #26 were

Sundays. As mentioned, these results show the typical

trend of newly released games and also show that an

invitation to play (in our case, sent through the de-

partment social forum) is fueling interest in the game.
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Once again, these results highlight the interest towards

the game.

Figure 10 shows the percentage of users who played

a certain number of tweets. It can be noted that a large

number of them (i.e., 32%) played more than 51 tweets,

and 22% played a number of tweets that varies between

26 and 50. On the one side, this data highlights the

interest towards our game, and that, once started, a

player tends to continue playing. On the other side, data

also shows a potential problem: 28% of the participants

played a number of tweets not greater than 10. Likely,

these participants did not find the game attractive, but

were nevertheless curios to see how the game was.

5 Results Validation

To fully access the effectiveness of the proposed ap-

proach, it is necessary to evaluate the quality of the clas-

sification. To this aim, we perform an evaluation simi-

lar to the one done in the ESP GWAP game [38] and

we consider two different distinct evaluations: ground-

truth and manual assessment. The former involves hu-

mans to call polarity and sentiment of tweets and com-

pares results against the ones obtained during the game,

whereas the latter involves humans to simply check the

classifications performed during the game. It is worth

noting, that it is not possible to automatically evaluate

the quality of the classification because there are no ef-

fective automatic mechanisms to call the sentiment of

tweets written in Italian (i.e., this is one of the reasons

that urged us to propose the gamification of the senti-

ment analysis for tweets). In addition, we also provide

an analysis of what happens if we increase the number

of people who need to agree for the call of the tweet

(i.e., in our game this number is equal to two).

5.1 Ground-truth Evaluation

To perform a ground-truth analysis, we called for 15

voluntary participants (different from the players) among

Department’ students (seniors, graduated and PhDs,

aged between 20 and 25 year-old, 10 females and 5

males). We grouped participants into five different groups,

each one composed of three evaluators and we split the

dataset (i.e., 10.253 tweets) into five subsets (i.e., four

composed of 2050 tweets and one composed of 2053

tweets). Each group of evaluators had to classify one

subset. A tweet is considered classified when at least

two evaluators agree on the same classification. At the

end of the process, we compare the ground-truth classi-

fication against the game classification. If results differ

greatly, it is likely that players classified tweets with-

out paying particular attention to the contents of the

tweets; but if results do not differ greatly, then the game

approach can be considered effective. It is worth noting

that, although the two sets of results are produced by

humans, they may differ. Indeed, there are tweets that

are difficult to classify, even for a human being. In lit-

erature, when using a manual classification approach,

it is usually assumed that the produced classification

is correct and unambiguous, without any further check.

Unfortunately, when dealing with tweets, this is not

true and it might be possible to have inconsistent re-

sults. For instance, a simple message like “It’s snowing”

can be labeled as positive by young people, and as neg-

ative by drivers. To the best of our knowledge, the only

study that checked the results of a manual classifica-

tion with another manual classification is [18], where

authors aimed to classify tweets according to polarity

and irony: they found 42% of inconsistencies between

the two manual classifications.

The ground-truth procedure is done as follows: to

mitigate the “click here and there” phenomenon (i.e.,

a random evaluation of the tweets), tweets were listed

on paper spreadsheets (each row reported, in addition

to the tweet, the check-boxes that evaluators had to

check); to avoid distractions, after evaluating 150 tweets,

a break of 5 minutes was forced; to avoid any kind of

possible influence, evaluators were not aware of the clas-

sification obtained during the game and can not com-

municate among themselves.

The comparison shows that 2,869 classifications were

not consistent with those obtained during the game. In

particular, 1,149 calls (11.2%) were not consistent with

the polarity and 1,720 calls (16.8%) were not consis-

tent with the sentiment. It is interesting to note that

these percentages are much lower than the one found

in [18] (42% of inconsistencies observed in a manual vs.

manual classification).

To deeply understand these inconsistencies, we group

them into three different categories: objective (opposite

polarity like negative vs. positive), subjective (neutral

polarity vs. positive/negative), light (same polarity but

different sentiment within the polarity).

Figure 11 shows the different groups of inconsisten-

cies: 9% for the objective group (i.e. 272 inconsisten-

cies), 31% for the subjective group (i.e., 877 inconsis-

tencies), and 60% for the light group (i.e., 1,720 incon-

sistencies). With respect to the entire dataset, the per-

centages of inconsistencies are: 2.7% (objective), 8.6%

(subjective) and 16.8% (light). It is worth noting that

most of the inconsistencies are within the light cate-

gory, meaning that evaluators agreed on the polarity,

but disagreed on the sentiment. This is likely due to
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Fig. 11: Different groups of inconsistencies: most of

them (60%) are related to sentiment classification (e.g.,

joy, love and surprise for the positive polarity, anger,

sadness and fear for the negative polarity and foreign

language, neutral and info/ads for the neutral polarity).

the perception or definition one has of the specific sen-

timent. Indeed, the between joy, love are feelings that

have overlaps and surprise and their distance might be

very subtile.

To understand why the light category is so incon-

sistent, we investigate it deeper to undestand if some

sentiments are more difficult to call than others. To this

aim, we observed that 402 inconsistencies were related

to the positive polarity (3.9% of the entire dataset),

286 were related to the negative polarity (2.8% of the

dataset), and 1,032 were related to the neutral polarity

(10.1% of the dataset).

Clearly, sentiments within the neutral polarity are

more difficult to call. Within neutral polarity, we ob-

served 631 inconsistencies (22% of the inconsistencies

and 6.2% of the entire dataset) were between the neu-

tral and information classification. Clearly, participants

did not have clear the difference between the sublevels

of the neutral polarity (i.e., foreign language, neutral,

info/ads). This data highlights a problem in the defini-

tion of the sublevels and not a problem of the game.

In summary, the ground-truth evaluation provides

evidences that players input appropriate classification

for the tweets.

5.2 Manual Assessment of the classification

To perform a manual assessment of the classification,

we called for 15 voluntary participants (different from

the players and from ground-truth evaluators) among

Department’ students (graduating, graduated and PhDs,

aged between 20 and 25 year-old, 12 females and 3

males), and we randomly selected 1,500 tweets among

the ones classified during the game.

We showed each participant 100 different tweets with

the following procedure: (i) show the tweet and the po-

larity classification and ask participant if he/she agrees

on the classification, (ii) show the sentiment classifica-

tion and ask participant if he/she agrees on the classi-

fication.

Results show that participants agreed on 96.6% po-

larity classification (i.e., 1,449 positive checks vs. 51

negative checks) and on 88.3% sentiment classification

(i.e., 1,324 positive checks vs. 176 negative checks), with

no significant statistical difference among the 15 partic-

ipants.

We can observe that these results differ from the

ground-truth ones. Probably, the main reason is that

evaluators’ calls are affected by the given classification.

Indeed, if an evaluator is undecided between the neu-

tral and info/ads classification, and if the game clas-

sification called for one of the two classifications, the

evaluator likely reports the call as correct. Again, this

indicates that there is a certain degree of ambiguity in

the nature of some tweets and that the classification

might not be rigid and unique.

In summary, the manual assessment evaluation pro-

vide evidences that players input appropriate classifi-

cation for the tweets.

5.3 On Improving the quality of the classification

Although, results provide evidences that players input

reasonable classifications for the tweets, in this section

we analyze possible approaches to improve the quality

of the classification. In particular, we focus on the num-

ber of players who have to agree on the same classifi-

cation and on the automatic identification and removal

of tweets difficult to classify. In the rest of this section,

such number will be addressed as call-threshold.

5.3.1 Changing the number of players who need to

agree on the same classification

When two players agree on the same tweet classifica-

tion, the status of a tweet changes from undefined to

defined. In the previous subsections, we analyzed the

quality of the obtained classifications and found it rea-

sonably good. On the other side, we also highlighted the

fact that some tweets seem more difficult than others

to classify and some sentiments more difficult to distin-

guish. Thus, one might think to enhance the confidence

on the classification by increasing the call-threshold (for
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polarity or sentiment or both). There is no technical dif-

ficulty in implementing this variant, nevertheless, it is

to notice that it has an impact on the time necessary

for the classification.

Suppose we increase the call-threshold for polarity

from two to k > 2. Then, to classify the polarity of n

tweets we need kn evaluations instead of 2n.

Referring to our 3o days long experiment, on aver-

age, players evaluated 845 tweets per day with respect

to their polarity (a total of 25,350 evaluations that led

to 10,253 polarity classification). If we set k = 3, to

classify the polarity of 10,253 tweets, we need, at least,

3x10,253=30,759 evaluations. With 854 evaluation per

day, it means that 36 days are necessary to make 30,759

evaluations. If we set k = 4, then 47 days are necessary.

However, even if one might be willing to wait more,

the resulting classification might not be sensibly bet-

ter. Indeed, we observed that there are tweets that are

very difficult to classify because they are intrinsically

ambiguous and asking a larger number of people to

evaluate them does not really solve the problem. For

instance, one of the tweets that received opposite po-

larity classification, is “Starnuti a gogo?”, which can be

translated into “Sneezing galore?”. This message was

called as “positive” and “surprise” by the game, but as

“negative” and “anger” by the ground-truth evaluation.

It is almost impossible to have a definitive classification

on this type of messages. The next section is devoted

to discuss how to possibly identify and eliminate such

tweets from the dataset.

In summary, by increasing the call-threshold, one

might achieve better quality, but the analysis phase

takes longer. However, it is worth noting that the tun-

ing of the call-threshold depends on different factors,

like the type of analysis one wants to do, the size of

the dataset and the number of potential players that

can be reached. Indeed, in some specific domains, like

enterprise and society, one might prefer the speed of

assessment to accuracy, whereas in other specific do-

mains, like in the production of a lexicon reference cor-

pus, a precise identification of people’ sentiments would

be preferred. There might also be cases (e.g., a social

event) in which it is not really important to classify all

tweets of the dataset, but just a large enough subset.

Therefore, once the number of tweets that received at

least one evaluation is over a given threshold (or per-

centage), one might think to replace the original dataset

with the set of the these tweets and, thus, conclude

the classification with larger call-threshold in a shorter

time.

5.3.2 Automatic identification and removal of tweets

difficult to classify

Given a dataset composed by tweets, it is realistic to as-

sume that there are tweets that are difficult to classify

or that are not worth classifying (e.g., any type of clas-

sification can be questionable for the tweet “Sneezing

galore?”). Therefore, it may be worth removing these

tweets from the dataset to improve the quality of the

classification. Needless to say, this operation cannot be

done manually, but it must be done in an automatic

way by the system (i.e., the system has to understand

when a tweet is difficult to classify). This identification

and removal procedure can be based on inconsistent

calls. Indeed, currently the classification is based on

the agreement of a number of players (2 in our case)

and does not consider inconsistencies. For example, it

may happen that a tweet is classified as “positive” by

player A, as “negative” by player B, and as “positive”

by player C. Since two players agree on the same call,

then the tweet is classified. The call of player B is not

considered and, through the experimental phase, we ob-

served that this procedure can lead to bad classifica-

tions.

To improve the quality of the classification, the sys-

tem might consider using the number of inconsistent

calls that a tweet receives. For example, for each incon-

sistency the call-threshold for that specific tweet might

be increased by one. Therefore, if there is an inconsis-

tency, the agreement of two players is not sufficient, but

it is necessary to have the agreement of three players.

If there are two inconsistencies, then the call-threshold

rises to four. Moreover, if the number of inconsisten-

cies goes beyond a predefined threshold, then the tweet

might be removed from the dataset because it is con-

sidered too difficult to classify.

6 Conclusions

In this paper, we proposed to gamify the sentiment

analysis of tweets. In particular, the game aimed to en-

tertain people by asking them to classifying the polar-

ity (e.g., positive, negative, neutral) and the sentiment

(e.g., joy, surprise, sadness, etc.) of tweets. To evalu-

ate the proposal, we collected and filtered a dataset

of tweets written in Italian language. Then, we develo-

ped a Web-based game and we invited people to play

the game. After 30 days, we performed two different

analysis in order to understand the effectiveness of our

proposal. The engagement analysis showed that partic-

ipants liked the game since they played it at every hour

of the day, on normal weekdays and also on weekends.

The validation analysis showed the effectiveness of the



Sentiment Analysis and Twitter: A Game Proposal 13

game approach since the players’ classification was con-

sistent for both the ground-truth (88.8% for the polarity

and 83.2% for the sentiment) and for the manual assess-

ment (96.6% for the polarity and 88.3% for the senti-

ment). These numbers show that the game approach is

an interesting methodology to use when dealing with

tweets sentiment analysis. Indeed, it might provide in-

teresting insights about the sentiment of people when

automatic techniques are not available or when these

techniques do not achieve interesting results, and it

can facilitate the creation of a lexicon reference corpus

for any language, that, in turn, might be used in sev-

eral frameworks for automatically detecting sentiments

from big data sources.
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