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In this work, FT-NIR spectroscopy was employed ¢bvetimine iodine value (IV) and fatty acids (FA) tamt of pig fat
samples, through the combined use of signal presng, multivariate calibration, and variable setsn methods. In
particular, the main focus was on the use of véeiatelection methods, both in order improve thedputeve

performance of the calibration models, and to idgntlevant wavelengths that could be subsequensed for the
development of simple, fast, and cheap hand-heldce® able to measure IV and FA content directiytbe fat
without the need of any sample pretreatment. Firdtdr each property of interest, partial least ags (PLS)
multivariate calibration models were calculated sidering the whole spectral range and testing lffe signal
preprocessing methods. Then, once chosen the dpsigi@al preprocessing method, a two-step variaakection
procedure was applied. In the first step, the walePLS variable selection algorithm was used tlzwdate a set of
calibration models, whose outcomes were considafsmhether in the second step, in order to seleetdptimal
calibration model. The variable selection procedalfewed to lower the number of spectral variablemined by the
model, and often led to an increase of the perfao®an prediction of the external test set samples.
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Pig fat is generally intended for different end susepending on its composition. In fact, the faetafrom the adipose
layer immediately below the rind contains a greateount of unsaturated fatty acids and connectsgié and it has a
harder consistency, therefore in the Italian fooduistry it is diced to be used for the productibsausages. On the
contrary, the fat coming from the deeper layer aor# a higher amount of saturated fatty acids ahds a softer
consistency, hence, it is generally melted forgheparation of semi-finished products (Santoro )9&®r the Italian
PDO (protected designation of origin) products, tie@en methods of control are based on direct et@naf the fatty
acid composition of lipids by gas-chromatograpmalgsis or on indirect assessment of degree adi$ipinsaturation by
iodine value evaluation determined by using thesWigthod (Lo Fiego et al. 2005). These procedues a
time-consuming and have a bad environmental impact.

In the last years a number of techniques have pegposed as an alternative to classical methodsé@asuring iodine
value and fatty acids. Among them, results comgdartabthose of the conventional methods have bebreged by
means of analytical methodologies based on NMRtsp&mopy (Dais et al. 2007). Other non-invasivehuods based
on vibrational spectroscopic techniques, such asadRaBerhe et al. 2016) and micro-Raman (Giarokd.e2011), gave
good correlations, together with the more diffugd-iR spectroscopy (Afseth et al. 2010). All thesethods require a
minimal—or none—sample preparation, a reduced amatyme and a very limited consumption of chemreagents.

In this context, FT-NIR spectroscopy representalaable alternative, since it is a fast and nortrdesive technique,
free from chemical reagents. With respect to oteehniques, NIR spectroscopy offers the possibibtimplement
automated monitoring systems or hand-held devitleis. allows to carry out extensive monitoring, watly on the
whole production chain, without requiring sporada&npling or sample destruction.

The performance of NIR-based systems can be funthy@ioved by using proper data processing methmdgarticular,
great advantages can be gained through the combsedf proper signal preprocessing and multivanatiable
selection strategies. In this way, is possiblextwaet a small number of relevant wavelengths feosignal composed by
a wide range of spectral variables, where the métion useful to the problem at hand is mixed wither sources of
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variability, including noise and non-pertinent immtion. The selected wavelengths can be subsdguesgd to
implement cheaper and faster instruments (like, ehgse based on optical filters) properly engiaddor the specific
application, thus further speeding up the monitgpnocess.

In a previous work we have already verified thaRMpectroscopy is a technique able to effectivedgriminate between
fat samples taken from two different subcutaneaysrs (Foca et al. 2013). In the present work, s levaluated the
fat samples from a compositional point of view. iG&dtion models were built in order to predict #mount of different
fatty acids contained in the samples and to eséintieg iodine value (IV). IV is an index of the degrof unsaturation of
a fatty tissue: the more the tissue is rich in sad fatty acids, the lower is the IV value, antkewersa.

A literature survey revealed that IV of animal $aimples has been investigated by means of NIR rgsecpy in a
limited number of papers. In a recent paper conogranimal fat blends destined for biodiesel prdaduc (Adewale et
al. 2014), the IV values used as the responsehblaria the calibration models were measured udiegwijs analytical
method. In other works (Prieto et al. 2014 ; Gjegkiinger et al. 2011 ; Sgrensen et al. 2012), theef®fence values
were calculated by an equation that takes into @ticthe composition in fatty acids expressed ircgetages (AOCS
1998; Pétursson 2002).

The ability to predict the content of differenttiaicids by NIR has instead been extensively ingattd: in addition to
the works previously mentioned about IV, in recgedirs other papers dealt with this topic. The tssoibtained in the
various research works are often divergent. Th&éereinces may be due to variations in the homongmé the
considered samples or to the different instrumespplroaches (Ripoche and Guillard 2001). For ircsgam some
studies the fat samples were analyzed in transomssi transflectance providing excellent resultdég®ale et al. 2014,
Gjerlaug-Enger et al. 2011 ; Ripoche and Guillard 2OFernandez-Cabanas et al. 2007 ; Zamora-Rojals 2013).
Unfortunately, this analytical method requiresrfalting before analysis, therefore the signal asijon procedure is
not directly implementable in rapid monitoring sysis.

Conversely, in other works the fat samples werdyaed without any preparative step, using diffeneethods: diffuse
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reflectance (Ripoche and Guillard 2001), transmisgiSarensen et al. 2012) and fiber optic probesnfa-Rojas et
al. 2013; Gonzalez-Martin et al. 2005; Pérez-Juaal.e2010). Muller and Scheeder (2008) also meaktinte samples
in diffuse reflectance but they homogenized theséatples before spectra acquisition.

In the present work we have addressed the isstolirett” fat characterization (i.e., without perfoing sample
pretreatment steps like melting or homogenizatlmnineans of NIR spectroscopy. With respect to thstig
literature, the main concern of our investigatiegards the usefulness of applying variable seledticorder to identify
the most relevant wavelengths for calibration psgso

Concerning the prediction of iodine value and faityds based on NIR spectra, only in Sgrensen é2alL2) the
interval-PLS (iPLS) variable selection was appliecddition to the classical partial least squgFRasS) calibration
method. However, variable selection should be ofimmsidered when dealing with FT-NIR datasets emidy and
select the spectral regions in which the informatd interest is located (Ferrari et al. 2011 ; Fetal. 2009; Ulrici et
al. 2008; Cocchi et al. 2005, 2006). In fact, Njfestra are notoriously composed of very correlatedhbles and they
contain redundant information which is spread owgralifferent spectral regions (Lee et al. 2012).

The variable selection procedure used in the pteserk consists of two phases. In the first phdsegach property to
be predicted, the iPLS algorithm was applied usiifigrent interval widths in order to verify the ggble—and
desirable—convergence of the different models olethion the same spectral regions. In the seconskphizat can be
considered as a “selection of the selection”, n&® Phodels were iteratively built using the moreginently selected
regions in the corresponding iPLS models. This edoce allows to make the most of the results offitisé variable
selection phase, putting together the results nbthconsidering different interval widths in ordergain a
comprehensive model. Moreover, the possible coeverg of the different models on the same regiomgbrto the
identification of relevant wavelengths for the pigbn of fat quality related properties. The wamdth selection has
been regarded as an important subject by many esutiedore (Panford and deMan 1990; Wu et al. 2@¥abin and
Smirnov 2011; Chen et al. 2002), because it carntgsta critical step in the perspective of the gment of
hand-held devices. In fact, the selection of lihispectral regions for the calculation of multiede calibration models
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could allow the development of simple, fast, andaghsystems that are required for effective indaisapplications.

Experimental

Samples

Sixty-five heavy pigs fronhtalian Landrace x Large White crossbreeds, reared on the same farm and fedh@éthame
diet, were slaughtered at about 160 kg of live Weidfter slaughter, 1 h post mortem, 205 fat sawplere taken at the
last rib level by means of the following samplinggedure.

The subcutaneous adipose tissue was hand-slasheddypert operator in a way to obtain disks otitgue having
diameter of about 3 cm and thickness ranging franim8to 2 cm. These fat samples consisted in twacadt layers,
lying at different depths with respect to the rifithe layer close to the rind (that was previousiyoved) was labeled as
Outer Qut) and the layer far from the rind as Innir)( The two layers were then separated by meansy@raial cut,
after a visual assessment of the line of demancaifdhe layers, to gain the correspondg andin samples. It has to
be noticed that for each pig specimen from 1 @u# andIin samples have been collected depending on extent an
thickness of the fat layer; which means that farheariginal fat disk th&®©ut andIn parts were not necessarily all kept.

The samples were stored in dark conditions at €20¢&fore analyses. The whole procedure followedsé&mnples
collection and analysis is represented in detabcheme 1.

Scheme 1

Representation of the procedure used to extrachaalyze the pig fat samples
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Analyses on Fat Samples

FT-NIR Spectroscopy

In each day of measurement the samples to be atalyere randomly chosen and defrosted at 4 °C foadd then at
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room temperature for 30 min. All the measuremerdsevperformed at room temperature. Then, the saomgkr was
shuffled and repeated measurements were perforiteétie end of the daily measurement session, thgplkes were
stored again at —20 °C. This whole procedure wpeated twice in two acquisition sessions.

FT-NIR analysis was performed by means of a Brulgtics MPA FT-NIR spectrophotometer equipped wittegrating
Sphere (IS) and Fiber Optic Probe (FOP). All thecsa were acquired in reflectance mode at ilcm oluésn by
averaging 64 sgfms in the 3800—125061cm specgalrdor IS, using a glass Petri dish as samplédémwland in the
4000-12500 cm spectral region for FOP. A total @@ spectra have been acquired for each samploiglto
particular, for each one of the 205 samples, 8tspé@ve been collected as the result of (2 achoins on the upper
and lower faces of the disk-shaped sample) x (Riatgpn sessions) x (2 repeated spectra in eashi@e).

Iodine Value Determination

For each pig specimen tlhe andOut layers were melted separately and the lipid foactf each sample has been
extracted in accordance with [IUPAC method ILAWURAC 1979).

lodine value was determined using the Wijs meth®@AC 1984). In detail, an amount of 0.3 g of exteatlipid

mixture is weighed and then it is dissolved in 150MCHCI, by stirring. Afterwards, 25 ml of Wijs agent are added to
the sample and the solution is kept in the darKLfor After that, 20 ml of KI (10 % water solutioand 100 ml of water
are added to the sample solution. The analyticap&asolution is titrated with standard Ng §, O 0.lidihg some
drops of starch solution as indicator, since iegian intensely blue complex with iodine; the eaohpis marked by the
disappearance of the color indicator.

The blank corrected iodine value of the samplenally calculated using Eq. 1:

(mlINa,S,05blank — MINayS,04sample) X 0.1 1

IV = 12.
Vv SW X 69
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where 0.1 is the concentration of Ng § O expressadjaalent/L, SW is the sample weight, and 1268 constant
related to the equivalent weight of iodine. Theutgrg IV value is expressed as the mass of iogingrams that can be
consumed by 100 grams of the fat {g | /100 g fat).

From the considered fat aliquots, belonging to gbspecimens, 158 IV determinations were obtairg&d§ layer plus
13 replications and 66ut layer plus 15 replications, so as to replicateeast 20 % of the samples).

Gas-Chromatographic Analysis

Fatty acid (FA) composition of lipids was determingsing a TRACE™ GC Ultra (Thermo Electron Corpmnat

Rodano, Milano, Italy) equipped with the Ultra Fddule (UFM), a Fast Flame lonization DetectoR BV injector,

and a UFM-Carbowax column, 5 mlong, 0.1 mm i.d2,in film thickness. In detail, as reported by Minddtial.

(2013), 50 mg of extracted lipids were subjectedhathylation by means of a methanolic solution @fggsium
hydroxide (KOH 2 N) according to Ficarra et al. (B0, adding 10Qul of methyl nonadecanoate (C19:0) (Larodan Fine
Chemicals AB, Malmd, Sweden) as internal standard.

The injection of the fatty acid methyl ester samdl@l) was performed in split mode with a splitting deg equal to
1:150, operating at a constant flow of 0.5 mLﬁ%in hefium as carrier gas. The temperature of injeatwt detector was
kept at 240 °C. The temperature program used ®atitalysis started from 150 °C, was maintained.fos, then
increased to 240 °C, at a rate of 102 °C_r%1in , and &ethis temperature for 2.5 min. The peaks efftity acids were
recorded and integrated using Chrom-Card softwanes(2.3.3, Thermo Electron Corporation, Rodandainb, Italy)
and identified by comparison with the retentiondsof standard solutions with known quantitiesarious methyl
esters (Supelco® 37 Component FAME mix and PUFAdded n.2, Animal Source, Supelco, Bellafonte, BSA).

For quantification purposes, the response factar eehculated and the method of the internal stahdas used. The
amount of each FA in the sample is expressed azléfive percentage with respect to the total amofifrAs.

As it is widely known in the research field regarglimeat products (Alonso et al. 2009; Monziolsle2807; Wood et
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al. 2003), the most abundant FAs in pig subcutasdatuare palmitic (C16) and stearic (C18) acidsasirated FAs,
and oleic (C18:1) and linoleic (C18:2) acids asaitnsated FAs. For this reason, in this work, ol talibration of
these specific FAs has been faced. In additiomtistpfrom the single FA relative percentages, ¢hierther parameters
have been calculated, to be used as responselegrial calibration aims, i.e., saturated fattydac{SFA),
monounsaturated fatty acids (MUFA), and polyunssted fatty acids (PUFA). These parameters are ai@sidered
crucial when studying the overall chemical chamasties of swine meat and fat (Zamora-Rojas eR8ll3; Lo Fiego et
al. 2010; Piasentier et al. 2009).

SFA, MUFA, and PUFA have been calculated as thessafithe percentages of the FAs belonging to tlieesponding

category:
SFA = (Cyo + Ci2 + Cig + C16 + C17 + Cis + Cy) % 2
MUFA = (Ci6:1 + Ciz.1 + Cig1r + Coo:1) % 3
PUFA = (Cis:2 + Cig:3n—3 + Cig:3n—6 + C20:3 + Co0:4) % 4

Also in this case, for the fat aliquots belongingsb pig specimens, 158 GC analyses were execGtda (ayer plus 13
replications and 6®ut layer plus 15 replications, so as to replicateeast 20 % of the samples).

Data Processing and Analysis

Statistical Survey on IV and GC Data

The values of IV, C16, C18, C18:1, C18:2, SFA, MUlAd PUFA were subjected to a statistical sursegsidering
both the whole sample set ahdandOut samples separately. In particular, the mean,dhge and the standard
deviation (S.D.) have been calculated, in additmthe experimental root mean square error (RM@Etha),furnishes
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an estimate of the reproducibility of duplicate sw@ments made on similar samples. The RM§E I8l kedbd using

Eq. 5 (IUPAC 1998):
§ :(wl/ . wi//)Z 5
MSEg,, =
RMSEg,, 57

wherexi’ andxi” are the results of replicate measurements forttheample andn is the number of paired values.

This statistical survey was firstly conducted inl@rto verify the expected differences betwbeandOut samples
based on IV and FAs values and, secondly, to coeniee uncertainty associated to the calibrationat®dith that
associated to the reference measurements.

PCA and Data Organization

The replicate measurements collected by IV and G&lyaes were averaged. Then, the average IV andaa@s were
combined together into a unique dataset, namedQ\W&aset, composed by 130 independent samples (65
corresponding to clagsut and 65 to clask) and 8 variables (IV, C16, C18, C18:1, C18:2, SMAJFA, and PUFA) to
be used for multivariate data analysis. In a simway, the replicate and repeated spectra acquisety each sampling
tool (IS and FOP) on the separateandOut layers have been averaged over the 65 singlemspasi In this way, two
new datasets composed by 130 mean spectra eaclri@sponding to clas3ut and 65 to clask) have been obtained,
as described in Scheme 1. In Figure 1-S (suppleangntaterial) the average spectrdmfindOut samples are reported
both for IS (Figure 1-S.a) and for FOP (Figure b)Xlatasets.

Therefore, on the whole, the averaging procedutalmfind spectral data led to the creation of thiegasets, composed
of 130 independent objects, where each object gpords to a single fat sample. This procedure wasssary to match
the number of spectra with the number of laborattaterminations.

Principal component analysis (PCA) (Bro and Smi&@d.4) was then used as unsupervised exploratomnigae for
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both IV-GC dataset and FT-NIR datasets with the @limtetecting the presence of possible outlieg&a ditliers were
identified as the samples lying outside the 99.¢difidence limits in th€) residuals vs. Hotellin§f plot and were
removed from the datasets.

For validation purposes, before performing PLS,gamples were split into a training set (TRN) artdsd set (TST),
using a random selection procedure.

PLS Calibration and Performance Parameters

PLS was applied as multivariate calibration mettmgredict the value of each IV-GC variable. Thari@ri choice of a
specific preprocessing method of NIR spectra, peesive of the matrix under examination, may nothee preferable
choice (Rinnan et al. 2009). Therefore, while thgponse variables were individually autoscaled IR datasets
were subjected to the following 24 signal prepreaeg methods: none (N), meancentering (m), firsieoderivative (d1,
Savitzky-Golay with 15 points filter and second ergholynomial), second order derivative (d2, S&yt&olay with 15
points filter and second order polynomial), lindatrend (detl), quadratic detrend (det2), smootfdavitzky-Golay
with 15 points filter), standard normal variate (§Nand multiplicative scatter correction (MSC)atlwere tested both
separately and in the following combinations:4dh, d2+ m, detl+ m, det2+ m, S+ m, SNV+m, MSC+ m, d1+ S+
m, d2+ S+ m, detl+ S+ m, det2+ S+ m, SNV+ S+ m, MSC+ S+ m, SNV+d1l+m, SNV+d2+ m.

The performance of the obtained PLS calibration @l®avere expressed in terms of coefficient of deteation RZ),
root mean square error (RMSE), and residual pregicteviation (RPD).

R2 is particularly useful to compare directly modeddculated on different response variables, sihdees not depend
on the scale of th¥ variable. For each model, thrBé values were calculated, i.e., one for the redoltsalibration of
the training set 2Cal)’ one for the results in cross—validaticRIZ&V), and one for the prediction of the external st
(R pred- While R, corresponds to the squared value oRéarson correlation coefficien) (Detwe%en the ,
experimentally measuredvalues and the corresponding values calculatetthidyalibration modeR ,, andR ,4are
defined by the following equation:
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R? =1 - (PRESS/SS)

where PRESS is the prediction error sum of squalefsned as the sum of the squared differencesdmetithe
experimental and thefredlctyd/alues while SS is the sum of squares of the exeatal Y values (of the training set
and of the test set f&t ,, andR’ preg F€spectively).

Another useful parameter for the estimation ofphedictive capability of the model is the root memuared error,
which reports the prediction error in the same supittheY variable. Also for RMSE three values were calcedafor
each model, corresponding to the calibration oftthming set (RMSEC), to the results in crossdafion (RMSECV),
and to the prediction of the external test set (fFMAH RMSE is defined as (Mevik and Cederkvist 2004 )

~\ 2 7
RMSE = \] 2<Y_ Y)

n

whereY refers to the experimentally measured valtesrie the corresponding values calculated (for RMB&C
predicted (for RMSECV and RMSEP) by the model, ansl the number of samples of the training set RMSEC and
RMSECYV) or of the test set (for RMSEP). In partemulRMSECYV (calculated using a random subsets eralsdation
method with 5 deletion groups and 20 iterations3 wsed both to select the best signal preprocessstigod for the
calibration of each response variable, and to @ettre optimal number of latent variables (LVs) atle PLS model (up
to a maximum value of 12 LVs).

Moreover, the values of residual predictive deaat{RPD) were also calculated for each model, rigfgrto the
prediction of the test set samples. RPD is defamethe standard deviation of theéest set values divided by the
standard error of prediction, SEP (Wu et al. 201@here the SEP value is derived by RMSEP by meéfiseo
following equation:
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— \/(RMSEP2 — BIAS?) - n 8

n—1
where BIAS is the arithmetic mean of the predictevrors for the test set samples.

Since the RPD is defined as the standard deviatioaference validation data divided by the preadicterror, it follows
that if the RPD value is relatively small; the dbtd NIR calibration model is not robust, whilelie RPD value is
relatively high, the obtained model has greatediatese ability. According to (Cozzolino et al. 20§ an RPD greater
than three could be considered very good for ptemiqurposes.

All the parameters defined in this Section were leygd to estimate the performance ofzthe finalbraliion models,
paying particular attention to the prediction oé hxternal test set, evaluated by meanR gf.4 RMSEP, and RPD.

Variable Selection

Variable selection methods are often used on NIR ttareduce the computational load and to obtaaremobust
models in prediction (Gosselin et al. 2010). Tosthaims, in this work a two-step procedure has lbsed (Scheme 2).

Scheme 2

Representation of the two-step procedure usedaitale selection
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- Phase 1: building of the IPLS models (forward mode)

Interval width; 400 variables model Interval width; 120 variables mode|
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Mew PLS models are built considering:

+ most frequently selected spectral regions (e.g. 8 times)

« second most frequently selected spectral regions (e.g.
T times)

L]

su on till the minimum RMSECY

In the first phase, for each response variablén&interval-PLS (iPLS) algorithm was applied. Badig it consists in
dividing the whole spectral range in a user-definachber of intervals of equal width, then in selegthe intervals
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most useful for calibration by an iterative proceel(Ngrgaard et al. 2000; Leardi and Ngrgaard 20dparticular,
IPLS was applied in thieorward mode, i.e., the intervals were iteratively addatla significant decrease of RMSECV
iIs no longer observed (Xiaobo et al. 2010). Fohltbe FT-NIR datasets, eight different interval thislwere
considered for splitting the whole spectral rargnsisting of 400, 300, 220, 160, 120, 80, 50, 3ddpectral
variables. To model each response variable by iPh&SFT-NIR datasets were pretreated using therpcegsing
methods that gave the best results for the correlipg PLS model. Also in this case, a random sisbheetss-validation
(5 deletion groups, 20 iterations) was performed.

In the second phase, after obtaining all the iPId8lets as described above, we have chosen to foctiseanost
frequently selected variables in the models obthicensidering different interval widths. To do thisr each response
variable, further PLS models were calculated adogrtb the following procedure: first only the mdetquently
selected spectral regions were considered (foants, those corresponding to the spectral variabtesned by all the
eight iPLS models resulting from the eight differamterval width values); subsequently, the secowdt frequently
selected regions (i.e., seven times) were alsodqdded so on until including all the spectral vales that have been
retained at least once. Finally, the model withrtheimum RMSECYV value was retained, and the cowasing
selected regions were considered as the most iaforenones from the statistical and chemical poaftgew.

PCA, PLS, and iPLS models were elaborated by meaR4.S Toolbox ver. 7.8.2 (Eigenvector Researcl) fac
Matlab®© platform 7.11 R2010b (The MathWorks Indscausing some Matlab functions writtad hoc for the final
selection of the optimal spectral regions basetherresults of iPLS.

Results and Discussion
IV and GC Data

Statistical Survey Results

The results of the statistical survey on IV valaesl GC data are reported in Table 1. As expectatdijraagreement

16 di 44 10/03/2016 12:C



e.Proofin

17 di 44

with the literature (Minelli et al. 2013; Alonso &t 2009), the samples taken from thdayer are mainly characterized
by higher amounts of C16 and C18 and, consequaftlyFA, while the ones taken from tBait layer are more rich in
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C18:1 and C18:2 and, consequently, show higheregalor MUFA, PUFA, and IV.

Table 1

Descriptive statistics of the samples belonging to therifft fat layers

All samples
C16
C18
Ci8:1
C18:2
SFA
MUFA
PUFA
v

Out samples
C16
C18
Ci8:1

Min.

21.63
9.46
37.23
6.45
35.43
40.06
7.41
53.83

21.63
9.46
40.09

Max.

29.67
19.55
47.97
17.16
48.33
52.06
19.09
73.20

27.15
16.38
47.97

Mean

25.05
14.38
43.17
10.01
41.87
46.79
11.34
63.32

24.35
13.10
44.02

S.D.

1.45
1.97
2.32
1.86
2.97
2.45

2.02
4.13

1.21
1.41
2.04

FA values are expressed as % of total FAs analyixei. expressed as g | /100 g fat

0.44
0.31
0.48
0.20
0.50
0.50

0.24
1.75

0.48
0.36
0.55

RMSEg,,
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Min. Max. Mean S.D. RMSEExp
C18:2 8.56 17.16 10.79 1.65 0.19
SFA 35.43 43.96 39.91 2.08 0.50
MUFA 43.33 52.06 47.87 2.06 0.50
PUFA 9.64 19.09 12.22 1.80 0.26
IV 60.20 73.20 65.93 3.03 1.29
In samples
C16 23.33 29.67 25.76 1.33 0.39
C18 12.16 19.55 15.69 1.56 0.24
C18:1 37.23 46.71 42.30 2.28 0.39
C18:2 6.46 15.56 9.21 1.73 0.21
SFA 38.62 48.33 43.88 2.35 0.50
MUFA 40.06 50.60 45.67 2.33 0.50
PUFA 7.41 16.75 10.45 1.84 0.21
IV 53.83 70.17 60.64 3.32 2.17

FA values are expressed as % of total FAs analyixet. expressed as g | /100 g fat

The results obtained fon andOut samples have been compared by means of statibiipathesis tests. Firstly, for

each variable, thE test was used to compare the variancds ahdOut samples: only for C16 the variances resulted

statistically different at the 95 % confidence leviéhen, the two-tailed test was performed in order to compare the

meanln andOut values of each parameter. In all cases, the ki values led to the rejection of the null hypothesis
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(i.e., equivalence din andOut samples) at the 95 % confidence level. Despite ¢biservation, we preferred to consider
the entire dataset for the construction of calibramodels. This was done in order to obtain molaust models of
general use, also considering that the valueseofitbasured properties vary with continuity overéhgre range

covered by the two categories of samples.

Table 1 reports also the values of RMSE represgritie degree of variability of replicate measumasieFor each
measured parameter, the RI\/|§§ value resulted |Idveer the corresponding standard deviation, configrime
reproducibility of these measurements. Among &l iteasured parameters, the IV is the one affegteldeblowest
reproducibility, especially for thim samples.

Explorative Data Analysis

PCA was performed on the autoscaled IV-GC dat&seds, 97.2 % cumulative variance). In the PC1-Bipibt,
shown in Fig. 1, the samples belonginguat andin classes are somehow separated along PC1, thas se@wontain
the information about the different chemical compoa which characterize the two subcutaneousdgels.

Fig. 1
PC1-PC2 biplot obtained by performing PCA on the&3@ dataset. Clagdut: circles; classin: diamonds
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Scores on PC 1 (Explained varnance 57.99%)

In agreement with what was observed using classteaistical tools, PCA also highlights that thet samples generally
present higher values for the variables C18:1, £1BUFA, MUFA, and IV, located at high negativeued of PC1 in
the PCs space. Conversely, thesamples show lower values for the variables C1I(8,@nd SFA, located at positive
values of PC1.

The biplot in Fig. 1 also gives clear indicatiofmat the correlations among tNevariables. Looking at the data,
correlations are observed in tievariables based on the number of double bondsanimints of saturated fatty acids
are correlated with each other and with SFA, liro&eid is strongly correlated with IV and PUFA, ieholeic acid is
strongly correlated with MUFA.
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PCA allowed to highligzht the presence of four cartlbamples, lying outside the 99.7 % confidencédimm theQ
residuals vs. Hotelling plot.

FT-NIR Data
Explorative Data Analysis on FT-NIR Datasets

A preliminary screening by PCA was also done onrtiean-centered spectra of IS and FOP datasetbptbhrdatasets,
three PCs were selected, explaining 97.1 and 9809 e cumulative variance, respectively. The HRTI2 score plot
obtained for the IS dataset is reported in FigSinilarly to what was observed along PC1 for thed® dataset, the
score plot of the IS dataset shows that the twastaneous fat layers are separated each other RIGAgthough the
clusters are slightly superimposed. Analogous tequmlot shown) have been obtained for the FOP datas

Fig. 2
PC1-PC2 scores plot obtained for the IS datases<Clut: circles; classin: diamonds
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Scores on PC 2 (Explained variance 25 19%)

In both models, the presence of outlier sampleg bhaen evidenced (one outlier in the IS datasetwaadutliers in the
FOP dataset). Considering also the outliers founithé IV-GC dataset, on the whole seven samples begn removed
from all the datasets. Of the remaining 123 sam{@&©ut and 62In samples), 88 were randomly assigned to the
training set and 35 to the test set. Basic statstalculated on the values of tfi@ariables separately for the training
set and for the test set objects have been includ#dte supplementary material.
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Scores on PC 1 (Explained variance 67.69%)

PLS Calibration Models

Table 2 reports an overview on the best PLS moaoledained for eacly variable using both IS and FOZP datasets,
including selected signal preprocessing method,andoensionality, and the performance parametRrsRMSE, and

RPD) described in Section 2.3.
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Table 2

Results of the best PLS models

Y variable
IS dataset

C16

C18
C18:1
C18:2
SFA
MUFA
PUFA

v

FOP dataset

C16
C18
Ci18:1
C18:2
SFA
MUFA

Processing

S+m
detl+ S+m
detl

S+m
d2+S+m
d2+S+m
S+m

d2+S+m

det2+ S+m
detl+ S+m
MSC+ S+ m
detl+ S+m
detl+ m

MSC+S+m

No. of LVs

12
12

10
12
10

r
12

RMSEC

1.13
0.90
1.32
0.87
1.11
1.03
0.90
1.10

1.02
0.95
1.14
0.90
1.32
1.15
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RMSECV

1.18
1.09
2.06
1.19
1.68
1.91
1.23
2.03

1.13
1.10
1.93
1.22
1.68
1.93

RMSEP

1.12
1.57
1.39
0.93
1.38
1.20
1.05
1.76

1.20
1.37
1.69
0.95
1.24
1.78

RPD

1.31
1.55
1.83
2.01
2.33
2.17
1.95
2.24

1.24
1.77
1.39
2.04
2.65
1.47

2
R Cal

0.32
0.75
0.68
0.80
0.84
0.82
0.81
0.93

0.45
0.72
0.76
0.78
0.78
0.77

2
RCV

0.25
0.64
0.22
0.62
0.64
0.37
0.65
0.76

0.32
0.62
0.32
0.60
0.64
0.36

RMSE are expressed in the same units a&/'thariables (% of total FAs analyzed for each FA arig/100 g of fat for 1V)

2
R Pred

0.42
0.45
0.63
0.74
0.79
0.77
0.73
0.80

0.33
0.59
0.45
0.72
0.83
0.49
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Y variable Processing No.ofLVs ~RMSEC RMSECV RMSEP RPD R'(,, Rey Rlpuq
PUFA MSC+S+m 10 0.86 1.28 0.85 239 083 062  0.82
W det2+S+m 9 1.51 2.00 1.67 238 087 077 0.82

RMSE are expressed in the same units a&/'thariables (% of total FAs analyzed for each FA arig/100 g of fat for 1V)

In general, the predictive ability of the modelsswmoor for the variables C16, C18, and C18:1; herEFOP dataset also
MUFA was not predicted satisfactorily. The variabtbat were better predicted are IV, PUFA, SFA, @i@:2.
Acceptable rezsults in prediction of the test setewabtained also for MUFA when using the IS datéBMSEP=1.20,
RPD= 2 17,R p,eq= 0.77); however, in this case the performance isstelidation resulted very scarce (RMSEEV
1.91, R cv = 0.37), suggesting the low stability of this calitboa model.

Only for IV the RMSEP values of the calibration nret&lare comparable with the RMgE values of thereefee data
(Table 1), which means that there is a little maufgir further model improvements. Considering thnglke FAs, the
RMSEP values vary in the range 0.93-1.57 for IS@88-1.78 for FOP. The FA that is estimated wi# bbwest
RMSEP (and highelRZPrec) values for both the datasets is C18:2 that is #ie parameter with the lower RMgE
value.

: . 2 2 :
Interestingly, the comparison between RMSEP and E®$ (and betweeR p,.qandR ) shows that in most of the
cases the performance in prediction of the tessaeiples is better than the performance in crosdateon,
notwithstanding the random selection of the extevahdation samples.

In general, recalling that the higher is the RPIn@athe greater is predictive ability of the cepending model, and
that good performances in prediction are obsenieewRPD is greater than 3 (Cozzolino et al. 208#9,RPD values
of Table 2 suggest that the present PLS modelsiatable for rough estimates or at least for saregpurposes.

Other authors in the literature reported calibmateodels with higher performances in predictiont fagtance, Muller
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and Scheeder (2008) have obtained good calibratmarels: they predict IV with aR‘Predz 0.98 and RMSER 0.5,
therefore such a calibration is adequate for apfiegtion. Also Fernandez-Cabanés et al. (2007 ¢ lndbtained good
calibration models, with RMSEP always lower that Ior the analyzed fatty acids. However, it musubéerlined that
the effectiveness of fat characterization by FT-N[fectroscopy greatly varies depending on samgegatment, as
proved by Zamora-Rojas et al. (2013). They collédtee spectral datasets both using a fiber opbb@on intact
adipose tissue and in transmission on melted fatirTresults highlighted that the models basednbdact samples show
prediction errors always higher (even double qi#&) than those obtained on melted fat. Theref@ealling that in the
present work we were focused on “direct” fat chegazation (i.e., without performing sample pretreant steps like
melting or homogenization), a fair comparison skldu made considering results obtained using sim&thods for
sample preparation and signal acquisition. Considdhe use of diffuse reflectance, we have obthiesults similar to
those of Ripoche and Guillard (2001). As for the o§fiber optic probe, our results are definitepmparable, in terms
of predictive ability of the external validationmsples, to those reported by Pérez-Juan et al. (R010

According to the results of Table 2, the perfornegmof IS and FOP are comparable, since none dinbelevices has
given systematically better results. Thereforecsithe results are not influential as to the chbesveen the two
sampling tools, we believe that the use of fibeioprobe is preferable. In fact, with respecthe tntegrating sphere,
the fiber optic probe can be more easily implemerite fast measurements performedoco.

The results in Table 2 also suggest that the useusfique signal preprocessing method is not ablead to the
optimal solution for all the differenX variables. Similar outcomes were obtained by Failea-Cabanas et al. (2007),
who pretreated fat spectra in many different ways @bserved that there is not a preprocessing whecforms
systematically better than the others. In any chiee) our results we can draw some general remémkalmost all cases,
the spectra have to be mean-centered and alsonith@lsing operation has proved to be very oftenuls&or the
spectra acquired with the fiber optic probe, thevadéive never resulted an effective preprocesswtygle detrend
worked well.

With regard to the model dimensionality, it candieserved that the variables C16, C18, and SFAgspaonding to
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saturated fatty acids, have generally required @lsmnumber of latent variables for building tr@responding models,
although with different outcomes.

Variable Selection

Phase One As explained in the Methods section, iPLS has hesd in the first phase of variable selection. @abl
reports the details of the best iPLS models (setetnt cross-validation) obtained after the firgpsof the variable
selection procedure; it can be observed that tisemet an optimum interval width for all thévariables and that often
the prediction results are not improved comparetthéoPLS models in Table 2.

Table 3
Results of the best iPLS models obtained in the first phiagsriable selection

IS dataset
C16 50 200 11 0.74 0.97 1.43 1.05 0.71 050 0.06
C18 50 100 8 0.76 0.91 0.80 274 082 075 0.86
Ci18:1 30 210 12 0.72 1.34 1.51 155 091 0.67 0.56
C18:2 300 1200 12 0.52 0.95 0.90 2.03 093 0.76 0.75
SFA 400 1200 8 0.95 1.39 1.34 225 089 0.75 0.80
MUFA 80 400 11 0.95 1.43 1.38 1.82 0.84 0.64 0.69
PUFA 400 800 11 0.74 1.00 0.83 243 0.88 0.77 0.83
\Y; 50 200 7 1.56 1.83 1.96 203 086 0.80 0.75

RMSE are expressed in the same units ag'tvariables (% of total FAs analyzed for each FA arig/100 g of fat for IV)
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Y Interval No. of selected No. of 2 2 2
variable width variables LVs RMSEC RMSECV RMSEP RPD R'c, Rcy Ropra

FOP dataset

C16 160 320 12 0.54 0.79 1.03 148 0.84 0.67 0.51
C18 80 80 4 0.88 0.94 1.02 226 0.76 0.73 0.77
Ci8:1 50 200 11 1.05 1.45 1.58 145 080 0.62 0.52
C18:2 400 400 7 0.78 1.00 0.78 233 084 0.73 0.82
SFA 220 220 4 1.26 1.39 131 251 080 0.76 0.81
MUFA 80 240 10 1.07 1.32 1.39 1.83 0.80 0.70 0.69
PUFA 30 150 11 0.70 0.94 1.03 198 089 080 0.74
IV 80 160 5 1.68 1.81 1.92 205 083 081 0.76

RMSE are expressed in the same units ag'tvariables (% of total FAs analyzed for each FA arig/100 g of fat for IV)

Figure 3 shows the results for all the models ol@diby considering different interval widths (fréf0 to 30 spectral
variables), calculated using the signals acquinethbans of the fiber optic probe. In particular, éach modeled
variable the corresponding histogram represent$réugiency of selection of each spectral region.dxample, the top
left plot in Fig_.13 (variable C16) shows that sewart of eight models have led to the selectiorhefriegion
6010-5850 cm ; this means that the spectral infoonatlated to the presence of palmitic acid seenise located
particularly in_tlhat region. In the same histograimg, out of eight models have led to the selectibthe region
6160-5840 cm (all the wavenumbers except for alspaictral window), five out of eight models haee ko the
selection of the region 6210—5780_01m , and so oncelethis sort of representation shows the degreerorergence

of the various models computed for each variable.

Fig. 3
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Distribution histogram of the spectral regions stdd by iPLS considering different interval widthiesults for the FOP
dataset

28 di 44 10/03/2016 12:C



e.Proofin http://eproofing.springer.com/journals/printpag@-pioken=wo8IKLYrhgeE8HAVgRHp2BrCYg3Lc9lc

4 C16 + C18
'+ C18:1 i+ C18:2 |

| SFA

‘T PUFA | TV

29 di 44 10/03/2016 12:C



e.Proofin http://eproofing.springer.com/journals/printpag@-pioken=wo8IKLYrhgeE8HAVgRHp2BrCYg3Lc9lc

It can be observed that, for all the modeled chahvariables, the most frequently selected regsotne one
corresponding to the spectral bands centered & &ii8 5670 cr_nl , In which the absorption bands reledghe C—H
stretching first overtone of CH and GH groups aeated (Sgrensen et al. 2012 ; Gonzalez-Martin. 2G05;
Pérez-Juan et al. 2010; Li et al. 1999).

For C16, C18, and SFA the region approximatelyhm tange 7400-6900 E%n is generally selected, wheeak at
about 7175 cr_n1 , partly superimposed to the absardiand of water, can be seen; this peak is atgtbta the C—H
combination band of Cg:ll (Shenk et al. 2008). For @Xhd MUFA, a different region was frequently seédel, i.e., the
one in the 5620-5460 cm range, where a water telzdad (O—H combination) is located, maybe dudéotissue
structure (Shenk et al. 2008). At variance, for QL& UFA, and IV the recurring selection of theioagin the interval
at about 8600-8100 c_&] IS observed, in additionregeon at lower wavenumbers in which two sharpeaks centered
at 4710 and 4660 c_r% are observed. Many works at&ithe bands present in the 8600—810f)lcm regiomet&€—H
stretching second overtone (Ripoche and Guillard12@Pérez-Juan et al. 2010; Li et al. 1999). Indame spectral
region, Cox et al. (2000) observed the increagbd®fpeak at 8550 c_r% , according to the increaskeofddine value of
different oil samples. Finally, in the work by Li &l. (1999) the bands near 8475 and 46751cm tnbwted to strong
—CH=CH—(cis double bond) overtone and combination band vibretj respectively. Interestingly, most of the bands
selected for calibrating IV were the same selebedLS in the work by Sgrensen et al. (2012).

Summarizing, for chemically related variables adjconvergence of the models is observed. Thesad=smasions,
together with those made about the correlationsngntleeY variables discussed in the IV and GC data sectr@y,
suggest that these models are mainly based onl$fapecific” features, rather than on features gpefor the single
fatty acids. Although a detailed discussion on thssie is beyond the scope of the work, we pointtlo@ recent work
by Eskildsen et al. (2014 ), which deals with tlapit and opens an interesting field of investigatiBasically, in this
work the authors state that predicted concentratadnndividual fatty acids in milk rely on covanee structures with
total fat content rather than absorption bandsctlyessociated with individual fatty acids, i.prediction results are
good if calibration and test sets have the samarcawe structure between individual fatty acidd total fat content.
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Similar results to those reported in Fig. 3 weréaated also for the IS dataset (Figure 2-S in tqgpsementary
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material). The same considerations made abovetifireadid, although the convergence of the seleaton the same

regions for the variables that are chemically esdas a little less noticeable.

Phase Two During the phase which we have called “selectiothefselection”, new PLS models were iterativeliitbu
starting from the spectral regions that were moequently selected in the previous iPLS modelbalt to be underlined

that the main concern of the present work is nahéoely compare the performance of our models widse of other
works dealing with the same fat properties, buteato compare the models before and after varisdliection. The
results of the comprehensive models that were nbthare reported in Table 4.

Table 4

Model performances after applying the two-step variabkcteh procedure

Y variable

IS dataset
C16
C18
C18:1
C18:2
SFA
MUFA
PUFA

No. of selected variables

250
120
250
280
60

180
60

No. of LVs

4

RMSEC RMSECV RMSEP RPD R’c, R'eyv Rpua

0.84
0.80
0.76
0.76
1.25
1.12
0.91

1.01
0.90
1.53
0.97
1.39
1.46
0.98

1.13
0.95
1.22
0.72
1.24
1.50
0.78

1.36
2.48
1.87
2.52
2.45
1.67
2.58

0.62
0.80
0.90
0.84
0.80
0.78
0.81

0.45
0.75
0.57
0.75
0.75
0.63
0.78

RMSE are expressed in the same units a&/'thariables (% of total FAs analyzed for each FA arig/100 g of fat for 1V)

0.41
0.80
0.71
0.84
0.83
0.64
0.85

10/03/2016 12:C



e.Proofin

32di 44

Y variable

IV

FOP dataset

C16
C18
C18:1
C18:2
SFA
MUFA
PUFA
v

No. of selected variables

1100

340
70
260
60
130
90
620
540
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No. of LVs RMSEC

8 1.54
12 0.57
5 0.90
12 1.09
7 0.92
5 1.33
7 1.29
8 0.89
6 1.69

RMSECV RMSEP RPD R, R'cy Rlpng

1.90

0.80
0.97

1.47
1.08
1.46
1.44
1.11
1.88

1.70

1.09
0.92

1.37
0.75
1.16
1.36
0.81
1.73

2.38

1.40
2.45

1.67
2.44
2.62
1.84
2.49
2.30

0.86

0.83
0.75

0.78
0.77
0.77
0.71
0.82
0.83

0.79

0.66
0.71

0.61
0.69
0.73
0.64
0.72
0.79

RMSE are expressed in the same units ag'tvariables (% of total FAs analyzed for each FA arig/100 g of fat for IV)

The first aspect that is worth to comment is theegally enhanced predictive ability of the moddisaoned at the end of

0.81

0.45
0.81

0.64
0.83
0.85
0.71
0.84
0.81

the variable selection procedure, compared with ®fi&LS and iPLS models reported in Tables 2 ande8pectively.
On the whole, the best performances were obtaioethé prediction of C18:2, SFA, and PUFA.

In particular, the predictive ability of the modetdated to the response variable C16 is still patuile for the variables

SFA and IV, which were already predicted fairly seissfully, theR2Pred RMSEP, and RPD values are substantially
unchanged. Actually, a similar result for the ioglvalue was expected, since the prediction erroth®PLS models
before variable selection was already comparabile thie RMSE,, of the reference data.

Slight improvements were obtained for the predittod PUFA using the FOP dataset, where the resiltise PLS
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model calculated on the whole signal was alreatigfsatory (RMSEP decreased from 0.85 to Ofaﬁpredincreased
from 0.82 to 0.84, and RPD increased from 2.39.4®9p conversely, variable selection led to a digant decrease of
the prediction error of PUFA values when usingltheataset: RMSEP decreased from 1.05 to (R/84increased
from 0.73 to 0.85, and RPD increased from 1.95.582

With regard to the variable MUFA, the results shdwediscordant trend for the two spectral datageqgsiired with the
different tools. As for the IS, the model perforroargot worse after variable selection: notwithstagdhe expected
inzcrease of the performance in cross-validatiore(ttuthe fact that feature selection is driventyy RMSECV values),

R pegdecreased from 0.77 to 0.64, RMSEP increased fr@to 1.50 and RPD decreased from 2. 17 to 1.67.
Conversely, variable selection improved the predcperformance of the model based on FOP speletpqedlncreased
from 0.49 to 0.71, RMSEP decreased from 1.78 t6 &r8d RPD increased from 1.47 to 1.84.

As far as the single FAs are concerned, the twp-geable selectlon allowed to increase the petémrce in prediction
in particular for C18 and C18 2, which for the |&taket reachel’ pregValues equal to 0.80 and 0.84, respectively,
while for the FOP dataset tl’ﬁepredvalues resulted equal to 0.81 and 0.83, respdytiie corresponding RPD values
resulted equal to 2.48 and 2.52 for the IS datasdtto 2.45 and 2.44 for the FOP dataset. Thedadmumber of
informative wavelengths that were selected whengithe FOP dataset (70 for C18 and 60 for C18:8yessts that
these final models could constitute a starting ptonthe implementation of a hand-held devicetfor screening of
these FAs in fat samples.

Concerning the number of latent variables useduttillihe models, the dimensionality is generallgréased or at least
it remained unchanged after variable selectiongpiéor C16 for which, however, the models aregamid. Compared to
the original number of spectral variables (morenth@00), some final models are very parsimonioass(than 100
variables), while still providing good performancésen in cases where some hundreds of variableslieen selected,
the process of variable selection is still convatisince it allows to obtain more parsimonious eiedvithout
compromising at all their predictive ability.
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In Fig. 4, for both IS (Fig. 4a) and for FOP (F#h), the variables selected for each comprehemsogel are reported
together with the corresponding average spectrumal the models, the variables correspondindhieo@—H stretching
first overtone have been selected as informativehfe calibration of fat related quantities. Agdinere is some
consistency in the models related to responsehblasavith chemically similar meaning. For examphes variables
around 8500 cr_n1 , corresponding to the—E€BH—overtone (Li et al. 1999), have been selectedife prediction of
IV and C18:2 for the IS dataset and for the predrcof IV and PUFA for the FOP dataset.

Fig. 4
Representation of the variables selected for tfierdint properties by applying the two-step vamadélection procedure to
the IS @) and to the FOPb| datasets. In each subplot the corresponding geesf@ectrum is reported as reference
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Conclusions
The results of the multivariate calibration modetsfirm that FT-NIR is able to predict IV and FA amact pig fat

samples, although the correlation coefficient valabtained in prediction are not higher than 0.8% the RPD values
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are always lower than 3. These findings suggestNiifa spectroscopy is more suitable to be usedsseening method,
than to fully replace the time-consuming wet anasysurrently used in the industry. As suggesteBdkiaris et al.
(2015), the use of larger datasets could resuli@endecrease of RMSE and, consequently, in theaser of RPD,
allowing further improvements of robustness, pradecpower, and accuracy of the models.

Moreover, we found that IS and FOP datasets gawelsaith very similar performances. As a consegagethe use of
FOP as sampling tool is recommended, since itdrentmplementation is certainly more feasible.

The approach that we proposed in this work foralaga selection is more effective than ordinaryivaePLS, that
requires choosing a specific interval width. Tm®1istep procedure has proved to be a beneficigl fga@ondense the
results of individual iPLS models obtained considgdifferent interval widths in a comprehensive-dagenerally best
performing—maodel.

The wavelengths selected as relevant for calibmgiiarposes correspond to the C—H stretching fiwsttone for all the

Y variables and to the—C#HCH—overtone for the prediction of IV and other capds belonging to the group of
polyunsaturated fatty acids. The selection of sméimited number of relevant wavelengths is favéedbr the possible
construction of a NIR-based low cost device for $beeening of fat composition. On the other ham;esthe selected
variables are almost the same for the diffeMewariables, it follows that these absorption baadsnot specific for each
given fatty acid, but good predictions probablyreh covariance structures among individual fattigla and total fat
content. Hence, the study of the interdependenaeacteristics of the predictions of highly collingavariables is an
interesting issue for future studies.
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