Modeling challenges for high-efficiency visible light-emitting diodes
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Abstract—The challenges posed by the numerical modeling of GaN-based light-emitting diodes (LEDs) require the extension of current simulation approaches beyond the semiclassical limits. Any theory hoping to predict the complex carrier transport and optical properties of state-of-the-art III-nitride LEDs should combine a genuine quantum approach with an atomistic description of the electronic structure. Semiclassical discontent notwithstanding, computational considerations have elicited the inclusion of quantum corrections within drift-diffusion approaches. However, the lack of first-principles validation tools has left these quantum models largely untested, at least in the context of LED simulation. It is therefore important to compare the results obtained with currently available commercial numerical simulators, in order to assess the predictive capabilities of the advanced physics-based models complementing the drift-diffusion equations.
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I. INTRODUCTION

The elusive nature of the loss mechanisms occurring in GaN-based light-emitting diodes (LEDs) has turned the debate over droop, the non-thermal decline of the internal quantum efficiency (IQE) at high current densities, into a lively controversy that divides the optoelectronic community. Among the mechanisms invoked to explain droop are Auger recombination, carrier delocalization from composition fluctuations, and carrier leakage from the active region [1]. As of this writing, no droop theory formulated so far has been unambiguously proven theoretically or experimentally. The lack of direct experimental information on critical quantities and the inadequacies of standard simulation approaches have left experimentalists and theoreticians to rely upon models ridden of fitting parameters, thus allowing almost any interpretation [2-4].

Among the difficulties that LED modelers are facing we mention the lack of reliable first-principles models for nonradiative and radiative recombination mechanisms, the inconsistencies in the definitions of some optical and transport parameters when used in experimental and in simulation contexts (e.g., bulk Auger coefficients vs. 2D Auger rates), and the large sensitivity of several key quantities to technological/structural details (interface quality, layer homogeneity, doping and composition profiles, etc.) often inaccessible to an accurate experimental determination [5]. It does not help matters that wide-gap materials exhibit a remarkable excitation-dependent nonlinear optical response due to the intricate interplay between the strong attractive electron-hole Coulomb interaction, which leads to significant excitonic signatures in the optical spectra, and the quantum-confined Stark effect caused by piezoelectric fields.

The possibility for Auger recombination to be the major (if not the sole) cause for droop depends critically on the value of the Auger coefficients. While theoretical studies seem now to agree that - at least for In molar fractions corresponding to blue and green emission - indirect processes dominate Auger recombination in bulk InGaN (the authors of [6] have recently reassessed their bulk calculations [7] to correct the inadvertent omission of a normalization factor and the treatment of the long-range part of the Coulomb interaction), the nature of Auger transitions in confined structures (direct versus phonon-assisted) is still debated [8,9].

It has been observed that a substantial electroluminescence efficiency reduction occurs when an electron-blocking layer is not employed, a fact that makes room for a narrative on carrier leakage as the cause for droop [10,11]. It should also be noted that the concept of non-equilibrium hot electrons in the context of light emitters is non-conventional, and represents a major departure from semiclassical treatments of carrier-transport based on drift-diffusion (DD) approaches. This new realm is originated from the unique combination of electronic properties of III-nitride light emitters, including large band discontinuities and large polarization fields, that differentiates them from those based on conventional III-V and II-VI semiconductors. One might then suggest that any model not including the treatment of hot electrons, particularly the commercial numerical simulators widely used to model GaN-based LEDs, would be inadequate to the task. The intrinsic limitations of the standard DD simulation framework when used to describe carrier transport in GaN LEDs have elicited the inclusion of semi-empirical corrections for mechanisms such as tunneling, carrier...
overflow, ballistic overshoot, nonlocal quantum transport across QWs, and Auger-induced leakage. Unfortunately, these effects are hard to discriminate experimentally, which results in a problematic validation of the corresponding models.

An accurate treatment of vertical carrier transport across the active region would imply to replace the semiclassical Boltzmann picture with genuine quantum approaches based, e.g., on the density-matrix formalism, the Green’s function theory, or the Wigner function picture [12]. Moreover, the experience with DD models clearly underscores the need for full-Brilliouin-zone approaches [13] to correctly model hot electron effects (and Auger-induced leakage, if relevant). A quantum transport model based on a full-Brilliouin-zone atomistic description of the electronic structure accounting for the effects listed above is not available yet; in the following, we will focus our discussion on a few “quantum corrections” currently available in commercial DD-based tools for the design of visible LEDs.

II. QUANTUM CORRECTIONS

A. Coupling of DD and Poisson-Schrödinger Equations

Axiomatic to all semiclassical descriptions of carrier transport across QWs is the separation between unconfined and confined populations, described by three- and two-dimensional (3D, 2D) carrier densities, respectively. The separation of bound and unbound carriers is usually forced by defining an appropriate energetic boundary, e.g., the minimum of the surrounding barrier band edge. The behavior of 3D and 2D populations is fundamentally different, as the different degree of confinement has a profound effect on the scatterings experienced by the carriers. The bound population is represented by localized and stationary states, carrier confinement being considered strong enough so that a fully coherent quantum-mechanical description of localization in the confinement directions appears appropriate. Of course, one cannot expect quantum coherence to be preserved over the entire light-emitting device, whose spatial extension may be of several hundred micrometers. Indeed, coherence is assumed to be completely lost for the unbound population when carrier transport is described within a drift-diffusion (DD) approximation. The two populations are coupled by electrostatics - the solution of the Schrödinger equation has to be reconciled with the Poisson equation - and by the capture of carriers. The latter may be seen as a recombination mechanism for the unbound population or equivalently as a generation term for the bound population [14].

It is interesting to compare commercial simulators implementing the augmented DD discussed above for the calculation of carrier transport across the active region of GaN LEDs. In the present work, we have used Crosslight APSYS and Synopsys TCAD Sentaurus to simulate the I(V) characteristics of single-QW (SQW) test LED structures manufactured by OSRAM Opto Semiconductors [15-17]. Our comparison makes no claim to completeness, also because not all the details of closed-source quantum-corrected DD implementations are documented. In both simulators, the Poisson and Schrödinger equations (PSE) are solved self-consistently within a limited portion of the device, where quantum effects are supposed to be more relevant. This approach was first introduced for the modeling of semiconductor lasers in the Minilase simulator [18], and is shared by most present-day codes. However, these codes use different algorithms for determining the extension of the region where the PSE are solved, adopt different boundary conditions for the Schrödinger equation, and use the PSE results in the DD model in subtly different ways inside and outside the QWs. (Additional differences, e.g. in the kp models and model parameters available to the user, play a critical role in the determination of the emitted optical power spectra, which will not be considered here.) The cumulative effects of these differences can be observed in Fig.1, where the perfect agreement between the I(V) curves obtained (however non-trivially) from classical DD simulations with APSYS and Sentaurus gives place to significant differences at all bias regimes when PSE and DD are coupled. The results of both simulators are also extremely sensitive to the extension of the region where the PSE are solved, which puts into question the predictive capabilities of the PSE-DD approach.

![Fig. 1. I(V) characteristics of a SQW test LED structure simulated with Crosslight APSYS and Synopsys TCAD Sentaurus. (The same curves are reported in logarithmic scale in the inset.) While a perfect match is obtained with classical DD simulations (red curves), the inclusion of quantum corrections leads to significant differences at all bias regimes.](image)

B. Inclusion of Trap-Assisted Tunneling in a DD Framework

Besides acting as SRH recombination centers, the traps located in the LED active region may also assist the tunneling of carriers across it, thus opening additional current leakage channels not accessible by direct band-to-band transitions. The high ideality factor experimentally observed below the optical turn-on of GaN LEDs [19] is the hallmark of trap-assisted tunneling (TAT). Through its signature on the sub-threshold forward-bias characteristics, TAT may represent a useful indicator of the presence of defects and then, in turn, of device growth quality [20] or degradation due to accelerated stress.
The physics of TAT may be described as the sequence of three events, namely (1) tunneling, (2) capture, and (3) recombination (see Fig. 2). An electron (hole) in the conduction (valence) band tunneling from the n- (p-)side of the diode to the opposite side is captured by a defect. According to multiphonon emission (MPE) theory, the energy of the incoming carrier and the trap energy need not to match for the trapping process to take place (semiclassical theories neglect energy renormalizations of filled traps and assume monomodal phonon emission [22], i.e., a constant phonon dispersion relation). Finally, the capture process is followed by non-radiative recombination. A rigorous modeling of TAT within a genuine quantum mechanical framework such as the density-matrix approach would require an atomistic description of the electronic structure. On the other hand, such model would not be suitable for device-level simulation. Therefore, we regard the three events described above (tunneling, capture and recombination) as a single enhanced recombination process, which we describe with a suitable SRH-like rate [26–28]. The nonlocal nature of this tunneling-enhanced SRH process poses implementation difficulties within local transport models such as DD. Here we follow the approach initially proposed for Si p–n junctions [26,27]. A detailed description and theoretical derivation of the TAT model from the basic Hrkx and Schenk descriptions [26,27,29] can be found in [17]. Fig. 3 shows that, by including both electron and hole TAT, we were able to accurately reproduce the electrical characteristics of several InGaN/GaN SQW test LED structures grown on different substrates [30,15].
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