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Abstract 

Time-dependent density functional theory (TD-DFT) is usually benchmarked by evaluating how the 

vertical excitation energies computed by using different exchange-correlation (XC) functionals 

compare with the maximum of the absorption spectra. However, the latter does not necessarily 

coincide with the vertical energies because it is affected by the vibronic band structure that has to be 

properly accounted for. 

In this work, we have evaluated the performance of several functionals belonging to different families 

in reproducing the vibronic structure (band shape) of four 7-aminocoumarin molecules of 

technological interest, whose spectra have been recorded in methylcyclohexane and acetonitrile 

solvents. In order to compare in the more consistent way the computed vibronic spectra with the 

experimental ones, the effect of the temperature, often neglected, was also taken into account. We 

have found that no single functional provides simultaneously accurate band positions and shapes, but 

the combination of ωB97X vibronic couplings with PBE0 vertical energies can lead to very 

satisfactory results.  

In addition to the assessment of XC functionals, several adiabatic and vertical models proposed in the 

literature to compute vibrationally resolved electronic spectra have been tested and validated with 

respect to experiments. On these grounds, the adiabatic Hessian model has been used to perform a 

complete analysis of the ωB97X/PBE0 vibronic transitions contributing to the final band shapes of 

the investigated aminocoumarin molecules. 
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Introduction 

Nowadays, density functional theory (DFT)1 and its time-dependent extension (TD-DFT)2,3 are the 

most widely employed quantum mechanical (QM) tools for modeling a large number of ground- and 

excited-state properties of medium-to-large molecular systems in various environments.4–11 The 

popularity of DFT and TD-DFT is mainly due to the favourable performance-to-accuracy ratio and 

to the ongoing development of a wide variety of increasingly complex and accurate exchange-

correlation (XC) functionals.  

Concerning the calculation of absorption/emission energies, several past investigations have shown 

that the local density approximation (LDA) strongly underestimates vertical excitation energies 

(VEEs) of most organic molecules, whereas better estimations are obtained by using the generalized 

gradient approximations (GGAs) or the so-called meta-GGA approaches, which include also the 

density Laplacian.8,12,13 The most accurate UV-vis spectra are usually computed by using global 

hybrid functionals (GHs), such as PBE014 or B3LYP15, which explicitly include a constant fraction 

of Hartree-Fock (HF) exchange. However, GHs still have limitations deriving from the fact that the 

density is not influenced by a change in the nearby electronic distribution16–18 and thus van der Waals 

forces,19–21 bond length alternation in semiconducting polymers,22 nonlinear optics  properties of long 

π-conjugated chains,16 Rydberg and charge-transfer (CT) electronic states are not well 

reproduced.17,23 

Thanks to the developments of range-separated hybrid (RSH)24–30 functionals, which use a growing 

fraction of exact exchange as the inter-electronic distance increases and of the so-called double-

hybrids (DH) functionals, which include also a second-order perturbative evaluation of non-local 

terms involving virtual orbitals,31 most of the aforementioned deficiencies can be overcome. 

However, the complexity of RSHs, often involving several additional parameters, and the 

computational cost of DHs, give rise to new issues and their applicability to a given case needs to be 
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carefully assessed. In general, the multitude of available exchange-correlation functionals raises the 

issue of carefully choosing the most suitable one for the system and/or property of interest.  

For instance, the performance of TDDFT on the reproduction of vertical and adiabatic energies of 

valence transitions has been extensively studied and a very large number of benchmarks have been 

published in the last decade.13,23,32–34 These investigations have shown that the expected TD-DFT 

accuracy is strongly dependent on the nature of the considered state (n→π*/π→π*, singlet or triplet 

states) and the functional. For low-lying singlet transitions the average deviations often remain within 

0.2–0.3 eV when using typical hybrid functionals, such as B3LYP15 or PBE0,14,35 an error that could 

even be decreased with DH functionals. RSH functionals relying on a relatively soft attenuation, e.g. 

CAM-B3LYP29 and ωB97XD,36 or the different functionals of the Minnesota family, such as the 

M05-2X,37 M06-2X38 and M08-HX39 deliver relatively small errors for CT states without 

significantly degrading the accuracy of local states.8,10,12,40,41 

However, it is worth pointing out that absorption or emission band maxima of experimental spectra 

do not necessarily coincide with vertical energies, and it is necessary to properly take into account 

the vibronic structure. 42–44 With the growing availability of packages able to compute efficiently 

vibronic transitions, the proper assessment of the performance of XC functionals against vertical 

excitation energies (VEEs) is no longer sufficient and future computational efforts should be devoted 

to the reproduction of the vibronic structure (band shape) of electronic spectra in order to gain more 

detailed and accurate information on the potential energy surfaces (PES) of organic molecules. 

Dierksen and Grimme45 performed the first systematic work along this direction in 2004; they 

computed the band structure of a large set of aromatic molecules in the gas phase by using three 

functionals and showed that functionals with 30-50% of HF exchange reproduced well the 

experimental band shape. More recently, Stendardo et al.46 showed that the CAM-B3LYP and PBE0 

functionals reproduce the vibrational structure of the absorption spectra of dithiophene molecules 

better than BLYP, BHLYP and B3LYP. Jacquemin and coworkers47 evaluated the performance of 18 
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functionals belonging to different families in reproducing the vibronic couplings of anthraquinone 

derivatives in solution concluding that no single functional simultaneously provides highly accurate 

positions and intensities of the different bands, but ωB97XD provided the best overall results.  

However, in all these studies the vibronic spectra computed at 0K were compared to the experimental 

counterparts collected at room temperature. Temperature effects are then assumed to have an 

inhomogeneous broadening effect which can be accounted for by applying Gaussian distribution 

functions with proper half-widths at half-maximum to the stick spectrum obtained at T=0K. However, 

as the contributions of hot-bands become more important, this approximation may become too rough 

and an explicit computation of temperature effects is necessary. For this reason, when dealing with 

experiments at room or higher temperature, a preliminary evaluation of the actual effects of the 

temperature can be useful when defining the computational protocol. 

In this work we benchmarked several global hybrid and range separated XC functionals based on the 

vibrationally-resolved absorption spectra of four 7-aminocoumarin molecules, reported in Figure 1, 

which are widely used as laser dyes in the blue-green region48,49 and studied for their applicability as 

organic semiconductors, optical memory materials and optical sensors when conjugated to polymeric 

thin films50 or encapsulated in silica matrix.41,51 All calculations were carried out with the module 

written by some of us to compute efficiently vibronic spectra within the time-independent (TI)52 and 

time-dependent (TD)53 frameworks within a widespread quantum chemical package.54 For the 

reasons explained above and at variance with most earlier studies, temperature effects were also 

included in all calculations in order to compare in the most consistent way the computed spectra with 

their experimental counterparts recorded in methyl-cyclohexane and acetonitrile and reported in this 

manuscript for the first time. 

The paper is organized as follows. In Sections 2.1, 2.2 and 2.3, we describe in sequence the 

experimental details, the computational strategy employed to simulate vibronic spectra and the 

functionals, basis sets and approximations employed in all calculations. In Section 3.1, we investigate 
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the performance of 8 functionals (belonging to different families) in reproducing the band-shapes of 

the absorption spectra for the four investigated coumarin molecules. In Section 3.2 we compare 

several models to compute the vibronic spectra, based on slightly different descriptions of the final-

state PES, whereas an in-depth analysis of the vibronic transitions for these specific dyes is given in 

Section 3.3. 

Methods 

2.1 Experimental details.  

All reagents and solvents were acquired from Sigma Aldrich and used as received without further 

purification. UV-visible absorbance spectra were recorded at room temperature on solutions of the 

four molecules investigated of concentration 3·10-5M. A Perkin Elmer Lambda 650 

spectrophotometer with a quartz cells with 1.0 cm path length was used. 

2.2 Computational strategies for vibrationally resolved absorption spectra. 

The line-shape of the one-photon absorption (OPA) spectra in the TI framework52 was computed 

from the formula:  

 𝜎(𝜔)𝑎𝑏𝑠 =
4𝜋2𝜔

3𝑐
∑ 𝜌𝑖 ∑ |⟨𝛹𝑖|𝝁̂|𝛹𝑓⟩|

2
𝛿(𝐸𝑓 − 𝐸𝑖 − ħ𝜔)𝑓𝑖                             (1) 

Where 𝜌𝑖 is the Boltzmann population of initial molecular state i and 𝜎(𝜔) is the rate of photon 

absorption per molecule and per unit of radiant energy for an incident photon of energy ℏ𝜔. 𝛹𝑖 and 

𝛹𝑓 represent the molecular wave functions of the initial and final states, respectively, and μ is the 

electric dipole. The Dirac function δ is in practice replaced by a distribution function to simulate the 

broadening observed experimentally. 

In most cases, the electronic states involved in the transitions observed in the electronic spectra are 

assumed sufficiently separated from each other so that the summations can be done by considering 

only two electronic states at a time (the initial and final ones). Spectra involving multiple transitions 



ACCEPTED MANUSCRIPT ct-2015-007506 

 

7 
 

are then obtained by summing the band-shape calculated for each single electronic transition. At the 

same time, the Born-Oppenheimer approximation is employed so that the nuclear and electronic wave 

functions are uncoupled and the vibronic transitions are computed from overlap integrals between 

vibrational states of the initial and final electronic states. The complete derivation can be found in 

Refs.44,52,55,56 and will not be repeated here. However, in order to understand the models at our 

disposal to define different computational protocols for the simulation of vibronic spectra, a short 

discussion of some key aspects can be useful. 

First, since we are interested in the vibrational contributions to the electronic spectra and in order 

to compute the overlap integrals, a representation of the PESs of the two electronic states involved in 

the transition is needed. Except for the smallest systems, this is done at a purely harmonic level. As 

the molecular systems generally undergo structural changes upon the electronic excitation, the 

minima of the PESs are not superimposed. As a result, the region corresponding to the vertical 

transition, the so-called Franck-Condon (FC) region, with the highest overlap, can be poorly 

represented by the harmonic final-state PES computed about its minimum. At variance, the harmonic 

PES computed in the FC region can reproduce poorly the PES about its minimum. Hence, two 

strategies can be devised, which differ by the description of the final-state PES, the initial-state one 

being always computed about its minimum. In the adiabatic model, referred to as Adiabatic Hessian 

(AH) in the following, the PES of the final state is computed about its minimum, so that both initial 

and final states are treated in the same way. On the contrary, in the vertical model (Vertical Hessian, 

VH), the final-state PES is computed in the FC region, that is about the initial-state equilibrium 

geometry. In practice, VH will be more accurate to represent the most intense transitions at the 

expense of an approximation of the frequencies in the final states, leading to a lower precision in the 

band positions. On the contrary, AH will describe more precisely the fine structure of the spectrum 

and the band position but the reliability of the most intense transitions will depend on the shift 

between the respective PES (the smaller, the more accurate). Indeed, VH and AH are equivalent if 

both PES are superposed, that is to say their respective minima are vertically aligned. As a final 
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remark, due to the computational cost of excited-state PESs, cheaper approaches have been proposed 

where the final-state PES is assumed equal to the initial-state one. Those approximated models are 

called adiabatic shift (AS) for the adiabatic model, and vertical gradient (VG, also known as the linear 

coupling model)57 for the vertical one.57 Except for the calculation of the Duschinsky matrix and shift 

vector, presented below, the machinery for the calculation of the overlap integrals is the same, 

irrespective of the chosen model (vertical or adiabatic). 

Another important point is the approximation used for the definition of the transition dipole 

moment, 𝝁𝑖𝑓
𝑒 = ⟨ϕ𝑖|𝝁̂|ϕ𝑓⟩, which is usually based on truncated Taylor expansions with respect to the 

normal coordinates about one equilibrium geometry. In the Franck-Condon approximation the 

transition dipole is assumed to remain constant during the electronic transition. While this 

approximation gives satisfactory results for strongly allowed transitions, it gives poor results for 

weakly-allowed or dipole-forbidden transitions. In this case, it is better to use the Franck-Condon 

Herzberg-Teller (FCHT) approximation, which also takes into account a linear variation of the 

electric dipole moment with respect to the normal coordinates Q: 

𝜇𝑖𝑓
𝑒 ≈ 𝜇𝑖𝑓

𝑒 (𝑸𝑒𝑞) + ∑
𝜕𝜇𝑖𝑓

𝑒

𝜕𝑄𝑘
𝑄𝑘

𝑁
𝑘=1                                   (2) 

Finally, calculation of the overlap integrals requires a relation between the normal coordinates of 

initial- (𝐐̅) and final- (𝐐̿) state, i.e. the basis sets used to expand the respective PES. The linear 

transformation proposed by Duschinsky is generally used for this purpose,58 

𝐐̅ = 𝐉𝐐̿ + 𝐊                                                            (3) 

J represents the rotation matrix of the normal coordinates of the initial state during the transition 

and K is the shift vector due to the change in geometry. In addition to their role in the calculations, 

their representation gives an insight on the mode mixing upon the electronic transition and on the 

shift of the PESs, respectively, and can help understanding the reliability of the simulated vibronic 

spectra. The definition of J and, especially, K depends on the model used for the description of the 

transition.52  
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Equation (1) involves, in principle, infinite sums, and must be truncated in actual computations. 

Our implementation is based on a class-based prescreening to select a priori the most intense 

transitions.44,59 Moreover, the computation of vibronic transitions is intrinsically parallel so that 

efficient implementations can make this step very fast (a few minutes in most cases). The bottleneck 

is by far the generation of the data needed to simulate the vibronic spectra, and in particular the 

computation of the Hessian matrices. In all models, the initial-state geometry must be optimized and 

the harmonic frequencies calculated. Then, the procedure to be followed for the final state varies. For 

AH, a geometry optimization is needed, followed by frequency calculation, while for VH, only the 

latter step must be done. In the approximated models, the force constants of the final state are not 

used, which is particular appealing since they are generally computed by numerical differentiation of 

TD-DFT energy gradients, which is the most time-consuming step of the whole procedure. For AS, 

there is still an optimization step while for VG, only the energy gradient is required. As a result, this 

latter model is particularly interesting for large systems, such as coumarin molecules encapsulated in 

inorganic matrices.43 However, the approximations introduced can be excessive and lead to erroneous 

interpretations. 

It should be noted that further refinement is possible by using more accurate vibrational energies 

for the two electronic states, either by applying simple scaling factors60 or by computing the 

anharmonic frequencies59,61. The latter, which permits a systematic improvement of all frequencies, 

is particularly interesting when an analysis of the fine vibronic structure is sought but represents a 

steep increase of the overall computational cost. In the present case, the relatively low resolution of 

the experimental spectra means that broadening functions with large widths must be applied and so 

the anharmonic correction would be mostly hidden. Moreover, the effects of such a refinement on 

approximated models can be complex to interpret, as possible error compensations can impede the 

proper evaluation of the reliability of each model. As a result, frequencies were only computed at the 

harmonic level. 
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2.3 Computational details.  

All DFT and/or TDDFT calculations have been performed with a locally modified version of the 

Gaussian09 suite of quantum chemical programs.54 

As a first step, several hybrid and range-separated functionals, namely B3LYP,15 PBE0,14 M06,38 

M06-2X,62 CAM-B3LYP,29 LC-PBE,63 ωB97X64 and ωB97XD36 have been used to compute the 

ground- and excited-state minima and Hessians necessary to generate the vibronic absorption spectra 

(within the Adiabatic Hessian / Franck-Condon approximations) of C307, C450, C460 and C480 

reported in Figure 1. M06-HF38 has been also considered but it systematically gave incorrect excited-

state geometries for the systems of interest (breaking of planar symmetry), which resulted in too large 

shift vector and mode mixing, a poor spectrum convergence and a significantly different band-shape. 

Optimally tuned, range-separated functionals such as LC-PBE* and LC-PBE0* have not been 

considered here. Indeed, while they have been shown to improve the vibronic band shapes obtained 

with the non-tuned LC-PBE approach, they do not statistically yield more accurate spectra than 

standard hybrid functionals.65  

In all calculations we have employed the 6-311++G(d,p) basis set, which has been shown to provide 

converged vibronic couplings by Jacquemin et al.47 whereas solvent effects have been accounted for 

by using the polarizable continuum model.66 

After the assessment of the aforementioned functionals, we used the ωB97X functional to compare 

the one-photon absorption spectra computed with different models, while the effect of the Herzberg-

Teller contributions was studied with the adiabatic Hessian model. A compact notation will be used 

in the following to designate both the model describing the transition (VG, VH, AS, AH) and the 

approximation of the electronic transition dipole moment (FC, FCHT), where the two sets of 

acronyms are combined (for instance, AH|FC). As explained above, those models require the same 

data for the initial state, namely the harmonic frequencies for the equilibrium structure, but differ for 

the final state. For adiabatic approaches, AS and AH, we performed a geometry optimization followed 
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by frequency calculations. The adiabatic shift approximation is then readily obtained by ignoring 

those frequencies, so that only the equilibrium geometry is considered. For the VG approach, the 

optimized geometry of the initial state is used in the final state as the reference structure at which 

energy gradients are computed. Since frequency calculations for the excited state are performed at 

the TDDFT level by numerical differentiation of analytical forces, this step has a high computational 

cost, which can quickly become unsustainable for large systems. Regarding the vibronic calculations 

themselves, the sum-over-states approach with an explicit treatment of the individual vibronic 

transitions and the class-based prescreening method described previously has been used, where the 

class refers to the number of simultaneously excited modes in the final state. In order to achieve a 

good spectrum convergence (at least 90%), the excitations belonging to the first class (overtones) 

were included up to 30 quanta, those belonging to the second class (2-state combinations) up to 20 

quanta for each excited mode, and a maximum of 109 transitions were considered in each class up to 

the seventh. Lower convergences were obtained for AH and VG with C480 (87 and 81%, 

respectively). A known issue with VH, observed in this work as well, is the likely presence of 

imaginary frequencies, often related to the limitations of the harmonic representation of the PES. In 

our case, 2 imaginary frequencies were found for C307, C450 and C460, and 1 for C480. Several 

strategies can be adopted to overcome this problem in the vibronic calculations. Hazra and Nooijen67 

have proposed an anharmonic treatment of the modes with imaginary frequencies. To do so, the 

system is first divided in two blocks, one containing the modes to be treated anharmonically and the 

other one containing the rest of the modes treated at the harmonic level. However, the definition of 

the blocks can be far from straightforward when the couplings between the modes are strong. This 

was indeed a problem here, but, since the corresponding imaginary frequencies were low, thus 

providing a marginal contribution to the vibronic spectrum, the approach proposed by Ferrer and 

Santoro68 was adopted, namely to multiply all imaginary frequencies by -i.  

As mentioned above, geometry optimizations and frequency calculations of all the coumarin 

molecules in methylcyclohexane and acetonitrile were performed employing the integral equation 
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formalism for the polarizable continuum model (IEF-PCM,69 referred to simply  as PCM in the 

following).  

At variance with the simple case of electronic absorption spectra calculations where the non-

equilibrium solute-solvent regime is usually employed,70 the definition of the physically consistent 

solvation regime to be used in vibronic calculations must be done with care since both electronic and 

vibrational solvent degrees of freedom can follow the solute charge density evolving in time.71  

Depending on the time scale of such evolution, it might be assumed that some of the solvent’s nuclear 

degrees of freedom remain static while others can relax along with the solute. Since we are not 

studying time-dependent spectra but stationary ones, which means that the molecule has the time to 

relax to the excited-state minimum and both the fast and slow solvent degrees of freedom are in 

equilibrium with the solute, we have employed the equilibrium solvation regime. This model is more 

consistent with the adiabatic treatment of the excited-state PES.72 The vertical models in this case 

must be considered approximations of the adiabatic ones and thus the equilibrium solvation regime 

has been applied to them too.  

The default parameters of Gaussian 09 Rev. D.01 were used for the construction of the cavity, built 

as the union of interlocked spheres centered on each atom of the solute with the following radii (in 

Å): 1.443 for hydrogen, 1.925 for carbon, 1.830 for nitrogen and 1.750 for oxygen, each multiplied 

by a factor of 1.1. The static and optical dielectric constants used for the solvents are 2.024 and 2.025, 

respectively for methylcyclohexane and 35.68 and 1.8069 for acetonitrile. 

Since the experimental spectra were recorded at room temperature, vibronic calculations have to 

take into account the likely presence of hot bands. Temperature effects were simulated with the 

protocol described in ref.56. Using a temperature of 298.15 K, all initial vibrational states with at most 

3 simultaneously excited modes and a Boltzmann population greater or equal to 25% of the 

vibrational ground state’s were included in the summation given in eq. 1. 
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The stick spectra at room temperature were then smoothed with Gaussian distribution functions in 

order to reproduce the inhomogeneous broadening present from the experimental conditions. The 

half-width at half-maximum (HWHM) values used in the simulated spectra were chosen to match as 

closely as possible the experimental counterparts.  

 

Results and Discussions 

3.1 Vibrationally resolved absorption spectra: comparison between experiment and theory. 

The absorption spectra of C307, C450, C460 and C480 recorded in methylcyclohexane and 

acetonitrile are reported in Figure 2. The overall spectra of the four coumarins are quite similar with 

a first band at around 340-380 nm due to the first dipole-allowed π→π* transition from the highest 

occupied molecular orbital (HOMO) to the lowest unoccupied molecular orbital (LUMO), shown in 

Figure S1 of the Supporting Information. As already noted for other 7-aminocoumarin 

derivatives,41,43,73 the S1←S0 transition has a partial intra-molecular charge transfer character from 

the N-alkyl groups to the carbonyl. In fact, the HOMO is delocalized on the whole molecule, with 

significant contribution from the π orbitals of the “central” benzenic ring and the orbitals localized 

on the N,N-dialkyl group whereas the LUMO is mainly localized on the “quinone-like” terminal ring 

with a significant contribution of the π* orbital of the carbonyl groups.41,73  

The vibrational structure of the first band is clearly observed when the spectra are recorded in 

methylcyclohexane, whereas it is lost in acetonitrile whose higher polarity also leads to a red shift of 

the spectra by about 20 nm. Therefore, we will focus on methylcyclohexane in the following to assess 

the performance of functionals belonging to different families, while discussion on acetonitrile will 

be limited to the analysis of the normal modes.  

The first band of C307 is composed of three peaks at about 385, 367 and 352 nm with the second 

peak more intense than the others and a shoulder around 325 nm. A similar shape is observed for the 
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first band of C450 even though four peaks are now recognizable (at about 360, 353, 344 and 330 nm) 

together with a more pronounced shoulder around 305 nm. The first band of C460 and C480 presents 

quite a different shape, showing three peaks at about 369, 361 and 351 nm for C460 and only two 

peaks (at 378 and 362 nm) for C480, all with comparable intensities (actually the peaks at 351 (C460) 

and 362 (C480) nm are slightly more intense). 

The computation of the vibronic transitions represents a very demanding test for electronic structure 

methods. First, it makes possible the reproduction of the asymmetry of the band-shape, leading to a 

more correct definition of the absorption maximum. Second, it requires a proper calculation of the 

vibrational frequencies in addition to the electronic transition energy. In order to select the most 

suitable functional, the most refined vibronic models, namely AH and VH, should be preferred and, 

among them, we chose AH, which treats both electronic states at the same level, whereas VH could 

introduce some error compensation or numerical noise from the extrapolation of the excited state 

energy minimum, in addition to suffering directly from the PES anharmonicity. Since the transitions 

are strongly allowed, the Franck-Condon approximation was employed. The calculations have been 

carried out taking into account temperature effects within the TI formalism as described in the 

previous section. The vibronic spectra of the four investigated 7-aminocoumarin molecules in 

methylcyclohexane computed at the AH|FC level with 8 functionals are plotted in Figure 3. In order 

to compare the electronic structure methods, a single broadening method (with half-widths at half-

maximum of 405 cm-1) was used for all, chosen to facilitate the comparison with experiment. 

The wavelengths corresponding to the vertical excitation energies and the central vibronic peaks 

computed with different functionals are reported in Table 1 and compared with the experimental data 

corresponding to the central and more intense peak. 

Figure 3 shows that the PBE0 and M06 global-hybrid functionals yield vibronic transition energies 

in the closest agreement with experiment (within +2, -7, -4 and +2 nm for C307, C450, C460 and 

C480, respectively). B3LYP leads to vibronic transitions red-shifted by about 20 nm with respect to 
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experiment, while all the other functionals show larger discrepancies, with blue-shifts up to 50-60 

nm, as in the case of LC-PBE. While PBE0 and M06 provide the best transition energies, they are not 

satisfactory for the band shape since the relative intensities of the vibronic transitions are not well 

reproduced for all the molecules investigated. In fact, the first peak is always more intense than the 

second one. Agreement with experiment is better with CAM-B3LYP and wB97XD, which have 

similar band-shapes, which is further improved in the case of M06-2X. The best overall shapes are 

provided by the LC-PBE and ωB97X functionals, for which the second (central) peak is more intense 

than the others (first and third) for all the coumarin molecules. However, closer examination of the 

spectra reveals that the ωB97X functional performs slightly better than LC-PBE, as shown in Figure 

4. In this figure a broadening of 540 cm-1 was used in order to compare better the theoretical and 

experimental band-shapes. Moreover, to ease comparison, the computed spectra have been shifted to 

match the experimental absorption maxima. In fact, ωB97X yields better optical shapes than LC-PBE 

for C450, C460 and C480 (in particular for the lower energy components of the band) while only for 

C307 the opposite is true.  

In Figure 5 are reported the vibronic spectra of C480 at both T = 0K and T = 300K with broadening 

used to match the experiment. As previously mentioned, temperature effects cannot be simply 

reproduced by using inhomogeneous broadening functions with larger half-widths at half-maximum, 

as the relative intensities of the peaks show that the first band is accurately reproduced by the room 

temperature calculations but not at null temperature (only transitions from the vibrational ground 

state). Moreover, the third band appears to have a distinct maximum in 0K calculations, whereas the 

experimental and room-temperature simulation both show only a shoulder.  

As shown in the ESI, the poorer agreement with the experimental spectrum of C307 regarding the 

lower-energy wing can be related to less accurate geometries computed at the ωB97X level compared 

to LCPBE, while the harmonic frequencies are properly reproduced. Since this effect can be assumed 



ACCEPTED MANUSCRIPT ct-2015-007506 

 

16 
 

to be consistent with the different vibronic models studied in the following, ωB97X can be 

satisfactorily used for this molecule as well. 

In a recent benchmark on anthraquinone derivatives,  Jacquemin et al.47 found that global hybrids 

like B3LYP and PBE0 provide very good wavelengths but incorrect relative intensities; global 

hybrids with a larger amount of HF exchange like M06-2X blue-shift the peak positions, but give 

correct band-shapes, whereas long-range corrected functionals like CAM-B3LYP and ωB97XD gave 

satisfactorily results. Some of us74 performed a similar investigation on two coumarin molecules 

finding that the CAM-B3LYP and M06-2X functionals provide the best intensity patterns. As shown 

here, a correct reproduction of the spectral band-shape requires a proper account of the vibronic 

structure. In this context, it is evident that a simple comparison of the computed vertical energies with 

the experimental λmax is not sufficient to assess the accuracy and validate the choice of the functional, 

and that a correct definition of the computational protocol requires an extensive study of the vibronic 

structure as well. Moreover, it is also evident that, although no single functional provides 

simultaneously highly accurate positions and intensities of the different vibronic transitions, in all 

cases LC-PBE and particularly ωB97X represent the best compromises. 

Another fast and efficient alternative to reproduce accurately the vibronic spectra could be to shift 

the spectrum obtained with a functional that provides a good band-shape (ωB97X and LC-PBE in 

this case) by a factor (Δλ) given by the difference in VEEs computed with PBE0 and with the chosen 

functional (Δλ = λVE,PBE0 - λVE,XCF, where XCF is the functional used to compute the spectrum).  

The vibronic spectra of C307, C450, C460 and C480 computed (in methylcyclohexane) by combining 

the ωB97X vibronic shape with the PBE0 VEEs shifts (denoted ωB97X/PBE0 hereafter) are 

compared with the experimental ones in Figure 6. Both broadened and stick spectra were shifted by 

Δλ values of +47, +36, +41 and +47 for C307, C450, C460 and C480, respectively. The figure shows 

that by adopting this approach, both the shapes and positions of the vibronic spectra can be well 

reproduced. In fact, the differences between the positions of the experimental and theoretical spectra 
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are always within 10 nm. As a matter of fact, a constant shift within a class of related molecules 

(about 40 nm in the present case) is usually sufficient. 

Effects of the excited state PES approximations on the vibronic spectra. 

The definition of the most reliable electronic structure method paves the way to the study of different 

vibronic models, namely adiabatic Hessian and shift, and vertical Hessian and gradient. As mentioned 

above, AS and VG have the advantage of being more affordable since they do not require the 

calculation of the excited-state frequencies, thus being better adapted to studies over an extensive 

sample of different systems. The vibronic spectra obtained with the AH, AS, VH and VG models and 

the FC approximation are reported in Figures 7 and 8. Two different broadenings were used. The 

lower-resolution spectra, in Figure 7, match the experimental data available in this study. 

In general, AH, VH and AS have similar band-shapes and for the 4 compounds, 3 summits are visible, 

together with a shoulder in the left-most tail of the band-shape. At variance, the VG spectra are on 

overall less distinctive and for C307, C450, and to a lower extent C480. For C450, the 3 summits are 

merged with the 2 outermost ones appearing as prominent shoulders, while for C307, the leftmost 

peak has a relative height lower than with the other models. The only exception is C460 where the 

band-shape is very similar to the other ones. For this system, all 4 models give about the same result. 

This hints at a high similarity between the initial- and final-state PESs. A final remark regards C450 

where the AH|FC band is very wide. The lack of such a feature with the approximated model AS|FC 

implies that a strong mode mixing is present. The fact that VH|FC does not exhibit this large tail in 

the blue region can be indicative of limitations in the underlying Cartesian coordinate description on 

which the normal coordinates have been built.  

In order to provide a more detailed comparison between the spectra, the relative intensities of the 

second (most intense) band with respect to the first band, which contains the “0-0” transitions, 

computed with different adiabatic and vertical models are reported in Table 2, together with the 
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experimental one. The table shows that for C307, the intensity ratio between the second and first band 

is better reproduced by the VG|FC scheme. As it will be shown later this is caused by an error 

compensation due to the absence of mode mixing. However, is has to be pointed out that in the other 

cases, AH|FC yields the better agreement with the experimental data, while VG|FC yields poorer 

results. 

By increasing the resolution (i.e. by lowering the widths of the distribution functions applied to the 

vibronic transitions to simulate the experimental broadening) additional features can be observed. 

The higher resolution spectra are shown in Figure 8. In line with the observation made for Figure 7, 

the VG|FC spectra remain mostly featureless even with this low HWHM. However, it is now possible 

to isolate the 3 summits, which could already be brought out with the 3 models at the lower resolution. 

As before, C460 is an exception and the fine structure is observable with VG as well. It is noteworthy 

that, contrary to expectations, the AH|FC spectra show rather broad bands with many shoulders. A 

richer structure, with more peaks is visible with AS|FC, thus confirming the significant mode mixing. 

In addition to being a potential issue in the analysis of high resolution spectra, a strong mode mixing 

often results in non-negligible contributions from many transitions, preventing a precise band 

assignment. Indeed, comparison of the VH and AH stick spectra shown in Figure 9 shows that the 

AH|FC band-shape is formed by a multitude of transitions of low-to-medium intensities, with few 

distinguishable peaks. At variance, the VH|FC stick spectra exhibit a more contrasted structure and 

specific lines can be isolated and analyzed to propose a band-assignment. C480 represents an 

exception where neither spectrum is easily interpretable due to an extremely rich peak structure. The 

difference is more marked in the spectra where the temperature effects have been ignored (T=0K), 

reported in Figure 10. 

As a concluding remark, it is interesting to note the shifted position of the band-shape maxima 

between the different models, shown in Figure 7. Indeed, the vibronic structure depends on the 

position of the transition between the vibrational ground states of the initial and final electronic states, 
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i.e. the 0-0 transition. The associated energy corresponds to the energy difference between the minima 

of the PES, including the zero-point vibrational energies. In this respect, AH provides the most correct 

definition, while in VH, the excited-state PES minimum is extrapolated by assuming that the PES is 

parabolic and the frequencies are computed outside the minimum. AS and VG introduce the further 

approximation that the vibrational frequencies (hence the zero point energies) of the two electronic 

states are equal. The combination of various approximations may lead to error compensation or 

enhancement with respect to experiment. The AH|FC and VH|FC spectra are compared to their 

experimental counterpart in Figure 11. For all systems, the VH|FC band-shape is farther from the 

experimental spectrum than AH|FC, which further justifies the choice of the latter as the reference 

method to select the most suitable density functional. Adding the Herzberg-Teller contributions to 

the calculations leads to slight changes to the band-shapes in all cases. More specifically, the lower-

energy summit has a slightly higher intensity with respect to the central, predominant one, while the 

higher energy one is toned down and appears in some cases as a prominent shoulder. Those changes 

are consistent with the observed band-shapes, except for C450 where the remarkable agreement in 

the relative intensities of the 2 lower-energy peaks is slightly worsened. Nevertheless, the overall 

impact on the band-shape and in particular the position of its maximum is negligible. It should be 

noted that the FCHT approximation requires the gradient of the electronic transition dipole moment, 

currently obtained by numerical differentiation along the Cartesian coordinates in the same way as 

the excited-state frequencies. For this reason, inclusion of those contributions spoils the 

computational advantages of approximated models, like AS and VG.  

Analysis of the vibronic spectra of C307 and C460 molecules. 

Figure 12 compares the experimental and theoretical vibronic spectra of C307 and C460 in 

methylcyclohexane and acetonitrile solvents. The stick spectra with the main vibronic contributions 

are also reported, and together with the broadened spectra, have been shifted so that the most intense 

peak in methylcyclohexane coincides with its experimental counterpart. Comparing Figures 9 and 
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10, the trend between the stick spectra with or without temperature effects is similar. As the most 

intense transitions arise from the ground state, the present analysis will be limited to the latter, using 

the spectra simulated at T=0K for the sake of readability. 

Analogous data for the other coumarin molecules are reported in Figure S2 of the Supporting 

Information and will not be described here since the vibronic contributions are similar.  

The agreement between the experimental and theoretical spectra of C307 in methylcyclohexane is 

excellent, also concerning the separation between the three main peaks. As expected, the first peak 

of C307 is associated to the 0-0 transition whereas the other two peaks are composed of a blend of 

several vibrational modes. However, the most intense vibronic transitions can be ascribed to single 

quanta excitations of modes 16 (296 cm-1 with respect to the 0-0 line), 21 (409 cm-1), 37 (818 cm-1), 

72 (1591 cm-1), 74 (1695 cm-1) and 75 (1759 cm-1) of the excited state, respectively. 

A graphical representation of these modes can be found in Figure S3 of the Supporting Information. 

Modes 16 and 21 correspond to the wagging of the methyl and ethyl groups and to the breathing of 

the aromatic benzopyrone ring. Modes 37, 72 and 74 correspond to the stretching of the same ring 

and to displacements of the hydrogen atoms, whereas mode 75 is related to the C=O stretching. 

Finally, the shoulder at about 350 nm is due to the simultaneous excitation of modes 72 and 74 (3286 

cm-1 with respect to the 0-0 line) 72-75 (3350 cm-1) and 74-75 (3454 cm-1). 

The first peak of C460 is again associated to the 0-0 transition, whereas the more intense vibronic 

transitions can be ascribed to single quanta excitations of modes 22 (496 cm-1 with respect to the 0-0 

line), 23 (517 cm-1), 28 (668 cm-1), 51 (1211 cm-1), 65 (1445 cm-1), 77 (1579 cm-1), 78 ( 1687 cm-1) 

and 79 ( 1739 cm-1) of the excited state, respectively. 

A graphical representation of these modes can be found in Figure S3 of the Supporting Information. 

Modes 22, 23 and 28 correspond to the wagging of the methyl and ethyl groups and to the breathing 

of the aromatic benzopyrone ring. Modes 51, 65, 77 and 78 correspond to displacements of the 



ACCEPTED MANUSCRIPT ct-2015-007506 

 

21 
 

aromatic hydrogens and stretching of the C-C bond in the same ring while mode 79 is related to the 

C=O stretching. The shoulder near 335 nm is due to the simultaneous excitation of modes 77, 78 and 

79. 

The vibronic spectra of C307 and C460 in acetonitrile (Figure 11, bottom panels) are blue-shifted by 

about 20 nm with respect to those in methylcyclohexane, in good agreement with the experimental 

data. In order to reproduce well the band shape, the stick spectra were broadened by a larger Gaussian 

functions with HWHM of 810 cm-1. With this empirical broadening, the vibronic structure is lost and 

the experimental band-shape is recovered. The employment of larger HWHM in polar solvents with 

respect to apolar ones is justified by the Marcus’s relationship connecting the inhomogeneous 

broadening with the solvent re-organization energy which is bigger for polar solvents.75,76  

The stick spectra are similar to those computed in methyl-cyclohexane, but spread over a larger 

spectral interval, and new combined transitions appear. In fact, the peaks of the C307 molecule 

associated to the simultaneous excitation of modes 20-16, 75-16 and 75-20 found respectively at 707, 

2029 and 2141 cm-1 from the 0-0 transitions show stronger intensities and this is also the case for the 

peak at 3463 cm-1 from the 0-0 transition associated to the double excitation of mode 75. 

In the case of C460, the change in solvent polarity leads to more intense peaks for the transitions 

associated to the single excitation of mode 79, to the simultaneous excitation of modes 79-23 (2244 

cm-1) and to the double excitation of mode 79 (3451 cm-1).  

 

Conclusions. 

We have assessed the performance of several global and range-separated hybrid functionals in 

reproducing the vibrationally-resolved absorption spectra of four 7-aminocoumarin molecules of 

technological interest collected in different solvents. In agreement with previous investigations, we 

have found that the specific DFT functional used to calculate vibronic spectra has a significant impact 

on the results. In particular, the major discrepancies are observed in the computation of the absolute 
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positions of the simulated vibrationally resolved electronic spectra, with PBE0 and M06 functionals 

providing the best positions. At variance, ωB97X and LC-PBE provide the most accurate band-shape. 

As a consequence, combination of vibronic couplings computed by using the ωB97X functional with 

PBE0 vertical energies gives the possibility to obtain good band shapes and positions with differences 

between experimental and theoretical band maxima lower than 10 nm. 

Comparison between AH and VH models has shown that they provide similar results as long as highly 

detailed band-shapes are not required. The higher mode mixing in AH results in visible contributions 

from a huge number of transitions, hence in an attenuation of the features of the band-shape. At 

variance, VH provides a sharper band-shape but it overestimates the energy of the absorption 

maximum. The cheapest model (VG) is not able to reproduce the experimental band-shape even at 

low resolution, except for C460. The slightly more expensive AS model performs much better, and 

should be preferred whenever reduction of the computational cost becomes critical. 

Detailed analysis of the vibronic contributions to the spectra of the investigated molecules revealed 

that the most intense vibronic transitions can be ascribed to single quanta excitations, whereas the 

shoulder at lower wavelengths is due to the combinations of the simultaneous excitation of high 

frequency modes and double excitations of single modes. 
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Table 1. Wavelengths of the second peak in the vibronic spectra of the four coumarins with various 

functionals at the AH|FC level of theory. In parenthesis are reported the wavelength corresponding 

to the vertical excitation energies. 

Method C307 C450 C460 C480 

ωB97x 330 (313) 302 (294) 312 (299) 321 (307) 

B3LYP 390 (375) 350 (341) 348 (353) 374 (367) 

CAM-B3LYP 344 (331) 320 (308) 323 (314) 335 (324) 

LC-PBE 311 (295) 294 (280) 297 (283) 306 (291) 

ωB97xD 340 (327) 318 (305) 321 (311) 331 (320) 

PBE0 370 (360) 339 (330) 347 (340) 359 (354) 

M06 369 (360) 341 (333) 348 (342) 362 (356) 

M06-2X 340 (337) 320 (306) 324 (315) 335 (324) 

experimental 366 343 351 362 
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Table 2. Relative intensity of the second most intense band with respect to the first “0-0” band 

obtained with different vibronic models. All calculations were performed at the ωB97x level of 

theory. 

Method C307 C450 C460 C480 

AH|FC 1.13 1.33 1.11 1.10 

AS|FC 1.13 1.32 0.99 1.10 

VH|FC 1.13 1.34 1.12 1.11 

VG|FC 1.26 1.56 1.13 1.12 

experimental 1.30 1.31 1.09 1.09 
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Figures. 

 

Figure 1. Representation of the molecules investigated in this work. 
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Figure 2. Experimental UV-vis absorption spectra of C307, C450, C460 and C480 in 

methylcyclohexane (blue) and acetonitrile (red). 
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Figure 3. Comparison of the vibronic spectra of the four coumarins in methylcyclohexane computed 

with different exchange-correlation functionals (the experimental spectra are also reported in cyan). 

All vibronic calculations were performed at the AH|FC level and Gaussian distribution functions with 

HWHM=405 cm-1 were used to simulate the broadening. 
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Figure 4. Comparison of the vibronic spectra of the four coumarins in methylcyclohexane computed 

by using LC-PBE and ωB97x exchange-correlation functionals (the experimental spectra are also 

reported in cyan) at 300K. All vibronic calculations were performed at the AH|FC level and Gaussian 

distribution functions with HWHM=540 cm-1 were used to simulate the broadening. Computed 

spectra were translated toward lower energies in order to match their maxima with the respective 

experimental absorption maxima. 
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Figure 5. Comparison of the vibronic spectra of the coumarin 480 in methylcyclohexane at 0K and 

room temperature computed by using ωB97x and LC-PBE exchange-correlation functional (the 

experimental spectrum is also reported in cyan). All vibronic calculations were performed at the 

AH|FC level and Gaussian distribution functions with HWHM=540 cm-1 were used to simulate the 

broadening. Computed spectra were translated toward lower energies in order to match their maxima 

with the respective experimental absorption maxima. 
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Figure 6. Comparison between the experimental spectra (red curves) and the ωB97X spectra (green 

curves), reported as stick and with a Gaussian broadening, and shifted by Δλ = λVE,PBE0 - λVE,ωB97X = 

47, 36, 41 and 47 nm for C307, C450, C460 and C480, respectively. 
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Figure 7. Vibronic spectra of C307, C450, C460 and C480 in methylcyclohexane, computed with the 

adiabatic hessian (AH), adiabatic shift (AS), vertical hessian (VH) and vertical gradient (VG) at the 

Franck-Condon level. Gaussian distribution functions with half-widths at half-maximum of 405 cm-

1 were used to simulate the broadening. 
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Figure 8. Vibronic spectra of C307, C450, C460 and C480 in methylcyclohexane, computed with the 

adiabatic hessian (AH), adiabatic shift (AS), vertical hessian (VH) and vertical gradient (VG) at the 

Franck-Condon level. Gaussian distribution functions with half-widths at half-maximum of 135 cm-

1 (Gaussian default value) were used to simulate the broadening. 
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Figure 9. Vibronic spectra at T=300 K of C307, C450, C460 and C480 in methylcyclohexane, 

computed with the adiabatic Hessian (AH) and vertical Hessian (VH) at the Franck-Condon level. 

The broadening was simulated by mean of Gaussian distribution functions with half-widths at half-

maximum of 405 cm-1. The intensities of the VH|FC spectra were scaled by -1 to enhance the 

readability and shifted so that the 0-0 transition matched the one obtained with AH|FC. 
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Figure 10. Vibronic spectra at 0K of C307, C450, C460 and C480 in methylcyclohexane, computed 

with the adiabatic Hessian (AH) and vertical Hessian (VH) at the Franck-Condon level. The 

broadening was simulated by mean of Gaussian distribution functions with half-widths at half-

maximum of 405 cm-1. The intensities of the VH|FC spectra were scaled by -1 to enhance the 

readability and shifted so that the 0-0 transition matched the one obtained with AH|FC. 
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Figure 11. Vibronic spectra of C307, C450, C460 and C480 in methylcyclohexane, computed with 

the adiabatic Hessian (AH) and vertical Hessian (VH) at the Franck-Condon (FC) and Franck-Condon 

Herzberg-Teller (FCHT) levels, compared to their experimental counterparts. The broadening was 

simulated by mean of Gaussian distribution functions with half-widths at half-maximum of 405 cm-

1. 
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Figure 12. Computed ωB97X spectra of C307 and C460 in methyl-cyclohexane (upper panels) and 

acetonitrile (lower panels). For the band assignment, since all transitions are from the vibrational 

ground state, only the final state is indicated. The excited modes are reported with the number of 

quanta in superscript. Computed spectra in methyl-cyclohexane of C307 and C460 are shifted by +38 

and +41 nm, respectively, in order to obtain the best match with the maxima of the experimental 

spectra. The computed spectra in acetonitrile are shifted by the same amounts. The broadening was 

simulated by mean of Gaussian distribution functions with half-widths at half-maximum of 405 

(methylcyclohexane) and 800 (acetonitrile) cm-1. These spectra have been computed at zero 

temperature.  

 

 

 

 


